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ABSTRACT The dynamic event-triggered fault detection problem for discrete networked control systems
with time-delay is investigated in this paper. Firstly, for reducing the triggering times, a new dynamic
event-trigged is proposed. Secondly, an observer is constructed on the controller node to generate fault
residual, and the mathematical model of the closed-loop systems is established by analyzing the sequence of
the transmission signal. Thirdly, by constructing a suitable Lyapunov-Krasovskii functional, the sufficient
stability conditions for the closed-loop networked control systems are derived. The computing method of the
observer gain matrix, the controller gain matrix and the minimal disturbance repression index is provided.
Finally, a casy study on the dynamic cart is employed to illustrate the merits of the proposed approach.

INDEX TERMS Time-delay, event-triggered mechanism, networked control system, fault detection.

I. INTRODUCTION
Coupled by the progression of communication technology
and the increasing scale of control systems, the introduction
of computer communication networks into control systems
has become a trend in the field of industrial control. The
closed-loop feedback systems formed by the shared networks
are networked control systems (NCSs) [1], [2], [3], [4]. NCSs
own the strength of easily expandable structure, low installa-
tion and maintenance costs, etc., and have been widely used
in the field of industrial automation [5], [6], [7], [8]. How-
ever, some inevitable issues like network-induced time-delay,
data packet dropout have appeared due to the introduction
of the networks, making system analysis more complicated,
and making it more demanding on safety and reliability in
engineering applications [9], [10], [11].

With the increasing structure and scale of NCSs, due to
the aging of components, external disturbances and changes
in the working environment, the NCSs will inevitably have
various failures [12], [13]. Therefore, the problem of NCSs
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fault detection (FD) is a subject of theoretical and practical
significance, which has received extensive attention from the
academic community and has appeared many results.

The existing literature on FD of NCSs can be divided
into three kinds. The first kind literature only considers
time-delay. For example, the sum of the data transmission
time-delay in the sensor-to-controller (S-to-C) link and the
data transmission time-delay in the controller-to-actuator
(C-to-A) link was taken as a discrete Markovain chain,
thereby NCSs subject to time-delay were modeled byMarko-
vain jump systems (MJSs) [14]. The stability conditions
for the closed-loop NCSs were derived. Moreover, the FD
observer design method was provided. The S-to-C time-
delay and C-to-A time-delay were described with two irrev-
erent discrete Markovain chains respectively, and the NCSs
FD method was proposed [15]. The second kind literature
only considers data packet dropout. For instance, assuming
that data packet dropout satisfied the Bernoulli distribution
character, the FD issue for NCSs subject to S-to-C and
C-to-A data packet dropout was researched [16]. The stable
conditions for the closed-loop system with a certain robust
H∞ disturbance repression performance were obtained and
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the FD filter design approach was given. The NCSs with
S-to-C and C-to-A data packet dropout were described as
MJSs owning four running modes, converting the NCSs FD
problem into certain kind of H∞ filter design issue [17].
The third kind literature takes both time-delay and packet
dropout into consideration. For example, the conditions for
NCSs subject to time-delay and packet dropout owning a
certain level ofH∞ disturbance repression performance were
obtained [18], [19].

Industrial control systems usually sample periodically to
control and monitor the controlled plants. However, this tra-
ditional periodic sampling technique not only leads to a waste
of energy but also increases the communication burden on
the network. In this context, the event-triggered mechanisms
(ETMs) are proposed, the idea of which is to sample or
transmit data only when certain pre-specified conditions are
satisfied. Therefore, ETMs can greatly save network band-
width, thereby help to reduce network-induced time-delay
and data packet dropout. Many ETMs have appeared for
control or state estimation of various complex systems [20],
[21], [22]. According to the different triggering conditions,
the ETMs can be mainly divided into static and dynamic
ETMs. The static ETMs are currently the most common ones,
the triggering threshold of which is a constant [23], [24].

The common triggering condition is as follows:[
ypi − yl

]T [ypi − yl]− µyTl yl > 0 (1)

with ypi being the last transmitted system output, yl being the
current system output and 0 < µ < 1 being the triggering
threshold. The above condition is based on relative error, and
is called relative ETM. The following triggering condition
is called absolute event-triggering, because the triggering
condition is based on absolute error.[

ypi − yl
]T [ypi − yl]− µ > 0. (2)

With the purpose of further reducing the triggering times,
some dynamic ETMs have been proposed, the characteristic
of which is that the triggering threshold can be adjusted
according to the evolution of the system, reducing the trigger-
ing times and thus saving system resources. Dynamic ETMs
can be mainly divided into two types. One is to introduce
auxiliary variables described by dynamic equations into the
triggering conditions to adjust the triggering threshold [25],
[26]. The scalar dynamic equation contains information about
the system state, so the obtained threshold changes follow-
ing the state of the system. The other is that the designed
threshold does not evolve according to the dynamic equa-
tion, but decays at a certain rate until it reaches a given
threshold [27], [28].

From the perspective of FD, the ETMs lose part of the
NCSs information due to its non-uniform transmission mode,
which increases the difficulty of FD for NCSs. Currently,
there are few investigation on the FD of NCSs based on
ETMs, and most literatures use the FD filter method. For
example, considering the time-delay from the FD object to
the FD filter, the problem of FD for NCSs under static

ETM based on the FD filter was investigated [29], [30],
[31], [32]. By expanding the states of the FD object and
the FD filter, the FD issue was converted into a filtering
problem, and the design method of the FD filter under ETM
was proposed. However, the networks are not only in the
S-C channel but also between the C-A channel for typical
NCSs. The method proposed by [29], [30], [31], and [32]
only took the time-delay or data packet dropout from the FD
object to the FD filter into account, and only designed the FD
filter, without realizing the co-design of the FD filter and the
controller.

To the best of our knowledge, considering both S-to-C and
C-to-A time-delay, the co-design of the FD filter and the
controller for discrete NCSs under dynamic ETM has not
been solved, which is the motivation of this paper. The con-
tributions of this investigation can be exhibited as following
points:

1) A new dynamic ETM is proposed, which can effec-
tively reduce the triggering times. Compared with
existing methods, the proposed method does not have
any restriction on the sampling period.

2) An observer is constructed on the controller node to
generate residuals and realize the output feedback con-
trol. Through the time sequence analysis of the signal,
the closed-loop model of NCSs under the proposed
dynamic ETM is established by using the time-delay
system approach.

3) A proper Lyapunov-Krasovskii functional which can
deal with the S-to-C and C-to-A time-delay inde-
pendently is constructed. The co-design algorithm of
observer gain matrix, the controller gain matrix is pro-
vided.

In this paper, through the signal timing analysis under the
proposed dynamic ETM, the closed-loop systems subject to
S-to-C and C-to-A time-delay are described with equivalent
time-delay systems owning two time-delay variables. Fur-
thermore, the co-design approach of the FD observer and
the controller is provided by means of dealing with equation
inequalities.

The reminder of this paper is arranged as follows. A new
dynamic ETM is proposed and the mathematical model of
NCSs is established in Section II. Section III provides the
co-design approach of the FD observer and the controller.
Section IV shows the merits and the effectiveness of the
proposed approach by a numerical example.We conclude this
paper in Section V.

II. PROBLEM FORMULATION
The considered NCSs’configuration is illustrated in Figure 1,
in which an event generator is installed at the sensor node.
The event generator’s function is to decide whether to send
system output to the controller at each sampling instant.

The following is the controlled plant’s state space equation:{
xl+1 =Axl + Buul + Bωωl + Bf fl
yl =Cxl

(3)
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FIGURE 1. Configuration of NCSs with time-delay.

where xl ∈ Rn represents the plant’s state, yl ∈ Rg stands for
the plant’s output, ul ∈ Rm means the plant’s control input,
ωl ∈ Rp indicates the disturbance, fl ∈ Rq is the signal of
fault. A, Bu, Bω, Bf and C are all real matrices with suitable
dimensions.

The current sampled output of the system (3) is set as yl
and the last transmitted sampled output is marked as ypi (i =
0, 1, 2, · · · ,∞). The event generator would send the current
sampled output yl , only when yl and ypi (i = 0, 1, 2, · · · ,∞)
satisfy the following proposed dynamic ETM.[

ypi − yl
]T [ypi − yl]− σφl − µyTl yl > 0, (4)

where pi ∈ Z+ is the triggering instant,µ ≥ 0 is the triggering
threshold, 0 < σ < 0.5 is a known scalar and φl represents
an auxiliary variable with the following dynamic equation:

φl+1 = σφl + µyTl yl (5)

with φ0 ≥ 0 being the initial condition of φl .
Remark 1: Apparently we can see from (4) that, when the

σ approaches zero, the dynamic ETM (4) becomes (1), and
φl ≥ 0 for l ∈ [0,∞), which means that the triggering times
can be decreased effectively compared to that of the static
ETM (1).
Remark 2: The following dynamic ETM has been pro-

posed in existing literature [33], [34].[
ypi − yl

]T [ypi − yl]− φl/σ − µ > 0, (6)

where the internal dynamical variable φl satisfies

φl+1 = δφl + µ−
[
ypi − yl

]T [ypi − yl] . (7)

with δ ∈ (0, 1) being a given constant.
For l ∈ [pi + spi , pi+1 + spi+1 − 1], one has[

yl − ypi
]T [yl − ypi]− φl/σ − µ ≤ 0. (8)

It can be obtained that φl ≥ 0 from (6) and (8) on condition
that δ > 1/σ and φ0 ≥ 0. It should be pointed out that φ0 ≥
0 only holds for l ∈ [pi + spi , pi+1 + spi+1 − 1], rather that
l ∈ [0,∞) since (8) does not hold at the triggering instants.
Let sl and cl represent S-to-C and C-to-A time-delay

respectively, assuming that sl and cl are both bounded:

sl ∈ [0, sM ], cl ∈ [0, cM ], where sM and cM are both non-
negative integers.

Considering the influence of the S-to-C time-delay sl , the
instant when the data released by the event generator ypi (i =
0, 1, 2, · · · ,∞) reaches the observer is pi + spi . Due to the
function of the zero-order holder, the system output received
by the observer ỹl can be expressed as:

ỹl = ypi , l ∈
[
pi + spi , pi+1 + spi+1 − 1

]
. (9)

Similar to [35] and [36], consider two cases bellow:
Case 1: If pi+1+ spi+1−1 ≤ pi+1+ sM , define a function

ηl as

ηl = l − pi, l ∈
[
pi + spi , pi+1 + spi+1 − 1

]
. (10)

It can be seen that

spi ≤ ηl ≤ pi+1 − pi + spi+1 − 1 ≤ 1+ sM . (11)

Case 2: If pi+1+ spi+1−1 > pi+1+ sM , apparently, there
exists an integer N ≥ 0 such that

pi + N + sM < pi+1 + spi+1 − 1 = pi + N + 1+ sM .

It is easy to see that[
pi + spi , pi+1 + spi+1 − 1

]
=
[
pi + spi , pi + sM + 1

)
∪ · · ·

∪ [pi + sM + d, pi + sM + d + 1)

∪ [pi + sM + N , pi + sM + N + 1] ,

where d ∈ 1, 2, · · · ,N .
Define ηl as follows

ηl =

{
l − pi, l ∈ �1,

l − pi − d, l ∈ �2,
(12)

where,

�1 =
[
pi + spi , pi + sM + 1

)
,

�2 = [pi + sM + d, pi + sM + d + 1], d ∈ 1, 2, · · · ,N .

From (12), we can obtain{
spi ≤ ηl ≤ 1+ sM

1
= ηM , l ∈ �1,

spi ≤ sM ≤ ηl ≤ ηM , l ∈ �2.
(13)

For Case 1, define hil=0, l ∈ [pi+spi , pi+1+spi+1−1].
For Case 2, define

hil =
{
0, l ∈ �1,

ypi − ypi+d , l ∈ �2.
(14)

From the above definition of hil , the following holds:

ypi = yl−ηl+hil,

l ∈ [pi+spi , pi+1+spi+1−1]. (15)

Furthermore,

hTil hil ≤ σφl + µy
T
l−ηl yl−ηl . (16)
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At the controller node, construct an observer with the follow-
ing structure:

x̂l+1 =Ax̂l + Buũl + L
(
yl−ηl +hil − ŷl−ηl

)
ŷl =Cx̂l
rl =W

(
yl−ηl − ŷl−ηl

) (17)

where x̂l ∈ Rn stands for the observer’ state, rl ∈ Rq means
the residual signal and ŷl ∈ Rg represents the observer’
output. L ∈ Rn×g and W ∈ Rq×g are gain matrices of the
observer and the residual, respectively.

Adopt the following observer-based feedback control law:

ũl = Kx̂l . (18)

Remark 3: Result from the time-delay in C-to-A link,
the controlled plant’s control input in (3) differs from the
observer control input in (17), and the following holds:

ul = ũl−cl = Kx̂l−cl . (19)

Define the following state estimation error, residual error
signal and augmentation vector:

el = xl − x̂l, erl = rl − fl,

τTl =
[
xl el

]
, χTl =

[
ωl fl

]
.

Based on the above analysis, when l ∈ [pi+spi , pi+1+spi+1−
1], the closed-loop NCSs can be expressed by the following
time-delay system:

τl+1 =(A1 + B1KI1)τl + I2Lhil + B2KI1τl−cl
+ Bdχl + I2LC1τl−ηl

erl =WC1τl−ηl − I3χl
τl =ϕl, l ∈ {−max(ηM , cM ), · · · , 0}

(20)

where,

A1 =
[
A 0
0 A

]
,B1 =

[
0
−Bu

]
,B2 =

[
Bu
Bu

]
,

Bd =
[
Bω Bf
Bω Bf

]
,C1 =

[
0 C

]
,

I1 =
[
I −I

]
∈ Rn×2n, I2 =

[
0 −I

]T
∈ R2n×n,

I3 =
[
0 I

]
∈ Rq×(p+q).

The objective of this paper is to design FD observer (17) and
the control law (18) under the proposed dynamic ETM (4)
with the consideration of S-to-C and C-to-A time-delay, such
that

1) When χl = 0, the closed-loop NCS (20) is asymptoti-
cally stable;

2) The following H∞ disturbance suppression perfor-
mance holds under zero initial conditions.

∞∑
l=0

eTrlerl < γ 2
∞∑
l=0

χTl χl, (21)

with γ > 0 being the disturbance repression performance
index. Choose the following evaluation function of residual:

Jl =
ψ0+l∑
z=ψ0

√
rTz rz. (22)

The corresponding FD threshold is as follows

Jth = sup
χl=0

ψ0+L0∑
z=ψ0

√
rTz rz, (23)

withψ0 being the initial instant of residual evaluation, and L0
being the residual evaluation window length. The FD logic is
designed as {

Jl ≤ Jth ⇒ normal,
Jl > Jth ⇒ fault.

III. MAIN RESULTS
We need the following lemma to proceed further.
Lemma 1 ([37]): For scalars α, α0 with α ≥ α0 ≥ 1 and

positive definite matrix G > 0, the following always holds
α∑

j=α0

υTj G
α∑

j=α0

υj ≤ (α − α0 + 1)
α∑

j=α0

υTj Gυj.

The following theorem illustrates sufficient conditions for
system (20) to be asymptotically stable.
Theorem 1: When χl = 0, for given scalars 0 < µ <

1, 0 < σ < 0.5, and residual gain matrix W , if there exist
positive definite matrices P > 0, S1 > 0, S2 > 0, Q1 > 0,
Q2 > 0, Q3 > 0, Q4 > 0 and matrices L, K such that

0 =


011 ∗ ∗ ∗ ∗ ∗

021 022 ∗ ∗ ∗ ∗

031 032 033 ∗ ∗ ∗

041 042 043 044 ∗ ∗

0 S2 0 0 −Q4 − S2 ∗

0 0 S1 0 0 −Q3 − S1

 < 0, (24)

where,

011 = (1+ ηM )Q1+(1+ cM )Q2+Q3+Q4 − S1 − S2 − P

+ (A1 + B1KI1)TP(A1 + B1KI1)+ µ(CI4)TCI4
+ η2M (A1 + B1KI1 − I )T S1(A1 + B1KI1 − I )

+ c2M (A1 + B1KI1 − I )T S2(A1 + B1KI1 − I ),

021 = S2 + (B2KI1)TP(A1 + B1KI1)

+ η2M (B2KI1)T S1(A1 + B1KI1)

+ c2M (B2KI1)T S2(A1 + B1KI1),

022 = −Q2 − 2S2 + (B2KI1)TPB2KI1
+ η2M (B2KI1)T S1B2KI1 + c2M (B2KI1)T S2B2KI1,

031 = S1 + (I2LC1)TP(A1 + B1KI1)

+ η2M (I2LC1)T S1(A1 + B1KI1)

+ c2M (I2LC1)T S2(A1 + B1KI1),

032 = (I2LC1)TPB2KI1 + η2M (I2LC1)T S1B2KI1
+ c2M (I2LC1)T S2B2KI1,
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033 = −Q1 − 2S1 + µ(CI4)TCI4 + (I2LC1)TPI2LC1

+ η2M (I2LC1)T S1I2LC1 + c2M (I2LC1)T S2I2LC1,

041 = (I2L)TP(A1 + B1KI1)+ η2M (I2L)T S1(A1 + B1KI1)

+ c2M (I2L)T S2(A1 + B1KI1),

042 = (I2L)TPB2KI1 + η2M (I2L)T S1B2KI1
+ c2M (I2L)T S2B2KI1,

043 = (I2L)TPI2LC1 + η
2
M (I2L)T S1I2LC1

+ c2M (I2L)T S2I2LC1,

044 = −I + (I2L)TPI2L + η2M (I2L)T S1I2L

+ c2M (I2L)T S2I2L,

I4 =
[
I 0

]
∈ Rn×2n,

then the NCS (20) is asymptotically stable. �
Proof: Construct the following Lyapunov-Krasovskii

functional:

Vτl ,φl =
5∑
j=1

Vjτl + φl, (25)

where

V1τl = τ
T
l Pτl,

V2τl =
l−1∑

v=l−ηl

τTv Q1τv +

l−1∑
v=l−cl

τTv Q2τv,

V3τl =
l−1∑

v=l−ηM

τTv Q3τv +

l−1∑
v=l−cM

τTv Q4τv,

V4τl =
0∑

b=−ηM+1

l−1∑
a=l+b

τTa Q1τa

+

0∑
b=−cM+1

l−1∑
a=l+b

τTa Q2τa,

V5τl =
0∑

b=−ηM+1

l−1∑
a=l+b−1

ηMε
T
a S1εa

+

0∑
b=−cM+1

l−1∑
a=l+b−1

cMεTa S2εa,

εl = τl+1 − τl .

When l ∈ [pi + spi , pi+1 + spi+1 − 1], along the trajectory of
the NCSs (20), we can obtain

1V1τl
= τTl+1Pτl+1 − τ

T
l Pτl

=
(
(A1 + B1KI1)τl + B2KI1τl−cl
+I2LC1τl−ηl + I2Lhil

)TP(
(A1 + B1KI1)τl + B2KI1τl−cl
+I2LC1τl−ηl + I2Lhil

)
− τTl Pτl

= τTl

(
(A1 + B1KI1)TP(A1 + B1KI1)− P

)
τl

+ τTl (A1 + B1KI1)
TPB2KI1τl−cl

+ τTl (A1 + B1KI1)
TPI2LC1τl−ηl

+ τTl (A1 + B1KI1)
TPI2Lhil

+ τTl−cl (B2KI1)
TP(A1 + B1KI1)τl

+ τTl−cl (B2KI1)
TPB2KI1τl−cl

+ τTl−cl (B2KI1)
TPI2LC1τl−ηl

+ τTl−cl (B2KI1)
TPI2Lhil

+ τTl−ηl (I2LC1)TP(A1 + B1KI1)τl

+ τTl−ηl (I2LC1)TPB2KI1τl−cl
+ τTl−ηl (I2LC1)TPI2LC1τl−ηl

+ τTl−ηl (I2LC1)TPI2Lhil

+ hil T (I2L)TP(A1 + B1KI1)τl
+ hil T (I2L)TPB2KI1τl−cl
+ hil T (I2L)TPI2LC1τl−ηl

+ hil T (I2L)TPI2Lhil . (26)

1V2τl

=

l∑
v=l+1−ηl+1

τTv Q1τv +

l∑
v=l+1−cl+1

τTv Q2τv

−

l−1∑
v=l−ηl

τTv Q1τv −

l−1∑
v=l−cl

τTv Q2τv

= τTl Q1τl +

l−1∑
v=l+1−ηl+1

τTv Q1τv

−

 l−1∑
v=l+1−ηl

τTv Q1τv+τ
T
l−ηlQ1τl−ηl


+τTl Q2τl +

l−1∑
v=l+1−cl+1

τTv Q2τv

−

 l−1∑
v=l+1−cl

τTv Q2τv+τ
T
l−clQ2τl−cl


= τTl Q1τl − τ

T
l−ηlQ1τl−ηl

+

l−1∑
v=l+1−ηl+1

τTv Q1τv −

l−1∑
v=l+1−ηl

τTv Q1τv

+τTl Q2τl − τ
T
l−clQ2τl−cl

+

l−1∑
v=l+1−cl+1

τTv Q2τv −

l−1∑
v=l+1−cl

τTv Q2τv

= τTl Q1τl − τ
T
l−ηlQ1τl−ηl

+

l−1∑
v=l+1−ηl

τTv Q1τv +

l−ηl∑
v=l+1−ηl+1

τTv Q1τv

−

l−1∑
v=l+1−ηl

τTv Q1τv

+τTl Q2τl − τ
T
l−clQ2τl−cl
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+

l−1∑
v=l+1−cl

τTv Q2τv +

l−cl∑
v=l+1−cl+1

τTv Q2τv

−

l−1∑
v=l+1−cl

τTv Q2τv

≤ τTl Q1τl − τ
T
l−ηlQ1τl−ηl

+

l∑
v=l+1−ηM

τTv Q1τv + τ
T
l Q2τl

−τTl−clQ2τl−cl +

l∑
v=l+1−cM

τTv Q2τv. (27)

1V3τl

=

l∑
v=l+1−ηM

τTv Q3τv +

l∑
v=l+1−cM

τTv Q4τv

−

l−1∑
v=l−ηM

τTv Q3τv −

l−1∑
v=l−cM

τTv Q4τv

= τTl Q3τl − τ
T
l−ηMQ3τl−ηM

+τTl Q4τl − τ
T
l−cMQ4τl−cM . (28)

1V4τl

=

0∑
b=−ηM+1

l∑
a=l+1+b

τTa Q1τa

+

0∑
b=−cM+1

l∑
a=l+1+b

τTa Q2τa

−

0∑
b=−ηM+1

l−1∑
a=l+b

τTa Q1τa

+

0∑
b=−cM+1

l−1∑
a=l+b

τTa Q2τa

=

0∑
b=−ηM+1

 l∑
a=l+1+b

τTa Q1τa −

l−1∑
a=l+b

τTa Q1τa


+

0∑
b=−cM+1

 l∑
a=l+1+b

τTa Q2τa −

l−1∑
a=l+b

τTa Q2τa


=

0∑
b=−ηM+1

(
τTl Q1τl − τ

T
l+bQ1τl+b

)

+

0∑
b=−cM+1

(
τTl Q2τl − τ

T
l+bQ2τl+b

)

= ηMτ
T
l Q1τl −

l∑
v=l−ηM+1

τTv Q1τv

+cMτTl Q2τl −

l∑
v=l−cM+1

τTv Q2τv. (29)

1V5τl

=

0∑
b=−ηM+1

l∑
a=l+b

ηMε
T
a S1εa

+

0∑
b=−cM+1

l∑
a=l+b

cMεTa S2εa

−

0∑
b=−ηM+1

l−1∑
a=l+b−1

ηMε
T
a S1εa

−

0∑
b=−cM+1

l−1∑
a=l+b−1

cMεTa S2εa

=

0∑
b=−ηM+1

 l∑
a=l+b

ηMε
T
a S1εa −

l−1∑
a=l+b−1

ηMε
T
a S1εa


+

0∑
b=−cM+1

 l∑
a=l+b

cMεTa S2εa −
l−1∑

a=l+b−1

cMεTa S2εa


=

0∑
b=−ηM+1

(
ηMε

T
l S1εl − ηMε

T
l+b−1S1εl+b−1

)

+

0∑
b=−cM+1

(
cMεTl S2εl − cMε

T
l+b−1S2εl+b−1

)

= η2Mε
T
l S1εl − ηM

l−1∑
v=l−ηM

εTv S1εv

+c2Mε
T
l S2εl − cM

l−1∑
v=l−cM

εTv S2εv. (30)

Making use of Lemma 1, we have

−ηM

l−1∑
v=l−ηM

εTv S1εv − cM
l−1∑

v=l−cM

εTv S2εv

≤ −
[
τl − τl−ηl

]T S1 [τl − τl−ηl ]
−
[
τl − τl−cl

]T S2 [τl − τl−cl ]
−
[
τl−ηl − τl−ηM

]T S1 [τl−ηl − τl−ηM ]
−
[
τl−cl − τl−cM

]T S2 [τl−cl − τl−cM ] . (31)

1φl = φl+1 − φl

= (σ − 1)φl + µτTl (CI4)
TCI4τl . (32)

From (26) - (32), under the condition that 0 < σ < 0.5,
we can get

1Vτl ,φl+µy
T
l−ηl yl−ηl + σφl − h

T
il hil

≤ ξTl 0ξl + (2σ − 1)φl
≤ ξTl 0ξl, (33)

where,

ξl =
[
ζ Tl λTl

]T
,

ζl =
[
τTl τTl−cl τ

T
l−ηl

]T
,
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λl =
[
hTil τ

T
l−cM τTl−ηM

]T
.

Therefore, if (24) holds, then the NCS (20) is asymptotically
stable, and this completes the proof. �

To obtain the K and L, the inequality constraints in Theo-
rem 1 should be further processed and we get the following
theorem.
Theorem 2: When χl 6= 0, for given scalars 0 < µ <

1, 0 < σ < 0.5, and residual gain matrix W , if there exist
matrices K , L and positive definite matrices P > 0, S1 > 0,
S2 > 0, Y > 0, T1 > 0, T2 > 0, Q1 > 0, Q2 > 0, Q3 > 0,
Q4 > 0 such that

9 =

911 ∗ ∗

921 922 ∗

931 932 933

 < 0, (34)

PY = I , SjTj = I , j ∈ {1, 2}, (35)

where,

911 =

211 ∗ ∗

S2 −Q2 − 2S2 ∗

S1 0 −Q1 − 2S1

 ,
211 = (1+ ηM )Q1 + (1+ cM )Q2

+Q3 + Q4 − S1 − S2 − P,

921 =


0 0 0
0 S2 0
0 0 S1
0 0 0

 ,
922 = Diag{−I ,−Q4 − S2,−Q3 − S1,−γ 2I },

931 =


A1 + B1KI1 B2KI1 I2LC1

ηM (A1 + B1KI1 − I ) ηMB2KI1 ηM I2LC1
cM (A1 + B1KI1 − I ) cMB2KI1 cM I2LC1

0 0
√
µCI4

0 0 WC1
√
µCI4 0 0

 ,

932 =


I2L 0 0 Bd
ηM I2L 0 0 ηMBd
cM I2L 0 0 cMBd

0 0 0 0
0 0 0 −I3
0 0 0 0

 ,
933 = Diag{−Y ,−T1,−T2,−I ,−I ,−I },

then the NCS (20) satisfiesH∞ performance (21). �
Proof: when χl 6= 0, we have

1Vτl ,φl + µy
T
l−ηl yl−ηl + σφl − h

T
il hil

+eTrlerl − γ
2χTl χl

≤ τTl

(
(A1 + B1KI1)TP(A1 + B1KI1)− P

)
τl

+ τTl (A1 + B1KI1)
TPB2KI1τl−cl

+ τTl (A1 + B1KI1)
TPI2LC1τl−ηl

+ τTl (A1 + B1KI1)
TPI2Lhil

+ τTl (A1 + B1KI1)
TPBdχl

+ τTl−cl (B2KI1)
TP(A1 + B1KI1)τl

+ τTl−cl (B2KI1)
TPB2KI1τl−cl

+ τTl−cl (B2KI1)
TPI2LC1τl−ηl

+ τTl−cl (B2KI1)
TPI2Lhil

+ τTl−cl (B2KI1)
TPBdχl

+ τTl−ηl (I2LC1)TP(A1 + B1KI1)τl

+ τTl−ηl (I2LC1)TPB2KI1τl−cl
+ τTl−ηl (I2LC1)TPI2LC1τl−ηl

+ τTl−ηl (I2LC1)TPI2Lhil

+ τTl−ηl (I2LC1)TPBdχl

+ hTil (I2L)
TP(A1 + B1KI1)τl

+ hTil (I2L)
TPB2KI1τl−cl

+ hTil (I2L)
TPI2LC1τl−ηl

+ hTil (I2L)
TPI2Lhil

+ hTil (I2L)
TPBdχl

+χTl Bd
TP(A1 + B1KI1)τl

+χTl Bd
TPB2KI1τl−cl

+χTl Bd
TPI2LC1τl−ηl

+χTl Bd
TPI2Lhil

+χTl Bd
TPBdχl

+ τTl Q1τl − τ
T
l−ηlQ1τl−ηl

+ τTl Q2τl − τ
T
l−clQ2τl−cl

+ τTl Q3τl − τ
T
l−ηMQ3τl−ηM

+ τTl Q4τl − τ
T
l−cMQ4τl−cM

+ ηMτ
T
l Q1τl + cMτTl Q2τl

+ η2Mε
T
l S1εl + c

2
Mε

T
l S2εl

−
[
τl − τl−ηl

]T S1 [τl − τl−ηl ]
−
[
τl−ηl − τl−ηM

]T S1 [τl−ηl − τl−ηM ]
−
[
τl − τl−cl

]T S2 [τl − τl−cl ]
−
[
τl−cl − τl−cM

]T S2 [τl−cl − τl−cM ]
+µτTl−ηl I

T
4 C

TCI4τl−ηl − h
T
il hil

+
[
WC1τl−ηl − I3χl

]T [WC1τl−ηl − I3χl
]

− γ 2χTl χl + µτ
T
l (CI4)

TCI4τl

=
[
ξl χl

]
0̃
[
ξTl χTl

]T
,

where,

0̃=



011 ∗ ∗ ∗ ∗ ∗ ∗

021 022 ∗ ∗ ∗ ∗ ∗

031 032 0̃33 ∗ ∗ ∗ ∗

041 042 043 044 ∗ ∗ ∗

0 S2 0 0 −Q4 − S2 ∗ ∗

0 0 S1 0 0 −Q3 − S1 ∗
0̃71 0̃72 0̃73 0̃74 0 0 0̃77


,

0̃33=033 + CT
1 W

TWC1,

0̃71=BTd P(A1 + B1KI1)+ η
2
MB

T
d S1(A1 + B1KI1)
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+c2MB
T
d S2(A1 + B1KI1),

0̃72=BTd PB2KI1 + η
2
MB

T
d S1B2KI1 + c

2
MB

T
d S2B2KI1,

0̃73=BTd PI2LC1 − IT3 WC1 + η
2
MB

T
d S1I2LC1

+c2MB
T
d S2I2LC1,

0̃74=BTd PI2L + η
2
MB

T
d S1I2L + c

2
MB

T
d S2I2L,

0̃77=−γ
2I + IT3 I3 + B

T
d PBd + η

2
MB

T
d S1Bd + c

2
MB

T
d S2Bd .

Using Schur’s complement lemma, 0̃ < 0 is equivalent to911 ∗ ∗

921922 ∗

931932 9̃33

 < 0, (36)

where 9̃33 = Diag{−P−1,−S−11 ,−S−12 ,−I ,−I ,−I }. Let-
ting P−1 = Y , S−11 = T1, S

−1
2 = T2, (34) and (35) can be

obtained. Besides, we have

1Vτl ,φl + µy
T
l−ηl yl−ηl + σφl − h

T
il hil

+ eTrlerl − γ
2χTl χl < 0. (37)

From (37) and (16), it is can be seen that

1Vτl ,φl + e
T
rlerl − γ

2χTl χl < 0. (38)

For (38), summing up l from 0 to∞, we have

∞∑
l=0

eTrlerl < γ 2
∞∑
l=0

χTl χl + Vτ0,φ0 − Vτ∞,φ∞ .

It can be obtained from the zero initial conditions of the
system that

∞∑
l=0

eTrlerl < γ 2
∞∑
l=0

χTl χl,

which ends the proof. �
Remark 4: Result from the inverse constraints in (35),

we cannot obatain L, K , and γmin conveniently with the
Matlab linear matrix inequality (LMI) toolbox. However,
we can convert the inequality constrains in Theorem 2 into
the following minimization problem with the aid of the cone
complementarity linearization method [38].

Min Tr

PY + 2∑
j=1

SjTj

 s.t.(34), (39)

[
P I
I Y

]
> 0,

[
Sj I
I Tj

]
> 0, j ∈ {1, 2}. (39)

The algorithm for computing L, K , and γmin is given in
Algorithm 1.

IV. A CASE STUDY ON DYNAMIC CART SYSTEM
In this section, to show the advantage of the proposed
dynamic event-triggered FDmethod, the obtained results will
be used to the dynamic cart system [39] shown in Figure 2,
where m means the cart mass, u stands for the force exerted
on the cart, s represents the cart displacement, h refers to

FIGURE 2. Cart dynamic system.

FIGURE 3. Triggering instant and triggering interval under normal
conditions.

FIGURE 4. Triggering instant and triggering interval in case of failure.

the buffer viscous friction coefficient, and ks is the spring
coefficient.

The triggering times under different event-triggered mech-
anisms are illustrated in Table 1. From Table 1, we can see
that the proposed dynamic ETM can efficiently cut the trig-
gering times down, thereby saving the use of computing and
communication resources. When m = 2kg, h = 3N · s/cm,
ks = 100N/cm, by selecting the state of the dynamic cart
system as x =

[
s ṡ
]T and choosing the sampling period as

0.1s, the parameters of the discrete state space model can be
obtained as follows

A=
[

0.7717 0.0853
−4.2658 0.6437

]
,Bu =

[
0.0023
0.0427

]
,
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Algorithm 1 Computing Procedure of L, K and γmin

1: Let γ = γ0, set the maximal iterations times Rmax
2: Obtain a feasible solution

(
S01 ,T

0
1 , S

0
2 ,T

0
2 ,P

0,Y 0,K 0,L0
)
satisfying (34) and (39), and set l = 0

3: Solve the optimization issue below:

Min Tr

(
2∑
j=1

SjTj + PY

)
s.t. (34) and (39)

4: Set S l1 = S1,T l1 = T1, S l2 = S2,T l2 = T2,Pl = P,Y l = Y ,K l
= K ,L l = L

5: while iterations times < Rmax do
6: if (34), (35) hold then
7: γ = γ − δ, l = l + 1, go to 3th step
8: else
9: l = l + 1, go to 3th step

10: end if
11: end while
12: if γ < γ0 then
13: γmin = γ + δ

14: else
15: No solution can be obtained the optimization problem within the number of iterations Rmax
16: end if

FIGURE 5. System state x1l and its estimated value x̂1l .

FIGURE 6. System state x2l and its estimated value x̂2l .

C =
[
1 0
]
.

Assuming Bω =

[
0.005
0.065

]
, Bf =

[
0.003
0.006

]
, the

event-triggered threshold is set as µ = 0.5, the residual gain
matrix is given as W = 1 and σ = 0.3. Suppose sM=cM=1,

FIGURE 7. Residual signal rl .

FIGURE 8. Residual evaluation function Jl and FD threshold Jth.

and the signal of fault is as follows

fl =
{
5, l = 15, · · · , 30
0, otherwise

According to Theorem 2, the observer gain matrix L, con-
troller gain matrix K , and minimum disturbance suppression
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TABLE 1. The triggering times under different mechanisms.

index γmin are computed as follows

L =
[
−0.0531
−0.3468

]
,K =

[
1.2556−0.0406

]
,

γmin= 1.0005.

Assuming the initial state x0 =
[
−0.1012 0.1001

]T , x̂0 =[
0 0
]T , φ0 = 0 and the external disturbance signal is random

with the amplitude nomore than 0.001. Select Jl =
l∑

z=0

√
rTz rz

and the FD window length L0 = 100. When no fault occurs,
the triggering instant and triggering interval of the event
generator are shown in Figure 3. The states of closed-loop
NCS and the estimated values are shown in Figure 5 and
Figure 6.
When a fault occurs, the triggering instant and triggering

interval of the event generator are shown in Figure 4. The
fault residual rl and function Jl are illustrated respectively in
Figure 7 and Figure 8, from which it can be seen that both
rl and Jl change dramatically when a fault occurs. Besides,
we have J19 = 0.8741 < Jth = 0.8805 < J20 = 1.0439,
which indicates that the fault signal fl is detected at the instant
l = 20.

V. CONCLUSION
The FD issue for NCSs is investigated with consideration
of both the impact of the ETM and time-delay based on
observer. With the purpose of reducing the triggering times,
a new dynamic ETM is proposed. The NCSs subject to both
S-to-C and C-to-A time-delay are converted into equivalent
time-delay systems. By the method of Lyapunov-Krasovskii
functional, the stability conditions of the closed-loop NCSs
are established, and the FD observer and the controller
gain matrices computation approach is provided, and the
co-design of the FD observer and the controller is realized.
The problem of FD for NCSs under possible network attacks
subject to time-delay and data packet dropout in both S-to-C
and C-to-A links with dynamic ETMwill be researched in the
future.
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