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ABSTRACT The placement and order of image pixels play a significant role in the accuracy of image
recognition in current algorithms. Complex networks will significantly reduce the impact of images on clas-
sification recognition accuracy when rotation, translation, and scaling occur. Complex networks’ topological
invariance has made it clear that using them to analyze image recognition will considerably increase image
classification accuracy. However, most studies of complex networks for image classification have focused on
individual networks, neglecting the combination of multiple networks. This paper proposes a new complex
network classification method that combines complex networks and convolutional neural networks(CNN)
to train classification using deep learning. We show that the method has high classification accuracy and
distinct network features and compares well with a single complex network approach. In addition, to make
the distribution of the degree histogram of the image more uniform and concentrated, the original formula
for calculating the power value was optimized to reduce the influence of the radius parameter on the power
value.

INDEX TERMS Complex networks, convolutional neural networks, degree histogram, image classification,
image recognition.

I. INTRODUCTION
Image recognition is the process of processing and analyzing
an image first, then describing and classifying it. There are
many methods of image recognition, such as methods based
on image key points, based on image texture recognition [1],
based on Karhunen-Loeve(K-L) Transform [2], and based on
geometric image features, based on image model recognition
[3], [4], and based on image edge contour recognition [5].
Among them, keypoint-based refers to the keypoint extrac-
tion of images, such as extracting Harris corner points, Scale-
invariant feature transform(SIFT), and structure construction
based on the extracted key points to obtain the spatial location
information of these critical points. In addition, the recogni-
tion classification of images can be identified by measuring
the similarity between images, such as by extracting feature
points of images using degree histograms [6].

With the continuous development of technology, complex
networks have gradually attracted the attention of several
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researchers [7], [8]. Unlike neural networks, complex net-
works are based on a graph-theoretic structure and consist
of vertices and connected edges, where the interconnections
between vertices constitute directed or undirected edges. The
corresponding connection rules were set in the connection
process to simplify the complex network. Therefore, based
on the complex network used to describe the image, it has the
characteristics of better stability and robust noise immunity
to efficiently complete image recognition.

For the first time, complex networks have been applied in
the field of image recognition, taking grayscale images as an
example, using each location point of the image to construct
a complex network model and simplify the network based on
its pixel values and locations to obtain topological features
for recognition. The complex network maintains topological
invariance even when the image is physically changed, which
is why a large training dataset is not required compared to
deep learning [5]. In contrast, pixel points are used as vertices
for the network construction. [8]. This study [9] usedmultiple
sets of threshold parameters to extract multiple topological
features for network construction, and the articles [10] built
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on this still used pixel points as vertices by combining mul-
tiple image recognition methods to improve the recognition
rate. However, the recognition speed was slower because of
the large number of vertices. Moreover, the network structure
in the identification process is more complex than that in the
previous network structure. The literature no longer uses pixel
points as vertices, the gray matrix of the image as the linking
rule of a complex network, or the topology of structural
balance to accomplish image recognition.

In addition, various methods can be used to extract critical
points for complex network construction, such as the cor-
ner point extraction method. The literature [11] uses weight
thresholds to perform dynamic evolution to achieve feature
extraction of the entire image based on the obtained multi-
group network. Of course, this method has significant limita-
tions for disconnected subgraphs, which also adds difficulties
to subsequent feature extraction. The literature proposes a
new evolutionary approach, the USA, in aminimum spanning
tree for evolutionary analysis. The article even adds pixel
and distance thresholds to dynamically evolve and combine
the matrix for feature extraction. However, because of the
manual setting of thresholds, the optimal parameters cannot
be selected, which affects the recognition results. Cout et al.
[12] optimized the algorithm to establish the degree matrix
to extract the features of the texture image and establish
the average degree matrix of the complex network of the
image. Gao et al. fused multiple texture features to achieve
recognition analysis of an image. Zhou et al. [13] used the
properties of nodes and connected edges to perform dynamic
evolution, combinedwithmathematicalmethods such asmul-
tiscale wavelets to extract features.

This paper proposes a multi-network-based image recog-
nition method that combines complex networks and neural
networks to recognize images. The pixel points of an image
are used to construct a complex network, analyze its static
statistics and dynamic evolution process, and combine it
with convolutional neural network training to improve image
recognition accuracy. The remainder of this paper is orga-
nized as follows. Section 2 introduces the related research.
Section 3 presents the model framework and experimen-
tal data. Section 4 presents the experiments and results.
Section 5 discusses the results and concludes the study.

II. RELATED WORKS
A. COMPLEX NETWORKS
Complex networks are self-organizing, self-similar, attrac-
tive, small-world, scale-free networks with some or all prop-
erties. They are mainly used to explain the complexity of
network phenomena, which is not only limited to the field
of mathematics but can also be applied to, for example, the
fields of economics, engineering, and biology. It can describe
a wide range of systems and networks in society. We observe
that the vertices of the units are different for different net-
works. For example, in a social network, each individual
is the vertex of the complex network. Complex networks

TABLE 1. Bacon count of film actors (as of May 2020).

have some characteristics, such as small-worldness, and the
complexity of the structure evolves into different structural
features. A small-world phenomenon (also called six degrees
of separation)refers to social relationships in which we go
through others to meet strangers, on average, no more than
six people. A psychology professor at Harvard University
in the United States conducted a similar experiment. The
chain letter experiment illustrates that it takes only up to five
intermediate parties to contact two people who do not know
each other. For example, Jackie Chan starred in Around the
World in 80 Days, directed by American director Michele,
and Luke Wilson was also present. In addition, Luke Wilson
and Kevin Bacon co-starred in ‘‘My Dog Skip’’ in 2000,
giving Chan a Bacon number of two.

As shown in Table 1, as of May 2020, more than 5 mil-
lion actors and actresses were counted to obtain the results.
As shown in the figure, the left column shows the number of
Bacons in order, and the right column shows the number of
actors corresponding to the number of Bacons. The average
number of Bacons was calculated as only 3.18.

Among all the actors counted, some are more central than
Kevin Bacon, meaning their values are lower if we consider
them the center of the movie industry. For example, if we take
Samuel L. Jackson as the center, Jackson’s average = 2.997.
First, the image is defined as a two-dimensional matrix of

pixels. For the gray image P, each pixel has an integer value
p = 0,1,. . .L, representing the intensity of light in that pixel,
where L is the largest pixel value. Set P(x,y) = p, where(x,y)
is the pixel P(x,y) position coordinate. By considering each
pixel of an image P as a vertex of a network N, the distance
between two pixels and the corresponding vertices is defined
as follows:

dij =
√
(xi − xj)2 + (yi − yj)2 (1)

The following relation determines whether the two vertices
have previously connected edges.

e(pi, pj) =

{
1 if dij ≤ r
0 if dij ≥ r

(2)

where e(pi, pj) = 1 denotes an edge connection between two
vertex sums, and e(pi, pj) = 0 denotes no edge connection
between the two vertex sums. Next, the weights of the con-
nected edges are calculated. The literature [2] provides the
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FIGURE 1. Degree histogram.

FIGURE 2. CNN training progress.

following calculation method:

W (e(pi, pj)) = (xi − xj)2 + (yi − yj)2

+R2 ∗ |
Pi(xi, yi)− Pj(xj, yj)

255
| (3)

To make the degree distribution of the vertices more uni-
form and concentrated, we defined the weights as follows:
The modified effects are illustrated in Fig. 1.

W (e(pi, pj)) = (xi − xj)2 + (yi − yj)2

+ |Pi(xi, yi)− Pj(xj, yj)| (4)

However, not all the connected edges that satisfy the con-
nection rules are retained. We want to provide a weight
parameter to eliminate some connected edges, thus simpli-
fying the network and reducing complexity. The connection
relation is as follows: The connected edges are retained if
the weight is less than the given parameter W. The con-
nected edges were eliminated if the weight value exceeded
the parameter W.

As shown in Figure 2, a 9 × 9 regions of an image is
considered as an example. Here, the radius parameter R is
given as 3, and the center point is connected to its vertices
whose Euclidean distance is not greater than 3. The weights
of the connected edges were calculated using a weighted
formula. Here, the weight parameter W is given as 2, the con-
nected edges with weights greater than two are eliminated,
and only the connected edges with weights less than two
are retained, thereby simplifying the complex network. The
specific weights were calculated as follows:

W (e(pi, pj))=
(xi − xj)2+(yi − yj)2+|Pi(xi, yi)− Pj(xj, yj)|

R2
(5)

TABLE 2. The effect of different activation functions and training
algorithms on the correctness of the validation set.

For example, the calculation of the weight between P54 =
90 and P55 = 83

W (e(pi, pj)) =
(5− 5)2 + (5− 4)2 + |90− 83|

9
= 0.89

(6)

B. CONVOLUTIONAL NEURAL NETWORKS
Among the more mature approaches to neural network image
recognition, deep learning is currently used for image train-
ing recognition classification. In deep learning, the most
commonly used neural networks are recurrent neural net-
works, convolutional neural networks, and other essential
algorithms. The convolutional neural network (CNN) struc-
ture generally consists of a convolutional layer, sampling
layer, and fully connected layer, and it also includes more
than five hidden layers. Initially, when applied to image
recognition, convolutional neural networks were not as pro-
ductive as expected. It was not until 2012 when deep neural
networks were built, improved algorithms and added the
concept of weight decay to improve the computational power
effectively. Convolutional neural networks generally do not
require manual design or feature selection when recognizing
images. They are all performed by neural network training
and learning the required feature information. In addition,
the number of parameters is taken in various ways, such as
weight sharing or local connectivity, to reduce the com-
putational complexity. Convolutional neural networks have
been widely researched worldwide and have made significant
progress in various fields, such as face recognition, digital
recognition, and image recognition. This paper shows the
superiority of complex networks in image recognition based
on complex networks compared with convolutional neural
networks.

The dataset used was NOTMNIST, similar to MNIST, with
an image size of 28 × 28. However, compared to MNIST,
NOTMNIST contains 10 categories of artistic typographic
characters fromA-J, with different shapes of characters, more
noise, and more challenging to handle, and consists of two
subsets, large and small. The small dataset was manually
cleaned and contained 19,000 images with a misclassification
rate of 0.5%. In contrast, the large dataset was not manually
cleaned and contained 500,000 images with a misclassifica-
tion rate of approximately 6.5%. The images of the dataset
are shown in Figure 3.

In addition, the size of the dataset herewas 28*28*1*18724,
and the label data type was categorical. The Randperm
function generates a random sequence with the same number
of samples. We chose 50% of the dataset as the training
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TABLE 3. Initializing the training process.

FIGURE 3. Some images of the dataset are shown.

set, 30% as the validation set, and the remaining 20% as
the test set. After dividing the dataset, a CNN network was
constructed. The CNN defined here has one convolution
layer, one pooling layer, one complete connection layer, and
a batch normalization operation. The ReLU was selected as
the activation function, and dropout was added to prevent
overfitting. Next, we iterated and selected the sgdm method.
We can also use Adam, rmsprop, etc. The maximum number
of iterations was set to 50, and the training progress and
results are shown in Figure 4.

It can be noted that without the validation set, the training
process will iterate to the maximum number of iteration
steps. However, when we encounter more complex problems,
the final result will most likely be overfitted if the model
lacks operations to prevent overfitting. Therefore, we must
introduce a validation set to determine whether the model has
been trained correctly.

Here, we discuss the effect of the different activation func-
tions and training algorithms on the correctness of the valida-
tion set (the number of iterations was 50, and the learning
rate was 0.01 to see the accuracy and time used for the
three activation functions with the three training algorithms).

FIGURE 4. CNN training progress.

We can see that the training process stopped early after adding
the validation set. Epoch ended the training process after
only eight iterations because when Patience was five, the
training was terminated if the loss of the validation set did not
decrease in five iterations. Table 3 shows the three training
algorithms’ accuracy and time used for the three activation
functions.

Table 2 lists the specific initialization training process,
including the number of iterations, training time, sample
accuracy, and loss.

III. THE PROPOSED METHOD
Next, a complex network is built. First, each image pixel
is used as the vertex of the complex network to build the
average pixel function. The image’s pixel value and radius
information is obtained from the input image. Subsequently,
theweights between the vertices of the complex networkwere
calculated, and a weight matrix was constructed. The weights
were calculated using the weight formula given the radius
and threshold. Consider the D1 image of the Brodatz dataset
as an example, given our previously configured parameters
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TABLE 4. The image pixel value of image P(Intercepted section).

FIGURE 5. CNN training progress.

FIGURE 6. CNN training progress.

R = 3 and T = 3, to calculate the degree of histogram and
image processing, as shown in Figures 5 and 6.

In addition, we can see the image pixel value variable I
data, as shown in Table 4, whichwere all calculated after pixel
averaging.

Looking at the weights between vertices again, as shown
in Table 5, the distances between vertices and their connected
vertices are within the given thresholds when a radius thresh-
old is given.

As shown in Figure 7, given the radius parameter, the ver-
tices that match the connection rule with a particular vertex
have connected edges. The weight matrix was examined,
as shown in Table 8.

The processed images were then packed into a dataset
for training and testing. Some of the processing results are
shown in Figure 8. The processed data were verified again
through convolutional neural network training, and the train-

TABLE 5. Weights between partial vertices.

FIGURE 7. Weight matrix.

FIGURE 8. CNN training progress.

ing process is shown in Figure 9. Table 6 shows the modified
initialization training process.
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TABLE 6. Corrected initialization training process.

TABLE 7. Comparison of the correctness of five methods to recognize five image datasets.

FIGURE 9. CNN training progress.

Two percentage points improved the recognition accuracy
compared to the previous model, and all the result parameters
were improved, which shows the accuracy of the recognition
classification accuracy of the model after adding the complex
network.

We then applied the model to the other three datasets and
compared it with the other three image recognition methods.
The results are shown in Table 7.

The table shows that our method performs well on the
Mnist, Notmnist, and Fashion-Mnist datasets.

IV. CONCLUSION
This paper proposes a complex network-based CNN image
recognition method that builds a complex network from an
image’s pixel points and then trains a neural network to

TABLE 8. The weight matrix of image P(Intercepted section).

recognize images more accurately. For a small sample clas-
sification picture dataset, the Euclidean distance formula is
used to determine the distance between each pixel point in
the image, which is then treated as a vertex of the complex
network. The connection rules determine the connection of
edges between vertices given the distance parameters. The
weights of the linked edges are then computed. The original
weight calculation algorithm is changed to lessen its sensi-
tivity to the radius parameter to enhance the uniformity and
concentration of the degree histogram distribution. The linked
edges that did not follow the connection rules were then
deleted the connection rules, thereby simplifying the com-
plicated network given the weight values. The weights were
normalized to obtain equal weights for the radius and pixel
information of the picture. The complicated network for the
picture data was created inMATLAB and then integratedwith
a convolutional neural network to train image recognition.
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The final results demonstrated that, compared to other image
recognition techniques, the training time was significantly
decreased, and the recognition accuracy was significantly
increased.

However, the correct rate in this aspect is unstable in terms
of different types of images. It is worth considering adjusting
the complex network description parameters for different
characteristic images again. Second, using multiple evolu-
tionary methods to obtain as comprehensive and practical
features as possible is a problem worth exploring.
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