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ABSTRACT Modern deep neural networks are known to generate over-confident class predictions even
for unseen samples. However, safety-critical applications are required to understand examples that differ
from the training distribution. For example, an autonomous vehicle must return a instant refusal feedback
when encountering an unexpected situation. The voice secretary should re-ask the user for a command
that was not understood to prevent malfunction. In this paper, we propose an out-of-distribution sample
detection algorithm using Uncertainty-based Additive Fast Gradient Sign Method (UA-FGSM), which
uses Monte Carlo (MC) dropout during backpropagation. The proposed uncertainty-based method forces
in-distribution sample predictions to be more over-confident and out-of-distribution sample predictions to
be less over-confident in the pre-trained model. This boosts the discrimination between the in-distribution
and out-of-distribution samples. In addition, we further boost this difference by continuously accumulating
uncertainty-based gradients. Our method uses the inherent epistemic uncertainty of the pre-trained model.
Therefore, the proposed algorithm does not require knowledge of the domain of the in-distribution dataset
and works by simple pre-processing of the already trained model without any re-training. We demonstrate
its effectiveness using diverse network architectures on various popular image datasets and noisy settings.

INDEX TERMS Deep learning, epistemic uncertainty, fast gradient sign method, out of distribution sample
detection.

I. INTRODUCTION
One of the most intriguing problems in machine learning
is determining whether the given input belongs to the same
distribution as the training data. This is crucial for ensur-
ing the safety and reliability of the trained algorithm, espe-
cially in safety-critical applications. This is known as an
out-of-distribution (OOD) detection problem. Recent studies
on OOD sample detection have focused on the confidence
scores generated by a pre-trained model. In particular, the
maximum values of the confidence scores from all classes
can help determine whether the query input data represent
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an in-distribution sample. These approaches are based on
the observation that the predictions of OOD samples are
highly overconfident about incorrect or unknown classes
but relatively less overconfident comparing to in-distribution
samples. Thus, a change in confidence score caused by
even a small perturbation will be different for both cases.
In this study, we aim to improve the OOD sample detec-
tion performance by proposing a framework that can fur-
ther amplify the above-mentioned phenomenon. The key idea
is to capture the epistemic uncertainty that the pre-trained
model already possesses. Epistemic uncertainty refers to
uncertainty in the process model. This is mainly caused
by a lack of data and knowledge, and modeling epis-
temic uncertainty can contribute to the development of a
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rigorous algorithm. We focused on the usefulness of epis-
temic uncertainty in the OOD detection problem. In addi-
tion, the epistemic uncertainty of the OOD sample, which
is not used in the training phase, is greater than that of the
in-distribution sample. By superimposing these two charac-
teristics, i.e., the relative confidence difference observation
mentioned above and the proposed relative uncertainty dif-
ference assumption, we obtained the ability to further dis-
tinguish between the in-distribution and OOD samples. Both
are implicit but important pieces of information that can be
extracted from the pre-trained model.

For precise detection, simply observing the epistemic
uncertainty of the given sample is insufficient. To combine
the change in confidence score with uncertainty, the pertur-
bation method can be made dependent on the uncertainty.

The contributions of this study are as follows:

• We introduce a novel image generation algorithm with
an uncertainty-based gradient method. The method uses
Monte Carlo (MC) dropout for gradient calculation with
respect to the input image to apply epistemic uncertainty.

• Furthermore, we propose an additive method of mul-
tiple gradients obtained by the MC dropout from a
single image to further increase the discrimination of
in-distribution and OOD samples.

• Finally, we demonstrate and interpret the performance of
the proposed method on state-of-the-art network archi-
tectures under diverse combinations of in-distribution
and OOD dataset pairs.

II. RELATED WORK
A. OOD SAMPLE DETECTOR
Hendrycks et al. [1] first proposed a method for detecting
OOD examples using numerous datasets. They explained that
the softmax classifier of a well-trained neural network tends
to be able to distinguish between in-distribution and OOD
samples. This study is referred to as the baseline in this area.
Liang et al. [2] (Odin) reported that using temperature scaling
in the softmax function allows the OOD sample to be distin-
guished well. They explained the influence of temperature
scaling through mathematical analysis using Taylor series
expansion. Additionally, they proposed a method to broaden
the gap between the two distributions by applying a small
perturbation to the input. This perturbation was calculated
using the fast gradient sign method, which was designed for
adversarial attacks [6]. Lee et al. [3] exploited the lever-
age of generative adversarial networks (GANs) to virtually
generate OOD examples for the given in-distribution sam-
ples. They trained GANs and distinguished in-distribution
and OOD samples simultaneously on a single network. They
proposed that joint training loss additionally minimizes the
Kullback–Leibler (KL) divergence from the predictive dis-
tribution of OOD samples to be closer to the uniform dis-
tributions to make less confident predictions. The confident
classifier improves the GAN, which further improves the per-
formance of the confident classifier as the training progresses.
Vyas et al. [4] designed a margin-based loss term, termed

cross-entropy loss of in-distribution samples, which main-
tains a margin between the OOD and in-distribution sam-
ples. Based on the margin-based loss that seeks to maintain
a margin m, they proposed a method to train an ensemble of
classifiers. In addition, they defined their own OOD sample
detection score, which expects a higher detection score for
in-distribution samples than for OOD samples. Lee et al. [5]
proposed amethod for detectingOOD samples, which applies
to any pre-trained softmax neural classifier. The main idea of
the method was to measure the probability density of OOD
samples in the feature space of a neural network using a
generative classifier based on Mahalanobis distance. They
obtained class conditional Gaussian distributions with respect
to the features of the neural network, which resulted in a
confidence score based on the Mahalanobis distance. To fur-
ther improve the performance, they used ensemble methods
such as weighted averaging of all confidence scores in the
neural network. They trained a logistic regression detector
using validation samples to calculate the weights for each
layer. Our proposedmethod focuses on simple pre-processing
techniques such as those used by Hendrycks et al. [1] and
Liang et al. [2]. Our method does not require information
about in-distribution samples or heavy computations such as
network re-training or ensembles.

B. ADVERSARIAL ATTACK
There are various approaches for developing OOD sample
detectors that are inspired by the basic idea of adversarial
attacks [6]. Goodfellow et al. [6] first proposed a method,
called the Fast Gradient Sign Method (FGSM), to decrease
the softmax score for the true label by adding a small per-
turbation to the image, forcing the neural network to make
incorrect predictions. The FGSM calculates the gradient of
the cost function J (x, y) with respect to the input to the neural
network. The adversarial examples xadv are generated using
the following equation:

xadv = x+ ε · sign(∇xJ (x, y)). (1)

Here, J (x, y) is the cost function of the trained model, ∇x
denotes the gradient of the model with respect to a sam-
ple x with the correct label y, and ε denotes the parameter
that adjusts the magnitude of the perturbation. Recent studies
have used other variations of the FGSM, as discussed below.
Iterative methods (Kurakin et al. [7]) iteratively apply a fast
gradient multiple times with a small step size α. The iterative
version of the FGSM (I-FGSM) can be expressed as:

xadv0 = x, xadvt+1 = xadvt + α · sign(∇xJ (xt , y)). (2)

To satisfy the L1 (or L2) bound in the adversarial image, one
can clip xadvt into the ε vicinity of x or simply set α = ε/T ,
where T denotes the number of iterations. It has been shown
that iterative methods are stronger white-box adversaries than
one-step methods at the cost of worse transferability. We use
this attack mechanism in a reverse manner to determine the
effect of attention on the targeted label direction. In addition,
similar to I-FGSM, we were able to achieve a boosting effect
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FIGURE 1. Overall structure of the proposed OOD sample detector. It is performed with only two forward paths and one backward path, without
any training process.

on detection performance by incorporating the concept of
iterative operations into our framework.

III. UA-FGSM: UNCERTAINTY-BASED ADDITIVE FAST
GRADIENT SIGN METHOD
The sample perturbation method in adversarial attacks
enlarges the gap between samples of different types.
We adopted this idea to solve the OOD detection problem.
The OOD sample is more likely to be unstable than the
in-distribution sample, and a small change would lead to
an incorrect decision. One of our key suggestions is the
use of reverse perturbation. Instead of using the sign for
computed gradients, we used the opposite sign for pertur-
bation. This reverse-way perturbation acts as attention for
an in-distribution sample, and as a distortion for an OOD
sample. Another critical strategy is to apply uncertainty
during the perturbation process. In addition to the simple
gradient-based perturbation, we applied MC dropout [15] to
extract epistemic uncertainty. In the case of an OOD sample,
high epistemic uncertainty makes xadv more diverse in the
less overconfident direction. The suggested equation for the
UA-FGSM is as follows:

xadv = x− ε ·
∑
mc

sign(∇xmcJ (xmc, y)), (3)

where xmc is a variable in which the same image x is repeat-
edly concatenated mc (dropout trial) times on the mini-
batch axis, and ∇xmc are gradients with respect to xmc using
backward MC dropout. In other words, UA-FGSM is a
procedure in which several gradients reflecting epistemic

uncertainty are accumulated from the pre-trained model in
the same image. Fig. 1 shows the overall structure of the
proposed OOD sample detector. It is performed with only
two forward paths and one backward path, without any train-
ing process. Backward MC dropout was implemented using
a mini-batch, and several uncertainty-based gradients were
obtained by performing only one backward path. Thus, the
suggested method requires very little computation time com-
paredwith themethod that requires retraining for its accuracy.

Fig. 2 shows the iterative accumulation of uncertainty-
based additive gradients as the number of dropout trials (mc)
increases. Comparedwith the same dropout trial (mc), the tex-
ture structure of the gradient is preserved in the in-distribution
sample, but quickly disappears in the OOD sample. This
phenomenon enhances the gap between the perturbed images
from the in-distribution and OOD samples. At the same
time, this provides an effect of preventing the drop in
accuracy as the dropout trial (mc) increases, as shown in
Figs. 5c and 5f.

The detailed procedure of the suggested UA-FGSM is
described in Fig. 3. We expect to see an effect of attention
by applying a small perturbation as opposed to an adversarial
attack, as in Odin [2]. The class with the highest class prob-
ability, which is determined to be correct, increases further
through the summation of the gradient. At this time, the effect
of attention is more in the in-distribution sample than in the
OOD sample (for example, the airplane class). On the other
hand, the number of class probabilities that are transferred
to the remaining classes is higher in the OOD sample than
in the in-distribution sample. This makes the predictions for
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FIGURE 2. Examples of uncertainty-based additive gradients: (a) in-distribution and OOD samples, (b) gradient of FGM, and (c, d, e) changes in
additive gradient as dropout trial (mc) increases. As we can observe from (c, d, e), the gradients are averaging out as the dropout trial (mc)
increases.

in-distribution samplesmore over-confident than that of OOD
samples, resulting in higher detection performance. A more
detailed procedure is presented in Algorithm 1.

IV. EXPERIMENTS
A. SETTINGS
For experimental comparison, we followed all the settings
done in the work by Odin [2].

1) PRE-TRAINED MODELS
We have trained the following three famous models:
MobileNet-v2 [8], ShuffleNet-v2 [9], and DenseNet-
BC100 [10]. The accuracy and size of the models are listed
in Table 1. The model network did not use dropout during
training for 300 epochs, with a batch size of 64, momentum
of 0.9, and weight decay of 1e-4. The learning rate started at
0.1 and was dropped by a factor of 10 at 50% and 75% of the
training progress, respectively.

TABLE 1. Test accuracy and model size on CIFAR datasets.

2) OUT-OF-DISTRIBUTION DATASET
Test images from the CIFAR-10 and CIFAR-100 [11]
datasets can be viewed as in-distribution (positive) examples.

The following five datasets were used for OOD (negative)
examples: (1) TinyImageNet: TinyImageNet comprises a
subset of ImageNet [12]. Two versions of the dataset were
used by either randomly cropping or downsampling each
image to 32 × 32. (2) LSUN: Large-scale scene understand-
ing [13] dataset can also be used in a similar manner as Tiny-
Imagenet by crop and resize. (3) iSUN: iSUN [14] was used
after downsampling each image to a pixel size of 32 × 32.
(4) Gaussian and uniform noises were synthesized with a
pixel size of 32 × 32. All datasets contained 10,000 samples,
except for iSUN (8,925 samples). As in Odin, 1,000 examples
from the datasets were used as a set for parameter tuning, and
the remaining examples were used for testing.

3) EVALUATION METRICS
In Table 2, results of the comparative experiments that were
conducted with Odin [2] in various configurations are listed.
For evaluation, the following metrics were used: (1) TNR at
95% TPR: This can be interpreted as the probability that a
negative (OOD) example is well classified as negative when
the true-positive rate is as high as 95%. (2) Detection Accu-
racy: This is defined as 0.5(1-FPR) + 0.5(TPR), where we
assume that both the positive and negative examples have
equal probability of appearing in the test set. (3) AUROC:
Area under the receiver operating characteristic curve.
(4) AUPR: AUPR is the area under the precision-recall curve.
The larger the above metrics, the better the performance.

B. RESULTS
1) COMPARISON WITH ODIN [2]
In Fig. 4a, we show the ROC curves when ShuffleNet-v2 was
evaluated on CIFAR-100 (positive) images against the LSUN
(negative) examples. The blue curve corresponds to the ROC
curve when using the baseline method [2], whereas the red
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FIGURE 3. Illustration of the UA-FSGM procedure.

Algorithm 1 OOD Image Detection by UA-FGSM
Input: Test image x, pre-trained model F , number of

minibatch for dropout trial mc, and scale of perturbation ε
Output: Confidence score for OOD image detector C

1: procedure UA-FGSM
2: Compute class prediction: P← F(x)
3: Predict target label: y← argmax(P)
4: Concatenate same image x along mc minibatch axis

: xmc← concat(x)
5: Compute gradients w.r.t. xmc using MC dropout

: Gmc← ∇xmcJ (xmc, y)
6: O← {0}
7: for n← 1 to mc do
8: Accumulate sign of gradients

: O← O+ sign(Gn)
9: end for

10: end procedure
11: Generate a perturbed image: xadv← x− ε ·O
12:

13: Compute new class prediction: P′← F(xadv)
14: Computing the confidence score: C← max(P′)
15: return C

curve corresponds to that of the proposedmethod. A large gap
was observed between the blue and red ROC curves. Fig. 4b
shows the distribution of the confidence scores for the entire
dataset obtained in the same experimental environment as the
ROC curve. Compared with Odin, the in-distribution samples
become overconfident overall and OOD samples become less
overconfident. This directly leads to an improved detection
performance by making both distributions more separable.

FIGURE 4. Comparison of the obtained results with baseline (Odin [2]).

2) CHOOSING PARAMETERS
The scale of perturbation (ε) of algorithms 1 was set
to 0.0014. We did not perform any additional parameter
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TABLE 2. Distinguishing in-distribution and OOD test set for image classification. In this table, for every detection metric, a larger value indicates better
performance, which is highlighted in bold.

searches on the value found by Odin and used it as is.
In Table 2, the dropout trial (mc) and dropout ratio are set
to 2 and 1% in all experiments.

3) MAIN RESULTS
The comparison of all detection metrics with Odin is summa-
rized in Table 2. We observed improved performance across
most neural network architectures and dataset pairs. In partic-
ular, there was a significant improvement in CIFAR-10 and
noisy samples, although a slight improvement was observed
in CIFAR-10.

V. DISCUSSION
A. EFFECTS OF PARAMETERS
In this subsection, we observe the changes in detection met-
ric and accuracy with changes in the dropout trial (mc) and
dropout ratio. Figs. 5a, 5b, and 5c show the trend graphs
of the obtained detection metric and accuracy drop obtained
when the architecture was MobileNet-v2, in-distribution
dataset was CIFAR-100, and OOD dataset was LSUN.
Figs. 5d, 5e, and 5f were obtained using a combination of
ShuffleNet-v2, CIFAR-100, and iSUN. The result from
Odin, which is the leftmost point of the black circle curve,
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FIGURE 5. Effect of dropout trial (mc of x-axis) and dropout ratio (in legend) on TNR, AUROC and accuracy drop.

is reproduced equivalently when the dropout trial (mc) is one
and dropout ratio is 0%. When the dropout trial (mc) is 1 in
Figs. 5a and 5b, our performance is lower than that of Odin
because of the ambiguity of uncertainty due to MC dropout.
However, as the dropout trial (mc) increased, the performance
improved. Because the gradient of Odin is deterministic,
as the perturbation of Odin accumulates, the perturbed image
of Odin got distorted and the performance dropped. However,
the gradients in our proposed method exhibited stochastic
characteristics. Owing to these characteristics, the more they
accumulate, the more likely they are to average out and leave
only stochastic frequently occurring information. This phe-
nomenon can be clearly observed in Fig. 2, which leads to
an improvement in the out-of-distribution sample detection
performance, without any drop in the accuracy against Odin,
as shown in Figs. 5c and 5f.
We applied MC dropout at the end of each basic build-

ing block unit of the network architecture. For example,
ShuffleNet-v2 consists of a basic unit and a unit for spa-
tial down-sampling, whereas DenseNet-BC100 consists of a
basic unit and a bottleneck unit. In contrast, MobileNet-v2
consists of only one basic unit. Different network architec-
tures have different structures and number of building blocks;
therefore, the influence of MC dropout is also different. This
means that the degree of effectiveness of the dropout trial
(mc) and dropout ratio may vary for each architecture and in-
distribution dataset. Therefore, Figs. 5a and 5d, and 5b and 5e
have different optimal points.

B. ANALYSIS ON UA-FGSM
1) EFFECT OF EPISTEMIC UNCERTAINTY
The sum of the distances between the logit of the target
class fy(x) used for gradient calculation and the logits of the

FIGURE 6. Density of U(x) from (4).

remaining classes fi(x) can be defined as follows:

U (x) =
1

N − 1

∑
i6=y

[fy(x)− fi(x)], (4)

where N denotes the number of classes. We aim to under-
stand how epistemic uncertainty affects the confidence score
through U (x). Fig. 6 shows the density of (4). The gradient
in the in-distribution sample is likely to be calculated as the
target for the same class, whereas the gradient in the OOD
sample is likely to be distributed to various classes owing to
its epistemic uncertainty. This phenomenon becomes more
apparent when the prediction is not confident, that is, when
the value of U (x) is low. In the case of the in-distribution
sample, the proposed UA-FGSM (red dotted line) generally
shifts Odin’s distribution (red solid line) to the right (i.e.,
the predictions are over-confident) independent of the value
of U (x). However, in the case of an OOD sample in the
low U (x) region, where U (x) is less than 0.00015 in Fig. 6,
we can observe that the UA-FGSM (blue dotted line) shifts
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FIGURE 7. Illustration of the effect of additive way.

Odin’s distribution (blue solid line) to the left, making it
relatively less over-confident. This effect of epistemic uncer-
tainty makes it possible to separate the in-distribution
and OOD samples and intuitively improves the detection
performance.

2) EFFECT OF ADDITIVE WAY
The scale of perturbation of Odin is a very sensitive parameter
that significantly affects the detection performance. There-
fore, tuning it empirically is time-consuming. The effects
of the proposed additive method on the gradient domain
are illustrated in Fig. 7. The upper index of all points is
Odin, denoted by ‘‘o’’ with a solid line, and UA-FGSM is
denoted by ‘‘ua’’ with a dashed line. S(x) denotes the softmax
scores before each detection method is applied and S(x̃) is
the softmax value of the calculated confidence score. In the
case of an in-distribution sample xin (red), Odin attempted to
reach the optimum point by manual tuning ε. It is sometimes
inadequate and overflowing. However, our method tends to
approach global optimum through several steps, even though
it is not an optimization method. In the case of the OOD
sample xout (blue), it operated contrarily to the above inter-
pretation. Odin attempted to predict the incorrect answer with
over-confidence. This lead to reaching a local optimum with
a large confidence value.

However, our method added gradients to relatively diverse
directions compared to Odin. This prevented the prediction of
incorrect answers from becoming over-confident and there-
fore, did not converge at a local optimum. This lead to a
relatively low confidence value and improved the discrimi-
nation ability. Furthermore, owing to the addition effect of
stochastic gradients, in our approach, as the dropout trial (mc)
accumulates, the gradient in the image domain approaches
zero, as shown in Fig. 2. This method has the advantage
of being highly robust in terms of accuracy degradation.
Moreover, an interesting phenomenon is observed in Figs. 5c
and 5f. When the dropout trial (mc) is increased, the detection
performance and accuracy sometimes improve at the same
time.

C. DIFFERENCE WITH PREVIOUS WORK
In this study, we proposed a method to further boost the OOD
sample detection capability through MC dropout in gradient
computation for the first time. More importantly, our main
contribution is to improve the existing gradient-based per-
turbation used by Liang et al. [2], which makes it difficult
to preserve natural accuracy, in an additive way. Therefore,
we proposed a secure OOD sample detection framework
without any accuracy drop, even when aggressive perturba-
tion is applied.

The iterative FGSM (I-FGSM) proposed by
Kurakin et al. [7] is highly cited in the field of adversarial
attacks and defense. However, this technique has never been
used as a reverse-way concept in the OOD sample detection
field that is targeted in this study. In addition, [7] proposed
a method that finds a solution iteratively according to time t ,
as can be seen by its name and the formula in (2). Therefore,
the computation time for the method in [7] was proportional
to the number of iterations. In general, a value of 10 deter-
mined empirically is mainly used as the ratio in the field
of adversarial attacks or defense. In contrast, our proposed
UA-FGSM is a method that finds a solution by simultane-
ously adding mc-trials calculated as mini-batch operations
in just one iteration. This means that when I-FGSM is used
instead of UA-FGSM, it takes approximately 10 times the
computational time of the latter.

In addition, when I-FGSM was applied in this study, the
perturbed sample became closer to the target class as time t
increased. This does not guarantee that the perturbed samples
do not cross the decision boundaries between the classes.
Therefore, while the proposed UA-FGSM was observed to
prevent the accuracy drop, as shown in Figs. 5c and 5f,
the I-FGSM did not guarantee a drop in accuracy as time t
increased.

For GTX 1080, Cuda 10.0, and Cudnn 9.0, the average exe-
cution time for 1, 000 samples was measured to be approxi-
mately 45 s and 48 s for [2] and the proposed method, respec-
tively. Because the MC-dropout operation is implemented for
application to a mini-batch, it can be observed that there is no
significant difference from [2]. In contrast, [7] took approxi-
mately 410 s when t was set to 10.

D. SENSITIVITY OF ALGORITHM
Wemeasured the sensitivity of the algorithm using ten differ-
ent random seeds, and the results were identical. The optimal
MC dropout ratio used in the experiment was 1%, which is
probably the reason for no change.

VI. CONCLUSION
In this paper, we propose a simple and effective method
for improving OOD sample detection performance. We pro-
pose UA-FGSM to capture the epistemic uncertainty from
only the pre-trained model. In addition, the accumula-
tion of uncertainty-based gradients further improves the
detection performance. Our method is only a simple pre-
processing, which does not require any information about the
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in-distribution and OOD datasets. In addition, our approach
does not require heavy computation to retrain or ensemble
the pre-trained model. Finally, we verified the usefulness of
the proposed method using various model architectures and
datasets and attempted to understand the effectiveness of the
proposed method through various analyses of the experimen-
tal results.

VII. FURTHER WORK
In a certain combination of the network architecture and noise
dataset, we observed that the TNR was extremely small. For
example, when we measured the performance in an experi-
mental environment where the in-distribution samples were
from CIFAR-100, OOD samples were Gaussian, and the net-
work was MobileNet-v2, the detection accuracy was high
(87.7%), while the TNR value was zero, as given in Table 2.
More specifically, the distribution of the confidence score
on Gaussian noise may be higher than that of CIFAR-100,
implying that MobileNet-v2 trained with CIFAR-100 may
provide highly over-confident predictions for Gaussian noise
samples. We continue to study and analyze this phenomenon
in depth to make it work properly. Based on this analysis,
we would like to improve the current algorithm to achieve
better performance and robustness.
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