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ABSTRACT High throughput, low latency, and high reliability in proximity communications for swarm
robotics can be achieved using decentralized cooperative resource allocation schemes. These cooperative
schemes minimize the occurrence of half-duplex problems, reduce interference, and allow a significant
increase in the achievable swarm density, but requires additional signaling overhead, which makes them
potentially more prone to performance degradation under realistic operation conditions. These conditions
include both data, signaling, and their interdependence evaluated jointly. The negative impact of the signaling
errors requires incorporating enhancement techniques to realize the full potential of the cooperative schemes.
Particularly, in this paper and for this purpose, we evaluate the effects of hybrid automatic repeat request
(HARQ), link adaptation by aggregation (LAAG) and beam selection by using directional antennas in the
cooperative schemes, and compare performance with 3rd Generation Partnership Project (3GPP) NR sidelink
mode 2 (including signaling) using the same techniques. Additionally, we include a comparison of the
required number of control signals between sidelink mode 2 inter-UE coordination (IUC) and cooperative
schemes, and introduce a decentralized rebel sub-mode behavior in our group scheduling scheme to further
improve the performance at the 99.99 percentile. The simultaneous use of all these enhancement techniques
in our cooperative schemes considerably reduces the impact of signaling errors and thereby increases the
supported swarm size compared to sidelink mode 2.

INDEX TERMS Cooperative communication, distributed resource allocation, swarm communication, beam
selection, antenna directivity.

I. INTRODUCTION
Industrial factories’ production of goods is changing thanks
to the fourth industrial revolution (I4.0). It aims to change
the traditional linear, sequential, and centralized production,
which lacks flexibility and reconfiguration capabilities [1].
A swarm-based production, based on simple agents collabo-
rating between them, can perform the same task as a highly
specialized one [2] and add more flexibility for increased
efficiency. To perform the tasks (e.g., manufacturing tasks
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or enabling production flows), either production robots or
autonomous mobile robots (AMR) can be used [3], turning
factories into an unstructured environment with manufactur-
ing systems and routing of goods changing dynamically [4].
automated guided vehicle (AGV) is an example of efficient
warehouse systems where humans are either replaced by
robots or collaborate closely with them [5]. The use cases
above set new requirements for communication technolo-
gies with higher throughput, lower latency, and higher reli-
ability than current wireless systems can offer [6], [7], [8].
Besides the challenges from radio propagation effects in
industrial environments, causing outages for wirelessly
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commuted robots [9]. Their displacement across a large fac-
tory produces frequent handovers or link breakage due to
uncovered areas [9], increasing latency and affecting the
communication’s reliability. Reliability is directly linked to
latency since it can be defined as the receiver’s successful
reception probability within the application’s latency require-
ment. device-to-device (D2D) communication represents a
suitable option to fulfill the new requirements by overcoming
the problems mentioned above and providing connectivity
in places where the network’s coverage does not reach or
where there are frequent handovers [9]. It provides one-hop
communication improving the overall network capacity [10],
spectrum and energy efficiency, and reducing transmission
latency [11]. D2D deployed in the licensed spectrum can
attain quality of service (QoS), reflected on controlled inter-
ference, better energy consumption rate, and better spec-
trum utilization, in comparison to unlicensed bands which
are unregulated and uncoordinated irrespective of network
traffic increment [10], [12], [13], [14]. For the licensed spec-
trum, 3GPP supports two sidelink-transmission modes for
D2D. They consist in allocating time-frequency resources for
D2D links, either by devices having the network’s assistance
(i.e., sidelink mode 1 [15]) or by doing it autonomously
(i.e., sidelink mode 2 [15]). We will use sidelink mode 2
(mode 2) as a reference in our study, and assume the same
basic procedures for our cooperative schemes. Section II
explains in more detail mode 2.

A. RELATED WORK
Our main focus is on the data exchange or communication,
between robots, and how to allocate resources for their trans-
missions subject to given constraints. Robots move around
the facility to perform different tasks through having a col-
lective perception of the environment. Data exchange consid-
ers stringent communication requirements by means of high
throughput at 10Mbps with a maximum latency of 10 ms and
99.99% reliability [16]. In our previous work, we proposed
the incorporation of cooperative capabilities into the resource
allocation by following two approaches [17]. The first one
uses a priority-based sequential order to allocate resources
among robots in need to exchange data. It is denoted as
a device sequential scheme. The second one considers the
formation of groups among robots where they designate one
as a group leader in charge of allocating resources for itself
and all groupmembers. It is named group scheduling scheme.
Section III explains both schemes in more detail. In [18]
we formulated the optimization problem of determining the
resource allocation matrix ANr×Sl , where Nr corresponds to
the maximum number of robots that can be supported in the
swarm and Sl to the set of time slots that spans the swarm’s
allocation period. This problem, i.e., trying to determine an
allocation supporting the maximum number of robots sub-
ject to interference constraints that guarantee throughput and
latency, is an NP-hard problem [19]. Instead, we use heuristic
methods to efficiently determine the sub-optimal solutions

to decentralized resource allocation by using cooperative
resource allocation.

The design of the control signaling for the cooperative
resource allocation was evaluated by using the failure prob-
ability key performance indicator (KPI) (i.e., probability
of unsuccessful reception of a 100 kbit message within
10 ms latency). The results showed that a swarm size of
ten robots just met the 10−4 failure probability (equivalent
to 99.99% reliability) requirement when using the device
sequential scheme; increasing the swarm size further requires
enhancing techniques. One highly used technique is hybrid
automatic repeat request HARQ which was introduced by
3GPP in [20] and adopted within the standard in high speed
packet access (HSPA), release 7 [21], [22]. Another well
known and utilized technique by 3GPP is link adaptation [23]
which is based on outer loop power control (OLPC) [24].
Our approach uses link adaptation by allocating additional
time-frequency resources, denoted as link adaptation by
aggregation (LAAG), to add robustness. Incorporating both
techniques [25] allowed to increase the swarm size up
to twenty, forty, and fifty robots when using mode 2,
group scheduling, and device sequential, respectively. Further
increase in the swarm size needs techniques to handle inter-
ference due to half-duplex problems, where communication
is attempted on the same resources (when robots exchange
data) and uncoordinated transmissions when they do not.

One approach that could further enhance the solution put
forward in this paper would be the application of network
coding principles [26], [27]. For example, upon receiving the
transmitted packets of the surrounding peer robots, a robot
could perform a re-transmission where it would combine
(e.g., apply an XOR) these different packets and potentially
its packet. This would allow the surrounding robots that could
not receive some of the packets to recover these. However,
this type of solution can require multiple re-transmissions and
tight coordination between the robots. Therefore, achieving
all this within the tight deadline of the targeted setting would
be challenging. So the inclusion of network coding principles
has been left for future work.

On the other hand, directional antennas and beam selec-
tion represent a suitable technique for our use case since it
minimizes the detrimental effects of half-duplex problems
and generally improves the signal-to-noise-plus-interference
ratio (SINR). For example, directional antennas equipped in
a unmanned aerial vehicle (UAV) [28], unmanned ground
vehicle (UGV) [29], or a car [30] reduced the number of
handovers, achieve a robust long-range communication link,
or increase the reference signal received power (RSRP) and
reference signal received quality (RSRQ), respectively.

B. CONTRIBUTIONS AND PAPER ORGANIZATION
We have seen the benefit of cooperative resource allocation
schemes over mode 2 [17], [18], HARQ and LAAG applied
to mode 2 and cooperative schemes [25], and directional
antennas to mode 2 [31] knowing that interference is a
limiting factor for D2D. In order to increase swarm sizes
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FIGURE 1. Two UE-centric proximity ranges to exchange discovery
messages (re) and data (rc ).

further in this paper, we show how our proposed cooperative
schemes can benefit from the same enhancement techniques
and outperform mode 2 when directional antennas and beam
selection are used to reduce interference. Specifically, our
contributions are:

− Review of mode 2 and our cooperative schemes, with
detailed explanations of the enhancement techniques.

− Comparison of the number of required control sig-
naling messages to achieve coordinated/cooperative
resource allocation between mode 2 IUC and coopera-
tive schemes.

− Demonstrating the superiority of device sequential and
group scheduling over mode 2.

− Detailed analysis of how HARQ, LAAG, and beam
selection impact the failure probability.

− Enhancement of the group scheduling scheme com-
pared to [25] that improves failure probability at
99.99 percentile.

The rest of this paper is organized as follows: Section II
introduces our use case and provides an explicit charac-
terization of mode 2. The explanation extends to our pro-
posed cooperative resource allocation schemes in Section III.
Section IV presents the HARQ and link adaptation as well as
our system design for directional antennas and beam selec-
tion and its applicability for device sequential and group
scheduling. Section V outlines the simulation setup, followed
by results and an evaluation of them in Section VI. Finally,
conclusions, final remarks, and future work are presented
in Section VII.

II. 3GPP 5G NR SIDELINK MODE 2
Our use case contemplates the deployment of a swarm of
robots within a rectangular indoor factory to perform sev-
eral tasks. They move at a constant speed between random
waypoints uniformly and randomly placed across the fac-
tory. Each robot incorporates a UE to transmit and receive
data to/from other pairs. Since the focus of our studies is
on D2D communication, there is no route planning and

collision avoidance, meaning that robots can pass through
each other [17].

Data exchange occurs when robots are close to each other,
i.e., within critical cooperation range rc (orange dotted circle
in Fig. 1). Robots identify the presence of others within rc
by acquiring the knowledge of their position and heading
direction when exchanging discovery messages (DMs) within
extended cooperation range re (green circle in Fig. 1). It is
larger than rc (re > rc).
Data and discovery information are generated semi-

persistently (i.e., robots generate new data after a predefined
period) using a simplified model [32]. Therefore, we assume
the absence of non-semi-persistent transmission (SPS) traffic.
For simplicity, we adopt no misalignment in data generation,
contrarily to [33]. We assume that data and discovery mes-
sages are exchanged in different resource pools.

Focusing on data transmissions, mode 2 requires UEs to
follow two procedures: sensing and NR slot selection.

A. SENSING
UEs monitor the channel for a preconfigured period defined
as sensing window. It can have a maximum value of one-
second [15] across the configured bandwidth. Themonitoring
consists of determining the set of candidate time-frequency
NR slots through the sidelink control indicator (SCI) recep-
tion. The objective is to determine if a slot is suitable for
the UE data transmission. Therefore, two parameters need
to be evaluated. The first one is the ‘‘resource reservation
period’’, which, if present, indicates that the slot is being
utilized by other UE’s SPS. The second one is the RSRP.
It indicates if the received signal’s power is sufficiently high
to be considered interference depending on whether it is
above or below a predefined threshold. If the set of candidate
slots does not meet the 20% of the total within the sensing
window, the predefined RSRP value increases by 3dB to
re-evaluate until reaching 20%.

B. NR SLOT SELECTION
Once the set of candidate slots is obtained, the UE deter-
mines the number of slots required for its data transmission.
Then, the slot selection proceeds either uncoordinated or
coordinated .

1) UNCOORDINATED NR SLOT SELECTION
A UE randomly selects the number of required slots among
the ones in the set. Since the UE traffic is periodic, an SPS
transmission is performed in the selected slot(s). The time
the UE holds the slot(s) reservation is determined by the
re-selection counter [34]. A drawback of this scheme is the
potential presence of half-duplex problems (i.e., UEs choos-
ing the same slot(s), making it impossible for simultaneous
transmission and reception of data) due to the randomness in
the process. A full overlap of slots happens when all required
selections match; otherwise, it is a partial overlap. In [35], the
authors propose a solution to tackle this kind of issue. They
described and analyzed the probability that a vehicle losses
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FIGURE 2. Uncoordinated NR slot selection followed by re-evaluation procedure by UE-A to re-select a slot after noticing a half-duplex occurred with
UE-B selection.

several consecutive collision avoidance message (CAM)s
from one of its neighbors and proposed an extension to long
term evolution (LTE) sidelink mode 4, which significantly
alleviated it. However, CAMs carry a significantly smaller
amount of data compared to our use case. Moreover, 3GPP
recently introduced a re-evaluation feature in release 17 [36]
to reduce the half-duplex impact on performance. It contem-
plates the sensing and checking of SPS transmissions and
UE’s previous reserved slot(s). It occurs within a predefined
amount of slots. It allows UEs to evaluate their selection and
make a new one if half-duplex problems occur. Executing a
re-evaluation and re-selection may also impact latency, as it
is not guaranteed the absence of half-duplex problems. Fig. 2
illustrates the UE-A’s re-selection procedure when it detects
a full overlap (one slot required) with UE-B.

2) COORDINATED NR SLOT SELECTION
It is known as inter-UE coordination (IUC) and was intro-
duced in 3GPP release 17 [36]. It consists of two schemes
that allow coordinated slots selection to avoid half-duplex
problems. They were named as scheme 1 and scheme 2.
Scheme 1 consists of sharing the set of preferred or non-
preferred slots after a IUC trigger (e.g., UE-B needing to
know which resources to use to reach UE-A successfully)
occurs. It can be either a transmitter’s IUC explicit request
received by the receiver (i.e., option 1) or other conditions
(i.e., option 2), for example, SCI request or higher-layer
signaling. Scheme 2 contemplates transmitter UE indicating
the selected slots for its transmission in the SCI. The receiver
UE indicates the expected/potential conflicts on that slot(s)
selection such that the transmitter UE can perform a slot(s)
re-selection. IUC entails the use of transmissions for IUC
trigger/IUC information. In our use case, enabling IUC will
create a more congested resource pool in addition to the

FIGURE 3. Coordinated NR slot selection through IUC schemes 1 & 2
between two UEs.

potential presence of half-duplex problems and interference
(i.e., UEs transmitting in the same slot but not intending to
exchange information). Fig. 3 shows IUC between UE-A and
UE-B by using scheme 1 (a) or scheme 2 (b).

The latest mode 2 in 3GPP release 17 has proved that coor-
dination among UEs resource allocation is the key to increas-
ing its performance. Since IUC messages are exchanged
between a pair of UEs, applying it to our use case represents
that UEs require the exchange of a lot of IUC messages
among their relatives located within rc. Unfortunately, the
design does not contemplate using only one IUC message for
a whole group of UEs. Additionally, as coordination is not
free-granted, having a more congested resource pool is the
price. For that reason, our decentralized resource allocations
schemes in [17] represent a suitable option for this use case
since they are based on mode 2’s design.

III. COOPERATIVE RESOURCE ALLOCATION SCHEMES
Cooperative resource allocation schemes were designed to
achieve the most likely usage of all available slots by

111480 VOLUME 10, 2022



C. S. Morejón García et al.: Robust Decentralized Cooperative Resource Allocation

FIGURE 4. Resource allocation by using device sequential scheme for
devices within rc and re.

exchanging the least possible cooperative message signaling.
It is achievable by determining: who (which UE performs the
resource allocation), when, and what information is required
for those decisions.

Cooperation requires the use of a new control signal in
addition to the discovery message (DM) that includes UE’s
coordinates and heading direction [18]. It is denoted as
resource selection message (RM) and contains information
about the selection of resources a UE made for its data
transmission. Then, to answer the questions posed, we pro-
posed the inclusion of the trigger time parameter in the DMs.
Trigger time is the time estimated by a UE when another will
be within its rc or when the re-selection counter reaches zero
to proceed with the selection of resources. Once the selection
is made, this information is shared in the RMs to all UEs
within re. Our proposal considers performing the resource
allocation in sequential order or by a group leader. For the
latter, the incorporation of the leader selection parameter is
required in DMs. We named these two approaches as device
sequential and group scheduling schemes respectively.

A. DEVICE SEQUENTIAL SCHEME
This scheme contemplates UEs prioritizing their slot selec-
tion by evaluating in the first place the trigger time since
it determines which UE(s) has a higher priority to allocate
slot(s). If several UEs coincide with their trigger time, they
place the priority order by following the sequential order of
their unique IDs. In this case, the lower unique ID represents
a higher priority. In our example in Fig. 4, all UEs have
the same re such that they exchange DMs (green box). The
colored boxes (pink, purple, and yellow) indicate the group of
UEs having the same trigger time, while the colored crosses
indicate the exact time the resource allocation needs to occur
(i.e., RMs need to be transmitted). The earliest trigger time is
for UEs 1, 4, 25, 2, and 3. They follow the sequential order
for slot selection 1, 2, 3, 4, and 25. UEs’ 8 and 15 trigger time
falls in the same slot UE 4 performs its allocation; therefore,
they need to wait until UE 25 performs its allocation. Finally,
once both UEs allocate their respective slots, trigger time for
UEs 5, 7, and 20 occurs, following the respective sequential
order. A UE will not await the allocations of its higher prior-
ity ones indefinitely; therefore, the resource selection delay

FIGURE 5. Resource allocation by using group scheduling scheme for
devices within rc and/or re.

parameter is included to start the slot(s) selection when its
value reaches zero. Additionally, two scenarios may happen
if a user equipment (UE) changes its rc (e.g., UE5 moves
closer to UEs 15 and 8). First, UEs 15 and 8 already made
their resource selection and shared it with all UEs within re,
meaning that UE 5 is aware of it and can proceed to select its
resources and send its RM. The second scenario contemplates
that UEs are within a resource re-selection phase. Then, UE
5 adds to the sequence of UEs 8 and 15, and it will be the first
of the three to allocate resources and send the RM.

B. GROUP SCHEDULING SCHEME
Unlike device sequential, group scheduling scheme builds on
forming a group of UEs led by a chosen leader (i.e., group
leader) who collects sensing results and simultaneously allo-
cates slots for all group members. The group leader selection
follows the evaluation of two steps: (a) determining which
UE, within re, has the most UEs within its rc, and (b) deter-
mine which UE has the lowest unique ID in case several UEs
within re have the same value at (a). A group leader may also
need to coordinate with other leaders present in its re or group
members collaborating with UEs belonging to other groups.
Group leader coordination follows a similar approach as the
device sequential scheme by prioritizing leaders resource
allocation based on first its trigger time and second its unique
ID. After inter-leaders cooperation occurs, each group leader
performs the resource allocation for its group members at
their respective trigger times. Doing so requires two condi-
tions. The first is group members sharing the number of slots
they need, the results of the sensing phase, and the trigger
time with their respective leaders well in advance. The second
includes group leaders receiving resource allocation from
higher priority leaders within its re. In our example shown in
Fig. 5 UEs 1, 4, 25, 2, and 3 share the same rc and trigger time
(pink and orange crosses) but do not have selected the same
group leaders (e.g., not necessarily share the same re). UEs 1
and 25 have L1 leader who has higher priority than UEs 4,
2, and 3 denoted as leader L4. Hence, leader L1 performs
resource allocation at the trigger time followed by leader L4
in the next slot. Leaders L15 and L18 need assistance from
their group members to allocate resources. In this case, UE 7
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TABLE 1. Number of control signaling messages (Num. Messages) to
achieve cooperative resource allocation in NR SL mode 2, device
sequential and group scheduling.

notifies UE 5 its received RM from L15 to be forwarded to
L18 for its resource allocation.

It could occur that in all schemes, DMs experiment half-
duplex with data messages (in all schemes), or UEs do not
receive RMs coming from either high priority UEs or group
leaders (cooperative schemes). To solve these issues, in [18]
we introduced three techniques named as non-overlappping,
piggybacking, and RM re-transmissions. Non-overlapping
makes use of the sensing phase such that UEs avoid trans-
mitting DMs in slots where an SPS transmission occurred to
prevent potential half-duplex problems. Piggybacking refers
to repeating the information received in RMs to append it
into its RM. In the group scheduling scheme, it may happen
that one or several group members were unable to receive the
RMs coming from their leader. RM re-transmissions allows
group members receive them by randomly re-transmitting a
new RM in case a group member sends a negative acknowl-
edgement (NACK).

Both device sequential and group scheduling resource allo-
cation schemes represent a beneficial alternative to IUC, since
they provide a considerable reduction of control signaling,
which directly impacts the schemes’ performance. For exam-
ple, in a group consisting of n UEs, located within their
respective critical cooperation range rc, we determine the
number of control signal messages required for mode 2 IUC
scheme 1 and the cooperative schemes. 3GPP established
unicast IUC request for mode 2 [36]. We named it as Mode 2
IUC scheme 1 unicast request. With the purpose of giving
a fair degree of comparison, we assumed that mode 2 IUC
is capable to broadcast IUC request. The number of control
signal messages required for mode 2 IUC scheme 1 and the
cooperative schemes is presented in Table 1.

IV. ENHANCEMENT TECHNIQUES FOR
COOPERATIVE SCHEMES
HARQ and link adaptation techniques have been part of pre-
vious 3GPP releases and have evolved within time. Follow-
ing, we present how HARQ has been adapted to mode 2 due
to the network’s absence, and our assumptions and procedure
link adaptation follows by allocating additional resource(s) in
our named link adaptation by aggregation LAAG technique.

A. HYBRID AUTOMATIC REPETITION REQUEST (HARQ)
HARQbuilds on adding redundant information or performing
more transmissions of the same data to increase communica-
tion reliability [37]. Our approach contemplates transmitting

FIGURE 6. NR slot with feedback capability used to perform HARQ and
LAAG techniques when there is a data failure reception in a data period.

the same data repeatedly until it is successfully decoded at
the receiver or the data period of 10 ms ends. Therefore, it
is necessary to answer the following question: when should
the first transmission be performed after the beginning of
the data period? If it is done as early as possible, there
will be enough time for additional re-transmissions at the
cost of over occupying some portions of the data period of
each UE when the swarm size increases. Additionally, they
may be prone to perform more re-transmissions, expanding
the resource occupancy, and hence, there might be higher
interference or half-duplex problems. Our assumption con-
templates a window of 30% of the data period (3.33 ms) for
the first transmission while the remaining time is assigned for
possible re-transmissions.

In 3GPP release 16, the mode 2’s NR slot configuration to
support HARQ was introduced [15]. It consists of reserving
one of the fourteen OFDM symbols to the physical sidelink
feedback channel (PSFCH), as shown in the zoomed slot
structure in Fig. 6. The slot’s structure periodicity is deter-
mined by the higher layer parameter sl-PSFCH-Period-r16
defined in [38]. It is set to one of four possible values 0, 1,
2, and 4 that correspond to feedback disabled, feedback in all
NR slots, every second NR slot, and every fourth NR slot,
respectively. We have chosen the value of 1 to this parameter
to allow all NR slots to be capable to transmit the PSFCH.

The PSFCH serves to make the transmitter notice the
unsuccessful data reception by receiving an acknowledge-
ment (ACK) or negative acknowledgment (NACK). This
information is included in the 2nd stage SCI carried by the
physical sidelink shared channel (PSSCH). Our approach
considers the PSFCH carrying a NACK. The example shown
in Fig. 6 presents how a data transmission coming from
UE-A is not received by UE-B (orange slot with a red cross).
UE-B sends a NACK in the PSFCH to make UE-A aware
of the failure (purple slot). Once UE-A notices the failure, it
proceeds to re-transmit data (blue slot), successfully received.
If a data failure reception occurs again, the procedure repeats
while there is still time remaining in the data period.

At the receiver, each re-transmission is combined with
previous transmissions by adopting soft combining. It uses
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FIGURE 7. Directional antennas placed on each of the robot’s chassis
faces and the sectors correspondence according to the heading direction.

chase combining [39] to obtain the resulting SINR of each
re-transmission.

B. LINK ADAPTATION BY AGGREGATION (LAAG)
While HARQ focuses on making a failed data transmission
successful, LAAG targets increasing the robustness of follow-
ing data transmissions by allocating additional slot(s). It is
done by using the feedback procedure HARQ has. Once a
transmitter UE fails one transmission within the SPS period,
it receives the first NACK from the receiver in the PSFCH,
as detailed in Section IV-A. This NACK serves as a trigger of
a UE’s autonomous resource selection (i.e., no cooperation
involved) that lasts until the end of the SPS period. The
resource selection is random and allows the reduction of
the modulation and coding scheme (MCS) index of subse-
quent transmissions to increase its robustness. In our example
shown in Fig. 6 UE-A performs a HARQ re-transmission
at data period n where it selects an additional slot for its
transmission at data period n + 1. Given that an additional
slot was allocated, the MCS index was reduced, making the
next transmission successful and hence, avoiding a possible
new HARQ re-transmission.

The two previous techniques support mode 2 and cooper-
ative schemes to prevent and recover from data transmission
failures by re-transmitting the same information in other NR
slot(s) or by allocating additional slot(s) to reduce the pre-
vious selected MCS. None of them considers techniques to
boost the SINR to avoid re-transmissions or additional slot(s)
allocation. In the following, we explore it by recapitulating
our design for antenna directivity and beam selection.

C. ANTENNA DIRECTIVITY AND BEAM SELECTION
A UE equipped with an isotropic antenna radiates its signal
in the whole 360-degree range, making it possible to reach
others that are not within its rc. Therefore, the cause of inter-
ference becomes more critical as the swarm size increases.

FIGURE 8. Transmitter and/or receiver antenna selection based on DM’s
reception and angle calculation of neighbors located within rc . Each
patch has its approx. radiation pattern.

In [31] we adopted the configuration of a type 2 vehicle spec-
ified in [40] to limit UE’s signal radiation range to 90 degrees.
It equips each robot with four directional antennas, each
placed on one face of the robot’s chassis. Each antenna creates
a beam that should cover a specific 90-degree azimuth sector,
denoted as sectors 1, 2, 3, or 4. The robot’s face that follows
the heading direction corresponds to sector 1 followed by the
others in an anti-clockwise ascendant order. Fig. 7 shows
the robot’s chassis, the directional antennas (orange squares)
placed on them, and the sector that corresponds to each one.
Sector 1 is identified with yellow, while sectors 2, 3, and 4
are red, blue, and green, respectively.

As stated before, each directional antenna forms a beam
with gain g(θ, φ) to cover its respective sector. UEs select
one or several beams by considering the position of others
located within its critical cooperation range rc to transmit,
receive or transmit and receive data. To do so, UEs lever-
age the context information [41] (e.g., coordinates, speed
and heading direction) instead of relying on a power-based
beam selection [42]. The context information is shared by
simultaneously broadcasting/listening to DMs in all UE’s
beams. This allows them to estimate others current and near-
future positions to determine those who are entering their
respective critical cooperation range rc, becoming target UEs
for data transmissions. It is assumed that UEs have enough
time to proceed with beam switching since DM’s periodic-
ity provides sufficient discovery probability [18]. The UEs’
estimation lets the transmitter UE select the beam present-
ing the highest gain in the relative horizontal orientation
(i.e., angle φID) towards the target receiver. This process
repeats, in the same fashion, for beam selection for data
reception. In our example in Fig. 8, transmitter UE-A faces
receiver UE-B at an azimuth value of φA. It corresponds to
being in the direction of beam number four, being the one
selected for data transmission. The beam color, analogous
to the beam’s gain, degrades as the angle deviates from the
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patch’s boresight (i.e., the direction in which the patch has its
maximum gain), as shown in Fig. 9.

V. SYSTEM LEVEL EVALUATION
As introduced in Section II, our use case scenario centers on
decentralized communications for a swarm of mobile robots
in an industrial factory. We assumed an indoor factory facility
of dimensions 120 by 50 meters, the same specified by 3GPP
in [43]. Data transmissions occur when robots get into a
critical cooperation range rc of 5 meters to get a collective
perception of the environment (i.e., awareness of the presence
of other robots and obstacles). The communication require-
ments for this scenario go beyond the ones currently in vehi-
cle to anything (V2X) as envisioned in [16] contemplating a
10Mbps throughput, 10ms of latency, and 99.99% reliability.

A. SYNCHRONIZATION
Since our baseline scheme is mode 2, we assume that the
robots in the swarm acquire their time and frequency synchro-
nization from the 5G NR SL synchronization procedure [44].
Note that for NR sidelink, the synchronization is not estab-
lished between two-peer UEs but instead is acquired by these
peer UEs from a common source. NR SL has two primary
sources for synchronization: a global navigation satellite sys-
tem (GNSS) and a gNB or eNB (referred to as gNB/eNB).
In addition, a UE can use a SyncRef UE or its own internal
clock as its synchronization reference. Finally, note that the
synchronization procedure is separate from the communica-
tion procedure.

B. CHANNEL MODEL
The wireless channel model follows the 3GPP indoor factory
path loss model [43], assuming that all links are non-line-
of-sight (NLOS) and single input single output (SISO) as
presented in equation (1)

LdB = β + α × 10 log10(d)+ ψ × 10 log10(fc), (1)

where α is the NLOS path loss exponent, β is the reference
offset, d is the distance between transceivers, ψ is the fre-
quency factor, and fc is the carrier frequency. The estimated
channel gain in dB is given by

Hg,dB = −LdB − XdB, (2)

where XdB is the correlated shadowing obtained from a Gaus-
sian random field [45]. The covariance function is defined by
the shadowing standard deviation (σ ) of 5.7 dB and an expo-
nential decaying correlation with a de-correlation distance (δ)
of 20meters. Small-scale fading due tomultipath has not been
explicitly modelled, but included in the link layer model [18].
The correspondent linear gain is

hg = 10
Hg,dB
10 . (3)

C. DIRECTIONAL ANTENNA MODEL
The function AdB(θ, φ) expresses the power distribution of
the directional antenna in the horizontal and vertical planes

FIGURE 9. 2D radiation pattern of an isotropic antenna and 3GPP
directional antenna for 360o azimuth angles represented over the
θ = 90o plane.

by making use of spherical coordinates (θ ,φ) [43]. The hori-
zontal and vertical radiation patterns are denoted as AH ,dB(φ)
and AV ,dB(θ ), respectively. AH ,dB(φ) is given by

AH ,dB(φ) = −min

{
12
(
φ

φ3dB

)2

,Amax

}
, (4)

where φ3dB is the horizontal half power beam width (HPBW)
of the directional antenna, Amax is the front to back ratio,
which is the ratio of magnitude between the main lobe at 0o

and the back lobe at 180o of a radiation pattern [46], [47],
and the value of φ can be between [−180o, 180o]. Similarly,
AV ,dB(θ ) is defined as

AV ,dB(θ ) = −min

{
12
(
θ − 90o

θ3dB

)2

, SLAV

}
, (5)

where θ3dB is the vertical HPBW of the directonal antenna
and SLAV is the vertical direction side-lobe attenuation, and
the value of θ can be between [0o, 180o].

Finally, the directional antenna’s 3D radiation power pat-
tern is computed as

AdB(θ, φ)=Gmax −min
{
−
(
AV ,dB(θ )+ AH ,dB(φ)

)
,Amax

}
,

(6)

where Gmax is the maximum directive gain. The correspon-
dent linear gain is

g(θ, φ) = 10
AdB(θ,φ)

10 . (7)

We use a value of 65o, adopted by 3GPP in [43], for
φ3dB and θ3dB since it gives the highest possible gain to the
directional antenna [31]. Additionally, we assume all robots
have the same height, meaning directional antennas placed
on their chassis are facing each other at the same level.
Therefore, the vertical angle θ has a fixed value of 90 degrees,
and g(θ, φ) simplifies to g(φ) where angle φ changes based
on the transmitter and/or receiver position.

The directional antennas parameter values are presented
in Table 2 while its radiation pattern, juxtaposed with an
isotropic one, is shown in Fig. 9.
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D. SIGNAL-TO-NOISE-PLUS-INTERFERENCE RATIO
Each robot requires a 100 Kbit data transmission for each
10 ms to achieve the target 10 Mbps. It would require it to
allocate more than one NR slot. The number of slots, K ,
required by each robot is obtained when choosing an appro-
priate MCS, from [15, Table 5.1.3.1-2], with an expected
block error rate (BLER) of 0.01%. Each of these K allocated
slots will experience an SINR (γk ) value depending on the
number of robots in the swarm and the chosen resource
allocation scheme. Equation (8) presents the expression that
fits all beam selection configurations where transmitter and
receiver beam selection are enabled. We adopted the maxi-
mum ratio combining (MRC) technique [48] that adds all the
S received signals as follows,

γk =

S∑
z=1


ptx
N ×

(∑N
j=1

√
g(φtj )

)2
× hg × g(φrz )∑I

i=1(
ptxi
Ni
×

(∑Ni
j=1

√
g(φtij )

)2

× hgi )+ n

 ,
(8)

where the transmission power, gain at each active transmit-
ter beam and the channel gain correspond to ptx ,g(φtj ) and
hg, respectively. The corresponding values for the ith UE
interferer(s) are (ptxi , g(φtij ), hgi ). At each active receiver, the
beam gain is denoted as g(φrz ). Finally, the additive white
gaussian noise (AWGN) is represented by n. All previous
introduced values are linear.

In transmitter beam selection, UEs can activate up to four
beams (N ∈ {1, 2, 3, 4}). Given that, we require UEs to
radiate the same transmission power regardless of the number
of active beams. To achieve it, we assume a coherent com-
bination of transmissions coming from each beam (voltage
summation) and a proportional transmission power reduction
each time more than one beam activates (i.e., ptx

N ,
ptxi
Ni

in
equation (8)). There might be an exceptional case where one
receiver UE is located between two beams. Then the two
beams will be active, ending up having an effective radiated
power equivalent to twice the transmission power of each of
the beams at that specific angle (φ). The other cases approx-
imate the assumed proportional reduction, corresponding to
the desired beam contributing significant power. Similar to
transmitter beam selection, receiver beam selection allows
UE to activate up to four beams (N ∈ {1, 2, 3, 4}). The main
difference lies in this configuration is that UEs aremore likely
to only activate one beam. Activating more beams makes the
receiver more sensitive to half-duplex problems (i.e., data
transmissions within UE’s rc colliding in reception). The
exemption to this case is where a receiver UE needs to receive
data from transmitters that do not share the same rc.

E. EFFECTIVE SINR
We use each of these γk values, measured on the most
recent transmission, to determine the effective SINR (γMIC )
by adopting the mean instantaneous capacity (MIC) method,

explained in [49], as follows,

γMIC = 2
1
K
∑K

k=1 log2(1+γk ) − 1, (9)

where K is the number of allocated slots, and γk is the SINR
value at the k th slot. The mapping of effective SINR (γMIC )
to BLER, given the chosen MCS, is done by using a set
of BLER curves that were obtained through separate link-
level simulations that include all physical layer processing
according to 5G NR [50].

In presence of half-duplex (e.g., with DMs, RMs or other
data transmissions) in one k th allocated slot, the spectral
efficiency (log2(1 + γk )), equation (9), in that slot will be
zero [bps/Hz]. This data loss will impact to a greater or lesser
degree the γMIC , equation (9), value depending on the number
of slots experimenting half-duplex since it has to be high
enough for the selected MCS to have a successful reception.
In case all K allocated slots experience half-duplex, for sure,
the receiver will not be able to decode the data message.

F. HARQ
At the receiver, each re-transmission is combined with pre-
vious transmissions by using chase combining [39] to obtain
the resulting SINR (γCC ) of the ith re-transmission as follows,

γCC =

RT∑
i=0

γi × η
RT , (10)

where RT is the number of re-transmissions, η is the
combining efficiency factor and γi is the SINR of the
ith (re-) transmission, being the first transmission when i = 0.
We assume a η = 1 for our implementation.

G. NR PARAMETERS
When looking at the 5G NR parameters, we select numerol-
ogy 2, giving a slot duration of ds = 0.25 ms. For the control
channel (where DMs and RMs are transmitted), we choose
the value of 7.2 MHz since it is the smallest configurable
sidelink sub-channel which consists of twelve sub-carriers.
Additionally, we select the lowest MCS having a modula-
tion order of 2 and a code rate of 120

1024 , leaving 196 bits
for usage. On the other hand, the data channel bandwidth
is set to 100 MHz. In contrast to the control channel, the
MCS is dynamically adapted at the time of allocation [18].
The link-level model does not differentiate between data and
control signal transmissions making the latter’s performance
somewhat optimistic given the considerable difference in
bandwidth (i.e., 100 MHz vs. 7.2 Mhz) [18]. All simulation
parameters are listed in Table 2.

H. CONFIGURATIONS
Our goal is to present the increment of the number of
UEs fulfilling the requirements of 10 Mbps throughput,
10 ms latency, and 99.99% reliability by progressively
enabling the different enhancing techniques for the three
resource allocation schemes (mode 2, device sequential, and
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TABLE 2. Simulation parameters.

group scheduling). Our evaluations consider three configura-
tions applied for the three schemes, which are the following:

1) Enhanced error-prone signaling in which non-
overlapping and piggybacking techniques (explained
in Section I) are enabled to avoid half-duplex between
DMs and data, and RMs and data.

2) HARQ LAAG in which in addition to 1) hybrid auto-
matic repeat request (HARQ) and link adaptation by
aggregation (LAAG) techniques are enabled to provide
time diversity to overcome data failure receptions.

3) Tx & Rx beam selection in which in addition
to 2) transmitter and receiver beam selection are simul-
taneously enabled since it provides the best perfor-
mance tomode 2 in [31]. It increases the effective SINR
(γMIC ) and avoids data failure receptions despite the
presence of half-duplex in some data segments.

VI. SIMULATION RESULTS
The performance of each of the resource allocation schemes
depends on how the resource allocation procedure avoids the
presence of half-duplex problems and manages interference.
To evaluate it, we selected three KPIs to perform five studies
presented in Table 3. Each study adopts one or several of the
configurations presented in Section V-H.
Failure Probability (fp): defined as the probability of not

receiving a transmitted 100 kb data message within 10 ms
latency. It is directly linked with reliability as presented

TABLE 3. Performed studies.

in equation (11)

fp = 1− rp (11)

where rp is the reliability. A reliability of 99.99% corresponds
to 10−4 failure probability.
Average Failure Rate Per NR Slot (frs): defined as the aver-

age rate of NR slots experiencing half-duplex or interference
that lead up into unsuccessful reception. frs is given by

frs =

∑
Nf

Nr × T
(12)

where Nf is the per UE number of slots experiencing failures,
Nr is the swarm size, and T is the number of NR slots in
the simulation time. We present it in detail by including the
portion that corresponds to each kind of failure. For half-
duplex, it could appear as data and discovery messages (data-
DMs), data and resource selection messages (data-RMs), or
between data (data-data). Interference could appear as inner,
outer or mixed. Inner interference refers to harmful trans-
missions originating from UEs located within rc, while if
they originate within re, it corresponds to outer interference.
Mixed interference indicates the simultaneous presence of
the previous two. We link these results to the mean resource
occupancy per NR slot (i.e., the average number of UEs
occupying the same NR slot for data transmission).
Packet Inter-Reception (PIR): defined by 3GPP in [40].

It indicates the time between successive packet receptions
and is an important metric for applications requiring regular
updates.

For studies A, B, and C, we use average failure rate as the
KPI to give a fair comparison of the benefits or disadvantages
each scheme or technique has in performance; what is of
interest here are the lower percentiles. For studies D and E,
we use the failure probability and PIR KPIs, respectively,
to compare the performance of mode 2 with the cooperative
schemes in the three configurations.

We adopted a confidence interval of 95% to our simula-
tions, similar to [51]. In our approach, we have been running
simulations progressively, in each step estimating the 95%
confidence interval for the obtained results based on the
non-parametric bootstrap method [52]. In case the estimated
interval exceeded the desired accuracy target, simulations
continued to include more (random) samples until enough
samples were collected. The simulation time (i.e., the sum
of all simulation times in the different simulations) provided
95% of values with a zero standard deviation of the mean PIR
distribution at the 99.99 percentile.
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FIGURE 10. Mean resource occupancy for swarm sizes of 20, 50, 70 and
90 UEs. Mean occupancy below one is considered as low.

A. AVERAGE FAILURE RATE WITHOUT ENHANCEMENTS
Fig. 11 shows the average failure rate for the error-prone sig-
naling configuration. The main cause of failure lies in outer
interference, which significantly increases with the swarm
size. Mode 2 handles it worse due to its random resource
selection which also causes the presence of half-duplex data
transmissions, as expected. The cooperative schemes avoid
half-duplex data and substantially reduce outer interference
since the resource selection control signaling makes UEs
select as orthogonal slots as possible; otherwise, the ones
where interference is the lowest. Since data transmission
failures cannot be recovered in this configuration, the three
schemes have the same average resource occupancy per NR
slot for all swarm sizes as Fig. 10. Then, the difference lies in
how each scheme handles resource allocation.

Additionally, even though a non-overlapping technique
(described in Section I) was applied, there is the presence
of some half-duplex of data and discovery messages (DMs),
navy blue bar portions. The growth of the swarm size makes
UEs increment the SINR threshold within the sensing proce-
dure to increment the set of candidate slots, making the mean
resource occupancy reach values above 1. Consequently, the
random selection of slots for DM transmissions might over-
lap a few data transmissions. The group scheduling scheme
presents a unique behavior caused by the dependency on
a group leader. There are cases where group members do
not receive resource selection messages (RMs). The RM
re-transmission technique considerably diminishes this issue,
but a few RMs are still not received. As a result, a few UEs
are deprived of any data transmission, making it impossible to
recover that data by using HARQ, LAAG, or beam selection
techniques. For that reason, we have added a rebel-sub mode
to the UEs, which does not deteriorate the general perfor-
mance of the group scheduling scheme.

1) REBEL SUB-MODE
The group leader UE sends an RM to its group members
containing their allocated slots at some point close to the

FIGURE 11. Average failure rate per NR slot at configuration 1 for the
three resource allocation schemes: mode 2 (baseline), device sequential,
and group scheduling, for four swarm sizes.

FIGURE 12. RM re-transmissions problem that ends up in having a data
transmission failure that neither HARQ nor LAAG can recover.

trigger time, depending on if the leader must follow a sequen-
tial allocation, edge cases, etc., as explained in Section III-B.
It shortens the time group members have to perform data
transmissions within the data period started at the trigger
time. If the RM reception fails as the orange slot in Fig. 12,
the group member sends an RM re-transmission request to its
leader, which is also prone to a failed reception at the leader
side. If it is successfully received, the procedure repeats until
the group member successfully receives it. In our example in
Fig. 12, the leader performs twoRM re-transmissions to reach
the group member. However, unfortunately, it happens after
the maximum latency allowed in the data period n. Hence,
there is no data transmission, and it is considered a failure
due to no RM reception. On the other hand, if the leader
doesn’t receive the RM re-transmission request, the group
member UE will continue sending these requests until it gets
one successfully. Again, it can overpass themaximum latency
allowed in the data period, and it is considered a failure due
to no RM reception.

We enhanced our group scheduling scheme by not relying
on the RM re-transmissions as before to solve this issue.
Instead, a group member UE, who did not receive their
respective RM, rebels against its leader. It proceeds to follow
the group scheduling considering itself as the unique UE
for the group. Therefore, it contemplates itself as a leader
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FIGURE 13. Average failure rate per NR slot at configuration 1 after the
incorporation of rebel sub-mode for the three resource allocation
schemes: mode 2 (baseline), device sequential, and group scheduling, for
four swarm sizes.

FIGURE 14. Average failure rate per NR slot at configuration 2 for the
three resource allocation schemes: mode 2 (baseline), device sequential,
and group scheduling, for four swarm sizes.

and group member simultaneously. The benefit is that the
UE takes advantage of the information obtained in mode 2’s
sensing procedure, the one obtained in the DMs and the group
scheduling scheme benefits. It is seen in Fig. 13 that all bar
portions corresponding to no RM receptions are eliminated
due to rebel sub-mode. Therefore, the certainty of having
data failures due to the lack of leader’s resource allocation
disappears.

B. AVERAGE FAILURE RATE WITH HARQ & LAAG
When enabling HARQ and LAAG, configuration 2, it is
noticeable the increment of mode 2’s mean resource occu-
pancy in comparison to device sequential and group schedul-
ing schemes in Fig. 10 (dashed lines). Device sequential and
group scheduling have the same mean resource occupancy
until the swarm size reaches a value of 50 UEs. Beyond
that swarm size, device sequential is the one experiencing

FIGURE 15. Average failure rate per NR slot at configuration 3 for the
three resource allocation schemes: mode 2 (baseline), device sequential,
and group scheduling, for four swarm sizes.

FIGURE 16. Failure probability achieved at three configurations for the
four swarm sizes. The 10−4 requirement is indicated by the dashed
black line.

the lowest. Mode 2’s random selection of slots makes UEs
prone to need more re-transmissions and additional slot(s)
allocation. Fig. 14 shows the average failure rate for this
configuration. Mode 2 presents the highest value and the
higher presence of data half-duplex (yellow bar portions).
Cooperative schemes keep their average failure rate signif-
icantly lower than mode 2, even though they present a lower
amount of data half-duplex in larger swarms where UEs tend
to be closer. In the case of group scheduling, even though UEs
share the same rc, they could have different group leaders who
might not be aware of each other’s resource allocation, ending
up in half-duplex problems. In device sequential, these tiny
cases appear when large sequences of UEs appear, exhausting
the resource selection delay and making it feasible for UEs
to select the same slot. Interference-wise, it is more likely
that data failures are due to mixed interference than outer
interference in mode 2. At the same time, device sequential
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FIGURE 17. Packet inter reception (PIR) complementary CDF at swarm sizes of 20 UEs (a) and 50 UEs (b) for the three simulation
configurations.

and group scheduling, both kinds of interference, keep the
same proportion.

C. AVERAGE FAILURE RATE WITH BEAM SELECTION
A vast proportion of all kinds of interference and a consider-
able one of data half-duplex encountered in configuration 2
are reduced when enabling transmitting and receiving beam
selection to all the schemes in Fig. 15. It is because the
gain of a beam decreases as interferers get far from the
boresight, making UEs use fewer slots for HARQ and LAAG
since UEs boost the SINR at the transmitter and receiver
sides. Then, a substantial reduction of the bar portions corre-
sponding to half-duplex and interference is noticeable com-
pared to Fig. 14. Even though beam selection gives the
best performance to all schemes, mode 2 still requires more
re-transmissions than cooperative schemes translating it to
a higher mean resource occupancy and average failure rate
of the three, confirming the benefit of using cooperative
schemes.

D. FAILURE PROBABILITY AND SWARM’s DENSITY
The average failure rate per NR slot and mean resource occu-
pancy gave us an impression of how the resource allocation
scheme makes usage of NR slots in the three configura-
tions. The failure probability and swarms’ density indicate
how many UEs fulfill the stringent communication require-
ments. Fig. 16 presents both for all configurations and swarm
sizes. Cooperative schemes support a larger swarm size than
mode 2 in all configurations. It is clearly seen that group
scheduling is not considerably distant from mode 2’s perfor-
mance. The findings of this study suggest the incorporation
of the rebel sub-mode in the group scheduling scheme, which
makes it less ‘‘cooperative’’ when a UE becomes leader and
group member itself. Even though these cases might happen,
the overall performance of group scheduling allows it to

increment a bit the swarm’s size. A considerable increase
is seen with the device sequential scheme, where it reaches
approximately 20%more UEs than mode 2 when both enable
all techniques. It confirms that cooperative communication
with autonomy represents a better solution for this setup.
Forming groups led by some UEs degrades the performance
as the swarm’s size increases because UEs will belong to
different groups and need to transmit data between them,
requiring group leaders to exchange RMs. However, it also
might happen to device sequential scheme. The difference is
that it only happens with the resource selection of one UE,
so the impact of an unacknowledged RM will be by far less
than a group of RMs in the group scheduling scheme. There-
fore, we can conclude that cooperation and UEs’ indepen-
dence are two important factors when designing decentralized
cooperative resource allocation schemes that fulfill stringent
requirements.

E. IMPACT OF THE SCHEMES’ NUMBER OF CONTROL
SIGNALING MESSAGES
Our simulator does not have IUC functionality. However, the
analysis of the number of control signalingmessages required
by mode 2 (unicast and broadcast IUC request) and our pro-
posed cooperative schemes would be beneficial in drawing
some conclusions. In Section III, Table 1 showed the number
of control signal messages mode 2 IUC and our proposed
schemes require to perform cooperative resource allocation.
Mode 2 IUC requires a more significant amount of control
signalingmessages than device sequential and group schedul-
ing, even though IUC request was assumed to be broadcast.
Therefore, it is prone to experience higher interference since
the separate resource pool might be more occupied. Con-
sequently, data transmissions will occur in the same slots
where other UEs (our of rc) transmit IUC requests. Device
sequential and group scheduling are promising options for
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this problem since they achieve the same level of cooperation
as mode 2 IUC by using significantly fewer control signaling
messages. Additionally, they represent a promising solution
when considering other performance aspects, such as UEs’
energy consumption.

F. PACKET INTER-RECEPTION (PIR)
Fig. 17 (a) and (b) show the complementary CDF of the
PIR for respectively, 20 and 50 UE swarm size simulations.
We did not consider other swarm sizes since we wanted
to present the PIR’s behavior before and after reaching the
maximum supported swarm size in all configurations. The
fact that semi-persistent transmissions make possible suc-
cessful receptions of a series of data messages resulting in
a 10 ms PIR. PIR values under 10 ms, or between 10 ms
and 20 ms, are due to the re-selection of SPS transmission.
However, if they go beyond that value, it represents a data
failure reception. The resource allocation scheme and config-
uration with the highest failure probability also experiences
the longest PIR. At 20 UE swarm size, the PIRs exceed 10 ms
with a probability less than 10−2. All schemes with beam
selection enabled keep the lowest PIR with a tiny difference
that the cooperative ones maintain below a probability of
10−5, which is impossible with mode 2. At 50 UE swarm
size, the cooperative schemes are the ones experiencing PIRs
greater than hundreds of milliseconds but for with probability
below 10−4. It is eliminated by the incorporation of beam
selection for device sequential but remains for group schedul-
ing for probability below 10−6.

VII. CONCLUSION
The release 16 of 5G NR sidelink mode 2 decentral-
ized resource allocation scheme didn’t provide cooperative
capabilities to avoid half-duplex problems. Current release
17 includes coordination capabilities; however, the need for
numerous signaling messages to perform inter-UE coordina-
tion (IUC) and random resource allocation makes it challeng-
ing to fulfill the stringent requirements of 99.99% reliability,
10 Mbps throughput, and 10 ms latency. In comparison, it is
clear that device sequential and group scheduling schemes
are beneficial due to the considerable reduction of control
signaling, directly outperforming mode 2.

The methodology of identifying the causes of the aver-
age failure rate per NR slot allowed us to identify the
more representative ones to reduce them with the application
of enhancement techniques. Three enhancement techniques,
respectively, HARQ, LAAG, and beam selection, were intro-
duced to address these problems and allow the increment
of the supported swarm size. Although cooperative resource
allocation schemes use signaling overhead, they provide an
order of magnitude reduction in failure probability compared
to mode 2.

HARQ and LAAG allow UEs to add redundancy and
robustness by reducing the MCS of data transmissions. The
side effect is the increment of the mean resource occupancy
as the swarm size increases, producing more half-duplex

problems in the case of mode 2 and all kinds of interference
for all schemes. Beam selection copes with many of these
problems by using directional antennas to reduce the impact
of undesired transmissions. Cooperative schemes, specifi-
cally device sequential scheme, give an additional 20% of
swarm density compared to mode 2; however, interference
and a few half-duplex problems become significant when
increasing the swarm size.

Interesting topics to be explored in the future include
the study of energy consumption together with the adaptive
selection of cooperative resource allocation schemes when
the swarm size changes dynamically. The study of power
allocation would undoubtedly be beneficial to manage the
interferencewhen the swarm size overpasses seventyUEs and
potentially increases the supported swarm size even further
than that value. Finally, a study of the incorporation of net-
work coding principles to our device sequential and group
scheduling would allow exploring if additional coordination
is required to get its benefits.
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