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ABSTRACT Source camera identification plays an important role in forensics investigations on images.
It is a forensic problem of linking an image in question to the camera used to capture it. Several source
identification techniques have been developed in the literature since this may be a facilitating tool that help to
trace back the images to the camera device held by the accused in various forensic applications. However, one
of the key disadvantages is that the existing techniques fail if the image in questionwas taken by a new camera
that is not used in the training process. Under a real-world forensic scenario, it is not possible to presume that
each image being analyzed comes from one of the cameras used to train the source identification system.
To address this issue, we propose a data-driven system based on convolutional neural network to identify the
source camera device in an open-set scenario. The experimental results on various sets of cameras show that
it is possible to leverage the data-driven model as the feature extractor paired with an open-set classifier to
trace back the images to the open-set cameras. The results show that the proposed system outperforms the
state-of-the-art techniques in identifying the exact device that are never seen before with considerably high
accuracy and is resilient to unknown post-processing applied by the social network platforms. Moreover, the
experimental results demonstrate the good generalization capability of the proposed system in extracting the
source information, making it more suitable for open-set scenarios.

INDEX TERMS Deep learning, image forensics, open-set problem, social network, source camera identifi-
cation.

I. BACKGROUND
Source camera identification (SCI) is a forensic issue that
involves tracing an image back to the camera that captured
it. This could be a useful tool in forensic applications to help
identify potential suspects, especially in relation to cyber-
crime (e.g., identifying the offender of child pornography
or fake news creation). Thus, the issue needs to be tackled
with extreme care as a wrongly determined source could
lead to the unjust imprisonment of an innocent individual.
To tackle this issue, forensic researchers developed numerous
solutions based on the hardware or software-related traces left
on the image during the acquisition process. In addition to
this, every day, a large amount of images is shared among
users through social networks such as Facebook, WhatsApp,
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and Instagram. Each social network has its proprietary com-
pression standards, that are applied while uploading and
downloading images. Such scenarios are challenging as any
post-processing can suppress the intrinsic source information
and makes the SCI task even more difficult and challenging
for forensic analysts.

Over the last decade, a significant effort has been made
to improve the performance of SCI techniques. These
can be broadly split into two categories: (i) feature-based
approaches relying on Photo Response Non-Uniformity
(PRNU), a unique noise imprinted on images due to man-
ufacturing defects in the camera sensor; and (ii) Convolu-
tional Neural Network (CNN) based data-driven approaches
that learn the intrinsic source information automatically.
In the feature-based source identification category, several
approaches have been developed to identify the source cam-
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era by extracting the PRNU fingerprint from the images.
Lukas et al. [1] firstly provided a method for extracting the
PRNU from images to identify the source camera. The noise
residuals from various images taken with a specific camera
are extracted using a denoising filter and used their average
as the reference pattern. The PRNU of a test image is then
correlated with the reference pattern using Normalized Cross
Correlation (NCC) to identify if the image is taken with the
same camera. Later, the SCI performance was improved by
eliminating the undesirable artifacts to enhance the quality
and reliability of PRNU [2], [3], [4], [5], [6]. Various other
studies have also used statistical features extracted from the
PRNU fingerprint and trained the machine learning classi-
fiers to map images to their source [7], [8]. However, all
these techniques rely on PRNU which will be suppressed
when images are shared through social networks [9] and may
become a major bottleneck in achieving SCI.

In recent years, various attempts have been made to iden-
tify source cameras using deep learning. Bondi et al. [10]
and Tuama et al. [11] used CNN to successfully identify the
source camera model. Yao et al. [12] developed a CNN-based
robust multi-classifier and attained a identification accuracy
of nearly 100% over 25 camera models. Freire-Obregon
et al. [13] proposed a deep learning based method for mobile
device identification and found that performance degrades
when multiple cameras of the same model are taken into
account. The source identification technique proposed by
Huang et al. [14] suggests that deeper CNN can achieve
improved classification accuracy. By modifying AlexNet and
including a Local Binary Pattern (LBP) pre-processing layer,
Wang et al. [15] created a framework that allows the CNN
to focus more on intrinsic camera-specific information. Fol-
lowing that, the residual network [16], [17] and Siamese net-
work [18] are proposed to perform brand, model, and device
identification. Sameer et al. [19] presented a deep learning
technique to identify the source camera model of images
shared through Facebook. Further, a data-driven approach
was developed in [20] to compare PRNUs by using CNN
for source identification. Although CNN-based approaches
have been proven to be effective in identifying the camera
model, they are incapable of accurately distinguishing various
cameras of the same model. The individual device identi-
fication accuracy is far from forensically satisfactory (e.g.,
the data-driven approach proposed in [18] is able to achieve
a classification accuracy of only 64.80% for three Apple
iPhone 5c devices). Moreover, these CNN-based techniques
suffer highly when the test images are subjected to unknown
post-processing applied by social networks. The literature
suggests that identifying cameras at the device-level is more
challenging than identifying them by brand and model as
the devices of the same model employ common in-camera
processing techniques. Though there are limited works on
source device identification, it is crucial to identify the exact
device since it enables more accurate traceability.

Another practical concern in this study is linking the
images created by a new camera that is not used in the training

process. As outlined above, whether it is a feature-based
approach or a CNN-based approach, the dataset used for
training includes a finite closed set of cameras. Source camera
identification in the closed-set scenario is the problem of
associating an image in question to a camera within a known
set of cameras. In particular, the SCI system is constructed
with just a limited number of cameras for verifying such tech-
niques, and each image in the testing phase is attributed to one
of the cameras used to train the system. In this scenario, the
forensic investigator is confident that the image in question
belongs to one of the cameras used to train the SCI system.
Nevertheless, due to the rapid development of technology,
new camera models are released to market rapidly making
it difficult to maintain the camera database up to date. As a
result, it is not possible to keep the SCI system trained on
all existing camera models available in the market leading
to the open-set problem. In the practical forensic scenario,
the image in question can belong to either a set of known
cameras used to train the SCI system or unknown cameras
(i.e., cameras that were not available during the training time
of the SCI system). Therefore, even if the image in question
was not taken with any of the known cameras available during
the training time of the data-driven model, the closed-set SCI
system will incorrectly map the image to one of those known
devices. Under such circumstances, the existing CNN-based
classifier needs to be re-trained from scratch each time when
the forensic analyst is confronted with the new camera under
investigation. This might be computationally expensive and
time-consuming and may become a major impediment when
SCI systems involve the training of deeper CNNs.

The conventional techniques considered the open-set SCI
task as the (N + 1) classification problem, in which images
of N known cameras and one class of all unknown cameras
are used to train the classifier [21], [22], [23], [24]. Moreover,
these classification task does not provide the forensic analyst
with information about the actual camera in the open-set that
captured the image. Huang et al. [23] developed a unknown
detection method based on K-nearest neighbours and per-
formed (K + 1) classification. Although it can distinguish
between images of known camera models, it is only able to
identify images of unknown models but cannot determine the
exact source camera model in the open-set. Junior et al., [24]
proposed training protocols to properly estimate the param-
eters to perform open-set source identification by consider-
ing several algorithms. Mayer and Stamm [25] developed a
CNN-based technique to extract the camera model informa-
tion from image patches. Then a similarity score is measured
between two patches to determine if they were both captured
with the same camera. In [26], Bayar and Stamm proposed
a constrained CNN to address the open-set SCI problem.
Though the method in [26] achieved a high identification
rate in open-set camera model identification, as we will show
in Section III-D, it is by no means capable of identifying
individual camera devices (different devices of the same
model). Wang et al. [27] developed a data clustering method
to differentiate between images from known camera and
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images from unknown camera. However, to perform open-
set source identification, the method needs to be re-trained on
new camera model if it identifies that the image was captured
with unknown camera. Thus, to address the open-set SCI
problem, we propose a new robust data-driven system that
is capable of effectively mapping an image to an individual
camera that the SCI system has not seen during the training
phase. In summary, our main contributions are:

1) We propose a CNN-based robust data-driven system
that serves as the feature extractor for camera device
identificationwithout resorting to any hand-crafted fea-
tures such as PRNU fingerprint.

2) To address the open-set camera device identification of
digital images, we train the CNN on the images taken
with a known set of cameras and exploit it as the feature
extractor to extract the source information from the
images taken with new set of cameras. Later, we train
a classifier on the extracted features to map the images
to the respective source categories in the open-set.

3) We show that the proposed data-driven system is robust
to the post-processing applied by social network plat-
forms.

The remainder of the paper is structured as follows.
Section II presents the proposed approach to solve the
open-set SCI problem. Experimental results and discussions
are given in Section III. Finally, conclusions are drawn in
Section IV.

II. METHODOLOGY
In this section, we present a data-driven approach for individ-
ual camera device identification of digital images in the open-
set scenario. There are two major modules in the proposed
approach: (i) a feature extractor, and (ii) a classifier. The
overall architecture is shown in Fig. 1.
For the closed-set SCI evaluation, the feature extractor

module in the proposed architecture computes a feature vec-
tor fclosed−set from original images (images taken directly
from the camera) Iclosed−set taken from known-set of cameras.
It will be trained to capture the intrinsic source information
from images. The feature vector fclosed−set extracted by the
trained feature extractor (FE ) that serves as the source infor-
mation will be fed to the classifier module (Mc) to learn the
mapping between feature vector fclosed−set and the respective
source camera in the closed-set (Cclosed−set ).
For the open-set SCI evaluation, original images from

cameras (Copen−set ) that are not considered for closed-set
evaluation (i.e., ∀c ∈ Copen−set , c /∈ Cclosed−set ) are split into
training and testing sets. The trained feature extractor (FE )
that has learned to extract the source information in closed-set
scenario is employed to extract the feature vectors fopen−set
from images in the training set {Iopen−set}train. The feature
extraction is done by a single pass through the images in the
{Iopen−set}train. At the training, the classifier Mo learns how
to associate the images to the open-set cameras based on the
features fopen−set . At the testing time, the trained classifier

FIGURE 1. Proposed architecture for closed-set and open-set SCI.

Mo is used to estimate the source cameras of images in the
testing set {Iopen−set}test based on the feature vector extracted
by learned feature extractor FE .

Once the feature extractor is trained on closed-set cameras,
it can be deployed to extract the source information f from
any image in question. The classifier trained on the features
extracted from images captured with suspect cameras is used
to map the feature vector f to the authentic source camera.

A. FEATURE EXTRACTOR
The first phase in our approach is to build a feature extractor
to learn the extraction of source information from the images.
To do this, we employ residual network (ResNet) [28] as
the feature extractor. The depth of the CNN is one of the
crucial parameters that greatly affects the performance of the
SCI task. However, the traditional scaling method does not
improve the performance after a certain number of layers.
It starts to have an adverse effect by lowering the CNN perfor-
mance. With deeper CNN one can extract richer features, but
it does not always lead to improved accuracy. This degrada-
tion in the performance issue is addressed by introducing the
ResNet model [28]. It enables the training of a deeper CNN
by using skip connections. These skip connections receive
features from one layer and add to the layer that is deeper in
the network and enable learning of both low-level and high-
level features. Thus, we employ ResNet model that facil-
itates learning richer features by simultaneously extracting
low-level and high-level features. The ResNet has different
variants such as ResNet18, ResNet50, and ResNet101, each
with a different number of layers. With more number of
layers, the ResNet model can combine features from mul-
tiple layers, which aids in capturing features with strong
discriminative capability. Thus, to have a strong feature rep-
resentation that can effectively distinguish different camera
devices we use the ResNet with 101 layers (ResNet101).
Also, it was empirically found that the ResNet101 variant
achieves improved performance over other variants of the
ResNet. We extract the features from the Global Average
Pooling (GAP) layer of the ResNet101 model, which results
in a 2048 dimensional feature vector from each image. The
GAP layer has no trainable parameters to optimize, which
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avoids the overfitting of the model to the training data. Thus,
the features extracted at this layer helps to enhance the perfor-
mance of the proposed system in extracting the discriminative
features.

B. CLASSIFIER
The second phase is to map an image to its source camera
based on the features extracted by the feature extractor mod-
ule. To do this, we train a multi-layer perceptron (MLP). The
input layer of the proposedMLP receives a 2048 dimensional
feature vector that serves as the intrinsic source information
from the Global Average Pool (GAP) layer of the ResNet101
model. Two dense layers with 1024 and 64 neurons, respec-
tively, are used in succession with the Rectified Linear Unit
(ReLU) activation function to add non-linearity for each
layer. To avoid overfitting of the model to the training data,
a dropout layer with a probability of 0.5 is utilized, which
de-activates some of the neurons in the layer and forces
the learning to be independent in each iteration. Finally,
we employ an output dense layer with the number of neurons
equal to the number of cameras (D) used to train the classifier
followed by the softmax function to predict the class proba-
bility.

C. TRAINING PROTOCOL
Formally, open-set SCI is the classification problem of link-
ing an image in question to its exact source camera, where
the source camera may belong to either known cameras
(available during training time) or unknown cameras (not
available during training time). To tackle open-set source
camera device identification, we investigate the feasibility of
using the CNNmodel trained on images taken with known set
of cameras to capture camera specific features. We consider
the open-set source camera identification as the scenario
where the forensic analyst wants to trace back an image I
to its source camera which is not the part of the training set
used to train the feature extractor. In general, the proposed
data-driven system (d) can be thought of as the composition
of two functions, f (·) and m(·) as represented in equation 1,

d(I ) = m(f (I )) (1)

where f (·) is the feature extractor andm(·) is the classifier that
differentiates between open-set cameras (Copen−set ). Specifi-
cally, we define f (·) as the ResNet101 model (FE , i.e., we use
the terms f (·) and FE interchangeably throughout the paper)
and m(·) as the open-set MLP classifier that we discussed
in Section II-A and Section II-B, respectively. The feature
extractor potentially learns from Iclosed−set which represents
the images taken with closed-set cameras. The classifier
m learns from the features extracted by the feature extrac-
tor from training images taken with cameras in Copen−set .
To accomplish this, we partition the dataset into two disjoint
sets of cameras, i.e., known-set of cameras (Cclosed−set ) and
unknown-set of cameras (Copen−set ).
• Closed-set data (Cclosed−set ): images captured with
known set of cameras available at training time of

TABLE 1. Dataset details.

TABLE 2. Performance of the proposed system in a closed-set scenario.

the proposed data-driven system. We split the images
taken from the closed-set cameras into the training
{Iclosed−set}train and test sets {Iclosed−set}test . The train-
ing set is used to tune the feature extractor to learn
camera-specific information from images. The feasibil-
ity of the feature extractor in mapping images to the
known-set of cameras c ∈ Cclosed−set is evaluated using
the test set.

• Open-set data (Copen−set ): images captured with cam-
eras that are not available at training time of the feature
extractor. In a practical scenario, the forensic analyst
may be confronted with an image that was not taken
with any of the cameras used during the training pro-
cess of the CNN model. The image in question may
belong to either the closed-set cameras that were used
to train the CNN model or a new camera that was not
available during the training process (open-set). Since
the open-set data were unavailable or unknown during
the training of the CNN-based feature extractor, we treat
them as ‘unknown’ from the point-of-view of the fea-
ture extractor. Even though the new cameras are known
to the trained feature extractor or classifier when it is
deployed to perform source identification in an open-set
scenario, they were not known when the CNN model
was built to learn feature extraction. Therefore, in the
proposed work, we consider the open-set/unknown data
as images captured with new cameras that were assumed
to be not available during the training time to mimic the
real-world forensic scenario.

In this approach, we first build and train the feature
extractor FE (i.e., ResNet101) using the training data from
each of the cameras in the closed-set ({Iclosed−set}train). The
closed-set classifier Mc is trained to map the images to
the cameras in Cclosed−set based on the features fclosed−set
extracted by the feature extractor. For open-set evaluation, the
proposed system relies on the CNN trained in a supervised
manner on a known set of cameras. We retain the feature
extractor FE learned while training in the closed-set scenario,
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but set aside the classifier Mc. We replace Mc with a new
MLP classifier Mo designed to associate the images to the
open-set camerasCopen−set .We extract features fopen−set from
the training images in the open-set {Iopen−set}train using the
feature extractor FE . These features are fed to the open-set
classifier Mo to learn mapping images to the cameras in the
open-set. After the open-set classifier is trained to differenti-
ate between cameras in the open-set it will be deployed to
perform source identification of the images in the test set
{Iopen−set}test .
The proposed method solves the limitation of incorrectly

mapping the image to one of the cameras in the closed-set
by the existing techniques. With the combination of feature
extractor f (·) (trained on closed-set data) and classifier m(·)
(trained on source information extracted from open-set data),
we provide the solution d for source camera identification in
the open-set scenario. During the investigation, the forensic
analyst will have access to the image in question I , the suspect
camera C , and the trained feature extractor (FE ) capable
of extracting the camera-specific feature from the image in
question. To map an image to a suspect camera based on
closed-set approach, the forensic analyst must re-train the SCI
system on the sample images taken with the suspect camera.
On the contrary, in the open-set scenario, the proposed feature
extractor (FE ) can be directly employed to extract source
information without requiring to re-train it on the sample
images taken by the suspect camera in order to attest that the
image in question is taken by the suspect camera.

III. EXPERIMENTAL RESULTS AND DISCUSSION
A. EXPERIMENTAL SETUP
The original images in the Daxing dataset [29] are used to
build the feature extractor in the closed-set scenario, whereas,
the original and social network images from the VISION
dataset [30] are used for the evaluation of the open-set sce-
nario. The entire dataset is split into train and test sets, with
75% of images from each device being randomly selected
for training and remaining images (25%) from each device
being used for testing. Because the number of images for each
camera is limited, we split each image into two equal sized
patches to produce a larger dataset for the training process.
Each patch is downsized to 224 × 224 pixels to meet the
input size requirement of the ResNet101model. Details of the
camera device and the images used are provided in Table 1.
We train the ResNet101 and MLP for 20 and 1500 epochs,
respectively. The optimum set of parameters are obtained by
minimizing the categorical cross-entropy loss function using
Adam optimizer with the learning rate and mini-batch size set
to 0.0001 and 12, respectively. Experiments are performed in
MATLAB2021a using a HP EliteDesk 800 G4 Workstation
with 32GB RAM and NVIDIA GeForce GTX 1080 GPU.

B. CLOSED-SET EVALUATION
First, we create the closed-set of cameras (Cclosed−set ) by con-
sidering the different camera devices of the same brand and

model to build the feature extractor. We train the ResNet101
model using the original images taken from cameras in
Cclosed−set (as given in Table 2) to capture the source infor-
mation for the exact device identification. Next, to verify the
ability of the features captured by the feature extractor in
identifying the source camera, we train the MLP classifier
(Mc) using the 2048 dimensional features (fclosed−set ) taken
by the GAP layer of the trained ResNet101 model. In Table 2,
we report the performance achieved by the proposed system
on camera device identification in terms of classification
accuracy, average precision and average recall achieved on
the testing set. It can be noticed from the results that the
proposed system is able to effectively trace back the images
to their respective source cameras. It demonstrates the good
ability of the proposed feature extractor in capturing the
source information capable of distinguishing devices of the
same model.

C. OPEN-SET EVALUATION
We conduct a set of experiments to evaluate the performance
of the proposed system in identifying the exact source of
original/social network images in an open-set scenario. For
these experiments, we employ the ResNet101 model trained
previously on the original images taken with (i) three devices
of Vivo X9, and (ii) five devices of the Xiaomi 4A model as
the feature extractor (FE ). Given the fact that in a real-world
forensic investigation, the number of suspect cameras belong-
ing to the same model is usually less, we choose a smaller
number of devices for open-set evaluation to mimic the prac-
tical scenario (as reported in Table 3). Our approach proceeds
by first extracting the features using the feature extractor (FE )
and training the MLP classifier (Mo) based on the features
extracted from the training images {Iopen−set}train. Once the
classifier is trained, it is used to predict the source camera of
original test images {Iopen−set}test . Furthermore, we evaluate
the robustness in two phases: (i) without prior knowledge
of social network images (here, the MLP classifier (Mo)
does not receive features extracted from the social network
images for training), and (ii) with prior knowledge of social
network images (here, the MLP classifier (Mo) receives fea-
tures extracted from the social networks images for training).
We evaluate the performance of the proposed system on
original test images and all three post-processed versions of
the test images (shared through Facebook in high quality:
FBH, and low quality: FBL, and WhatsApp: WA). The iden-
tification accuracies achieved without prior knowledge of the
social media images are reported in Table 3. From this table,
we can observe that the proposed data-driven system has the
ability to identify the source camera in the open-set scenario.
In particular, the proposed feature extractor trained only on
three device of Vivo X9 model is able to distinguish between
eight cameras (VISION-8) with 88.97% identification accu-
racy and achieved greater than 90% identification accuracy
in differentiating different devices of the same model. This
demonstrates the good generalization capability of the pro-
posed system in distinguishing camera devices that are never
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TABLE 3. Identification accuracy achieved on original and social network images in the open-set scenario.

TABLE 4. Training time evaluation.

TABLE 5. Identification accuracy achieved in closed-set scenario by the
state-of-the-art techniques trained on three devices of Vivo X9 model.

seen before. Moreover, these results demonstrate that a CNN
can learn camera-specific features to identify the unknown
cameras even from images taken with cameras that are not
used while training the feature extractor. Furthermore, albeit
the images shared through social networks were not part of
training the proposed classifier, the identification accuracy
achieved on test images shared through social networks is
close to the performance of the proposed system on origi-
nal test images. Thus, the results show that the impact of
unknown post-processing applied by the social network on
the proposed system is very minimal.

We perform an additional experiment to see how prior
knowledge of social media images benefits the proposed sys-
tem in identifying the source camera of the degraded images.
To do this, we train the MLP classifier (Mo) with features
extracted from images shared through social networks, and
the resulting accuracies on the test images are reported in
Table 3. The results show that the prior knowledge yields
marginally improved accuracies on shared images, which

TABLE 6. Comparison of proposed method with state-of-the-art methods.

suggests that the proposed feature extractor has good capabil-
ity to learn the source information from the degraded images.
It is worth highlighting that the proposed feature extractor
is trained on original images taken with closed-set cameras.
Therefore, even if it is trained on original images, it still has
the good generalization ability to identify the exact device of
the social network images taken with cameras that are never
seen before with considerably high accuracy.

Further, we have calculated the time involved in re-training
the entire model (ResNet101 +MLP classifier) from scratch
and training only the classifier by freezing the trained
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feature extractor (ResNet101). It is observed that on average
re-training the entire model takes around 20 minutes for
two cameras and 116.09 minutes for eight cameras. Whereas
employing the ResNet101 model as a feature extractor and
training the MLP classifier takes only 0.5 minutes for two
cameras and 2.85minutes for eight cameras. Also, when there
is more number of cameras involved, training time might be
seen to increase significantly. Therefore, re-training the deep
CNN is not feasible in the real-world forensic scenario.

D. PERFORMANCE COMPARISON WITH
STATE-OF-THE-ART
Various CNN frameworks are used in the literature to perform
source camera identification. Here, we employ the state-of-
the-art CNNs [10], [12], [13], [15], [16], and [26] as the
feature extractor to investigate their feasibility for an open-set
scenario. For this comparative analysis, we consider original
images taken from three devices of Vivo X9 model to train
the feature extractor. We compare the performance of the
proposed method with the state-of-the-art techniques in the
closed-set scenario. The identification accuracy achieved on
the test images taken from three devices of the Vivo X9model
are reported in Table 5. We can notice that the state-of-the-
art data-driven systems [12], [13], [15], [16] have performed
equally well in distinguishing different devices of the same
model in closed-set scenario.

For the open-set evaluation, we consider the state-of-the-
art feature extractors trained on three Vivo X9 devices to
perform source identification. We summarize the achieved
results in terms of classification accuracy on original
(Orig)/social network images in Table 6. It can be observed
that the state-of-the-art CNNs that have shown excellent
performance in closed-set SCI in the literature (as seen in
Table 5) report a significant drop in the classification accu-
racy in open-set scenario. In particular, the feature extractors
[12], [13], [15], [16] that achieved a classification accuracy
of over 96% in closed-set source identification were unable
to trace back images to the unknown cameras. For example,
the performance of the CNN developed by Yao et al. [12] that
had achieved 96.78% accuracy in closed-set scenario dropped
to 38.89% in the case of distinguishing three devices of the
iPhone 5c model in the open-set scenario. Noticeably, the
residual network with five convolutional blocks proposed by
Chen et al. [16] specifically to perform exact device identi-
fication is ineffective in differentiating devices of the same
model in the open-set scenario. Further, the CNN framework
proposed by Bayar and Stamm [26] specifically to address the
camera model identification in open-set scenario performed
poorly in the case of exact device identification. The possi-
ble reasons for the inferior performance of the state-of-the-
art CNNs in open-set scenario is the use of shallow CNN,
which may not be sufficient to learn generalized information
to perform source identification in the open-set scenario.
In particular the forensic features learned by those CNNs are
overfitting to the cameras used to train the feature extractor

FIGURE 2. ROC for the proposed method and state-of-the-art.

and hence unable to distinguish between camera devices used
in the open-set scenario.

By leveraging the powerful learning capability of the resid-
ual neural network we were able to learn the intrinsic source
information to trace back the images to the cameras in the
open-set scenario. To identify the most suitable ResNet vari-
ant for the open-set SCI problem, we analyse the behaviour
of other variants such as ResNet18 and ResNet50 paired
with MLP classifier. The identification accuracy achieved
by different variants of residual network in differentiating
three devices of the iPhone 5c model are reported in Table 6.
We can notice that the ResNet101 variant has outperformed
the other variants in terms of source identification accuracy,
further demonstrating the vital role that deeper CNN plays
in learning the most discriminating characteristics for source
camera identification. To further confirm the effectiveness of
the proposed system, we use ResNet101 as the baseline and
train the machine learning classifiers such as SVM and KNN
using the features extracted by the ResNet101. Specifically,
it shows which combination of the feature extractor and
classifier enables to achieve high performance in open-set
scenario. Noticeably, our feature extractor (ResNet101) asso-
ciatedwith theMLP classifier outperforms the choice of other
classifiers. The more comprehensive picture of the feasibility
of the source information extracted by various feature extrac-
tors is illustrated in Figure 2 by plotting Receiver Operating
Characteristic (ROC) curves for the Samsung Galaxy (SG)
S3 Mini device. The proposed system surpassed the state-of-
the-art CNNs by a large margin, with an area under curve of
0.9549. The existing techniques are adversely affected due
to the presence of unknown camera devices which greatly
hinders their classification capability. This clearly shows that
the forensic feature extraction learned by existing CNNs
developed for closed-set SCI is not appealing for open-set
scenario.

IV. CONCLUSION
In this work, we propose a CNN-based data-driven system
to perform open-set SCI on original images and those shared
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through social networks. To do this, we train the ResNet101
model on images taken with the closed-set of cameras to
learn to capture the source information from images. For the
evaluation of the open-set scenario, we exploit the feature
extractor trained on a known set of cameras and train the
MLP classifier on the extracted features to perform source
identification on both original and social network images.
The comparative analysis shows that our proposed system
has a good generalization to unseen cameras and is resilient
to the unknown compression applied to the images by social
network platforms. Testing on various sets of cameras con-
firms the effectiveness of the proposed system in extracting
the source information to identify the source camera of a new
image under investigation.

Some of the aspects of future research in this regard would
be to investigate the performance on the doctored images to
test the robustness of the proposed method. Further, images
that have been altered using a phone other than the source
camera may contain traces that are not unique to the source
camera, opening the door to the counter-forensic investiga-
tion. The encouraging results obtained motivate us to extend
the proposed work to perform a detailed analysis of the
influence of such images on the identification results of the
proposed method.
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