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ABSTRACT Cluster architectures are an effective approach for organizing sensor networks to balance the
load and prolong network life. To cluster wireless sensor networks, this paper proposes an energy-efficient
distributed algorithm. This algorithm uses two techniques (partial clustering and multi-criterion cluster
formation) for efficient use of the sensor nodes’ energy. When a header expends a certain amount of power,
it only notifies the nodes in its cluster that new clustering is required in the next round. Therefore, in contrast
to previous studies that performed complete clustering, clustering in the present work is performed partially,
which considerably reduces the clustering overhead. In addition, a multi-criterion score is calculated for each
node. In this algorithm, a node with the highest remaining energy and score is a more suitable candidate to
be selected as the head of the cluster. In addition, a regular node becomes the member of the cluster with
the highest score in its vicinity. The experiments reveal the superiority of the proposed algorithm over other
simulated algorithms in terms of energy savings and network lifetime.

INDEX TERMS Sensor networks, clustering, network lifetime, energy efficiency, distributed algorithm.

I. INTRODUCTION

Wireless sensor networks (WSNs) provide reliable remote
monitoring. These networks are commonly used as data
collection networks. In these networks, the sensed data are
highly correlated, and the end-user requires high-level infor-
mation from the raw data [1], [2]. The main task of any sensor
node in these networks is to detect events, quickly process
local data, and transmit information [3]. In applications where
nodes are left in the sensor environment, they have low
mobility and are limited in their energy and processing power
[3], [4], [5], [6]. Recharging the battery of sensor nodes may
be impossible or costly, therefore, all design aspects related
to sensor networks, from hardware to protocols, should be
highly energy efficient [2], [7].

In cluster-based WSNs, network nodes are split into clus-
ters. The task of each sensor node is to transmit the infor-
mation received from the environment to the head of its
cluster and the cluster header (CH) transmits the information
collected from the members of its cluster to the Base Station
(BS). The headers significantly decrease the amount of data
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transmitted to the BS by aggregating and merging the raw
data received from their member nodes, resulting in savings
in bandwidth and network energy resources [8], [9], [10].
When clusters are created, each sensor node is given a specific
time slot. Therefore, every member node knows when to send
its data. As a result, except for its specific time interval, a
node can sleep during the remaining Time Division Multiple
Access (TDMA) frame. In other words, it just needs to be
active during its specific time interval [11], [12]. In short,
using a common timeline, clustering coordinates nodes to
transfer their data in the steady-state phase, thus eliminating
overhearing, collisions, and idle listening. As a result, cluster-
ing results in a significant reduction in the energy dissipation
of the nodes [8], [13], [14]. In addition, clustering allows
the network to be scalable into hundreds or thousands of
nodes. In many applications, clustering is used as a common
solution to take advantage of correlation and eliminate the
redundancy of data received from sensors. However, despite
these advantages, clustering leads to significant overhead due
to the exchange of clustering messages.

In this paper, a Multi-criterion Partial Clustering Algorithm
(MPCA) for WSNs is presented. In this algorithm, based
on local information, each node decides whether to become
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a CH or join a cluster. The nodes have a partial view of the
sensor network. In other words, the algorithm is distributed.
Clusters created based on this algorithm are not fixed and
change over the lifetime of the network, i.e. clustering is done
dynamically. In this algorithm, nodes use an iterative process
to decide their status. Whenever a node either recognizes a
header to join or becomes a header, it will stop performing its
iterative process. The goal of MPCA, as the main contribution
of this paper, is to achieve greater energy savings for nodes
and thus increase the lifetime of the network. The main
properties of MPCA are as follows:

« In contrast to previous approaches that performed com-
plete clustering, this paper recommends partial cluster-
ing. In MPCA, partial clustering is performed whenever
a CH has consumed a certain portion of its energy. Using
a special message, CH notifies member nodes of its
inability to continue current responsibilities. Each mem-
ber that receives this particular message from its cluster
header prepares itself for clustering at the beginning of
the next round. Using partial clustering, MPCA reduces
both the additional overhead caused by the consecutive
clusterings and the clustering messages when compared
to the previous algorithms.

o In MPCA, the headers are picked based on their residual
energy and their score. Hence, each node calculates a
multi-criterion score. The amount of the score depends
on the number of its neighbors and the centrality of the
sensor node between its neighbors. In addition, each
regular node chooses a cluster header with the highest
score to join.

o The simulation results reveal the superiority of MPCA
over the other simulated algorithms in terms of energy
savings and lifetime.

The outline of the paper is as follows: Section 2 describes
related works. In Section 3, a decentralized energy-aware
clustering algorithm is introduced. In Section 4, the sim-
ulation results from the comparison of some well-known
algorithms and the MPCA algorithm are presented in terms of
the number of CH elections, the number of clusters created,
the energy consumption, and the network lifetime. In the last
section, a conclusion is presented.

Il. RELATED WORKS

Previous clustering algorithms in the literature are either
static or dynamic. In static clustering [15], [16], clusters
are formed once and for all time. Conversely, in dynamic
clustering [17], [18], the lifetime of the network is broken
down into periods called rounds. Clusters are formed at the
beginning of each round and are fixed throughout the round.
At the beginning of the next round, clustering is done again.
Consecutive reclustering imposes additional overhead on the
network nodes.

To cluster WSNs, some current algorithms use various
tools such as fuzzy logic or metaheuristic algorithms. For
example, TTDFP [19] is a two-tier fuzzy algorithm for node
clustering and multi-hop routing in WSNs. TTDFP uses the
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simulated annealing algorithm to adjust the effective fuzzy
parameters in the clustering process. As another example of
fuzzy usage in clustering WSNss, the authors in [20] presented
a solution that improves the efficiency of fuzzy clustering
algorithms by a metaheuristic algorithm.

The clustering algorithms presented in previous research
are either centralized or distributed. In the centralized
approach [2], [10], [12], [21], it is tried to present a good
clustering algorithm relying on different methods and tools
such as metaheuristic algorithms. However, centralized algo-
rithms are not efficient in large-scale networks. Because all
the necessary information for running a centralized algo-
rithm must be collected in a control center (such as BS),
the time and energy of nodes are wasted especially in large
networks. In the distributed approach [9], [13], [22], [23],
[24], [25], each node independently decides based on local
information to join a cluster or become the head of the cluster.
Accordingly, such algorithms are more efficient for large-
scale networks than centralized algorithms.

From another point of view, distributed algorithms are
mostly probabilistic or iterative. Iterative algorithms [18]
involve nodes to perform clustering in an iterative process.
On the other hand, probabilistic algorithms [17], employ
probabilistic methods to select CHs and form clusters. In the
following, a brief overview of three leading dynamic dis-
tributed clustering algorithms applied in the simulation of this
paper is presented.

LEACH [17], [26] is a probabilistic dynamic distributed
clustering algorithm. Network operations in LEACH include
the setup and steady-state phases. In the setup phase, a ran-
dom number is selected by each node. The node becomes CH
if the produced number is lower than the threshold T(n). The
method of calculating T(n) is as follows:

P ifneG
T (n) = 1—px(rm0d1%) 1)

0 otherwise

In the above relation, r contains the current round number, p,
the desired percentage of the number of CHs, and G includes
nodes that have not been converted to CH in the last 1/p
rounds. If a node is selected as a cluster header, it is necessary
to send a message to all network nodes to announce this issue.
Upon receiving this notification, each non-CH node selects
the nearest CH to join. Each regular node then notifies its CH
that it wants to join. Based on the TDMA approach, each CH
allocates a time slot to each of its member nodes so that the
member node can send the sensed data to its CH in the next
stage. During the steady-state phase, each CH, after receiving
the data sent from the nodes of its cluster member, aggregates
them and sends the aggregated data to BS. In this phase, the
main operation of the network is to deliver the received data
of the field to the BS. After the end of the steady-state phase,
the current round is over and it is necessary to recluster the
network at the beginning of the next round. Compared to
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previous research, the advantages of the LEACH algorithm
are:

« Reclustering at the beginning of each round balances the
energy consumption of the nodes, thereby increasing the
lifetime of the network.

o In the LEACH algorithm, nodes do not need global
network information and the algorithm is distributed.

The weaknesses of the LEACH algorithm are:

« When selecting CHs, LEACH does not take into account
the residual energy of the sensor nodes.

« Since the selection of CHs is random, it is possible that
some CHs are located close to each other and are not
well distributed in the field.

« In LEACH, CHs need to transmit their data directly to
BS. This is not always possible because BS may not
be directly accessible due to factors such as barriers.
Therefore, the use of LEACH in large-scale networks is
not recommended.

HEED [18], [27] differs from LEACH in how CHs are
selected. Both CH selection and cluster formation are based
on a combination of the two parameters. The initial param-
eter depends on the remaining energy of the node. The cost
of intra-cluster communications is considered an alternative
parameter. In the HEED algorithm, the communication cost
is either proportional to 1/node degree, if the production of
dense clusters is desirable, or the degree of the node, if the
load distribution between CHs is desirable, or AMRP which
is defined as the average of the minimum power levels for M
nodes in the cluster range that can be accessed CH u, i.e.
M MinPwr(i)

i .

In the HEED algorithm, regular nodes select a cluster
header to join that has the least communication cost. On the
other hand, cluster data is sent to BS by CHs in the form of
multi-hop. The advantages of the HEED algorithm are:

o Usually, nodes that are within the range of each other
do not become CH concurrently. Therefore, in this algo-
rithm, CHs are well distributed in the environment.

e Multi-hop communication between CHs and BS
increases energy savings and scalability.

Transmission distance is a very important factor in
node energy waste. To reduce the transmission distance,
EHEED [28] (Extended HEED) allows multi-hop communi-
cation within the cluster. In other words, regular nodes can
send their data to the cluster header through other cluster
member nodes. This improvement makes intra-cluster com-
munication cost-effective. However, in this algorithm (similar
to LEACH and HEED), performing periodic clustering at the
beginning of every round imposes a great energy overhead.
The overhead wastes network resources and reduce network
lifetime.

AMRP (u) =

1ll. DESCRIPTION OF THE MPCA ALGORITHM
This section shows the MPCA algorithm and its pseudocode.
The MPCA operation consists of rounds, and each round
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Algorithm 1 Pseudo Code of Local Clustering
1. Ecp: Residual energy of the CH node in the end of recent setup phase.
2. «a: A floating-point number which is fixed and 0 < o < 1.
3. WHILE steady-state phase is not expired DO
IF node is CH AND E,giquai < «Ecyg THEN
SEND elec — msg TO its member nodes
ELSE-IF node is member AND elec — msg received THEN
The node participates in reclustering for the upcoming round.

N o

includes the setup phase and the steady-state phase. In the
setup stage, CH selection and cluster formation are done.
Besides, at this stage, cluster members are scheduled by CH
to send their data during the steady-state phase. Regardless
of the network diameter, the clustering process ends in a
fixed number of iterations. The time interval required for the
clustering process is denoted by Tcp. At the end of Tcp, each
sensor node is either an ordinary node that belongs to exactly
one cluster or is selected as CH. The steady-state phase
consists of TDMA frames. During each frame, each regular
node sends the sensed data to its CH at the assigned time
slot. At the end of every TDMA frame, the aggregated data
is transmitted to BS by each CH via a multi-hop fashion over
other CHs. In other words, cluster headers are responsible for
intra-cluster coordination and inter-cluster communication.
For inter-cluster communication, multi-hop routing is used.
To create inter-cluster paths for multi-hop communication
with BS, CHs can use an energy-aware routing protocol.
In other words, the backbone of the network is formed by
CHs, so that packets on CHs are routed in multiple hops from
every CH to the BS.

A. PARTIAL CLUSTERING

MPCA’s innovation is that it does the setup phase partially
instead of completely. Also, instead of clustering at the begin-
ning of each round, it does so occasionally, as shown in
Algorithm 1. To implement, at the end of each setup step
when the clustering process is complete, each CH stores
its residual energy in its Ecy variable. A partial clustering
is required whenever the residual energy of a CH, denoted
by Ejesidual, during the steady-state phase becomes less than
oEcy (o is a constant and 0 < o < 1). To perform partial
clustering, at the end of the current TDMA, a depleted CH
sends a message called elec-msg to its member nodes. Upon
receiving this message, member nodes are prepared for clus-
tering at the beginning of the next round. Therefore, cluster
formation and CH election are performed partially rather than
completely. This means that all the nodes in the network
are not required to participate in the CH election process.
Therefore, during Tcp interval, some nodes may perform CH
election while other nodes wait until this duration finishes.
Consequently, the overhead due to frequent complete reclus-
tering is considerably reduced, because clustering is done not
only sporadically but also partially. As a result, the energy
dissipation of nodes is decreased and the network lifetime is
increased.
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B. MULTI-CRITERION SCORE

In the MPCA algorithm, the higher the score, the better the
chance of being selected as CH. On the other hand, each
regular node chooses the CH with the highest score in its
vicinity to join. Each node calculates its score based on
Equation (2):

score; — Z?um of neighbors . 21 _ @)
j=1 dist“(i, j)
The two criteria of node degree (the number of neighbor
nodes) and node centrality (the centrality of a node among
its neighbor nodes) are combined in equation (2) to yield less
energy consumption and a longer network lifetime. The effect
of these two characteristics on the score are as follows:

The shorter the neighbors’ distance from node v, the higher
the score; value. This means that node i is more appropriate
for selection as CH if it is more central among its neighbors.
The feature of node centrality in CH selection has the follow-
ing advantages:

o With less power consumption, each regular node can
communicate with its CH. Since the energy required to
transmit a message is often proportional to the square
of the distance, the lower the centrality of the node, the
less energy required to send data from other nodes to that
node.

« Radio wave interference among CHs is reduced. If the
CHs are not in the center of their clusters, some CHs may
be in the transmission range of each other and this wave
interference leads to the waste of network resources.

The higher the number of neighbors in node v, the higher the
score; value. In other words, under these conditions, node i is
more suitable for becoming CH, and therefore, dense clusters
are formed. To group spatially close sensor nodes, network
splitting into dense clusters is an important goal in many
applications. In these applications, the goal is to use data
correlation to remove redundant data from sensor readings.

C. CLUSTERING PROCESS

Neighborhood information is updated at the beginning of
the MPCA clustering process. Then, each node calculates its
score independently. The calculated scores are not distributed
to neighbors because they can be exchanged via CH_msgs in
the following. Note that calculating the score of each node
and updating the neighbor information does not have to be
done every time clustering triggers. Initially, the optimal ratio
of CHs from the total nodes is determined by C,,. Here,
Cprob 1s set to 0.05. Each node calculates its probability of
becoming a CH, CH pp, (the same as [27]):

CHproh — MAX(Cpmb * <Eresidual/Emax) ,pmm).

In the above relation, E,,, is the residual energy related
to when the battery is fully charged and E,egiguq is the
current energy of the node. CH oy should not fall below
a certain threshold, p;;,. The threshold is proportional to
the inverse Ej.c. Using the pp, threshold, the number
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Algorithm 2 Pseudo Code of Clustering Process

num of neighbors 1
L. score <— >~/ dist2 (me,v)

2. CHppop <— MAX (Cprop X (Eyesidunt/Emax ), Pmin)

3. is_deterministic_.CH <— FALSE

4. WHILE CHpepioys # 1 DO

5. IF (Scy <— {v: v is a candidate_CH or deterministic_CH}) # @

6. IF (Sgeterministic-cH <— ({v: v is a deterministic_CH}) = @
7. IF NodelD = MOST_SCORE (Scy) AND CHppq = 1

8. CH_msg (NodelD, deterministic_CH, score)

9. is_deterministic_CH<— TRUE

10. ELSE-IF CHprog = |

11. CH_msg (NodelD, deterministic_CH, score)

12. is_deterministic_CH <— TRUE

13. ELSE-IFRandom(0,1) < CHpypq

14. CH_msg (NodelD, candidate_CH, score)

15. CHprvious <— CHprob

16. CHppoq <— MIN (CHprog x 2, 1)
17. END-WHILE

18. IF is_deterministic_CH = FALSE

19. IF Sqelermimstic-cH 7 D

20. my_CH MOST_SCORE(S jelermimstic-CH )
21. JOIN-CLUSTER (my_CH,NodelD)

22. ELSE

23. CH_msg (NodelD,delermimstic_CH,score )

of iterations of the second phase is limited to O(1). See
lines 1-2 in Algorithm 2.

In the following, Scy is defined as: Scy = Scandidate_caHY
Sdeterministic_CH» Where Scandidare_c = {All candidate CHs
selected from iterations 1 to i} and Sgererminisiic ca = {All
deterministic CHs selected from iterations 1 to i}. During
the execution of lines 3-23, a node may be a determinis-
tic CH or a candidate CH or it may be covered by other
nodes. In Algorithm 2, nodes with more energy have a better
chance, CH pp, of becoming a candidate CH. Whenever a
node is selected as a candidate CH, it announces its new
status by sending a message to all nodes within its cluster
(Lines 13-14). In subsequent iterations, the node becomes a
deterministic CH if CH ), reaches one, and also the node
has the highest score among the candidate CHs in its vicinity
(Lines 5-12). Once selected, the node broadcasts a determin-
istic CH message to its neighbors within its cluster range.
On the other hand, whenever a node receives a deterministic
CH message from a cluster header, it can no longer become
a CH. This regular node in its cluster radius selects one of
the deterministic CHs based on the score of that deterministic
CH. In Lines 15-16, each executor node doubles its CH ,op
and goes to the next iteration of the loop. The run loop
stops when CH peyious T€aches one. Accordingly, nodes with
more energy execute loop commands earlier than others. This
prevents the node with less energy from turning into a CH.
Note that each candidate CH (or deterministic CH) node
does not need to send a CH_msg message every time the
loop is repeated. Except for the deterministic cluster headers
identified so far, the other nodes make the final decision about
their status by doing Lines 18-23. If a node receives at least
one deterministic CH message, it selects the CH with the
highest score from its adjacent deterministic CHs. In the event
that a node does not receive any deterministic CH message
while completing the loop execution, it finds itself uncovered
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TABLE 1. Parameter setting.

Parameter Value
&y 10 PI/Br1/v>
£, 0.0013 pJ/bit/m*
Eue 50 nl/bit
Eon 5 nl/bit/signal
Idle power 13.5 mW
Sleep power 15 pW
Threshold distance {do} 75m
Initial energy per node 2)
Round time 20 sec
Round 5 frame
Data packet size 100 byte
Control packet size 25 byte
Prmin 107"

and therefore has to present itself as a deterministic CH
(Lines 22-23).

The execution time of the clustering algorithm depends on
the number of times the loop instructions (Lines 4-17) are
executed. This number also depends on the initial value of
CH pop Which is limited by pj;,,. Since the maximum number
of times the loop instructions are executed is fixed and does
not depend on the number of nodes or other factors, the time
complexity of the clustering algorithm is O(1).

IV. PERFORMANCE EVALUATION

In this section, similar to [29] and [30], the proposed
algorithm is compared with LEACH, HEED, and EHEED
algorithms. The simulations were performed in MATLAB
software (similar to [8] and [31]). To compute the energy
dissipation of radio hardware, a simple model [27] has been
considered. Therefore, to transmit a k-bit message at dis-
tance d, the radio consumes: if d > dy then Ep (k,d) =
KEeiec + kemad® otherwise Ery (k,d) = kEeiec + kegd?.
To receive this message, the radio wastes: Egy, (k) =
ERy_ciec (k) = kE,j... Note that the value of dj is calculated
as dy = \/€f;/€ma- As studied in [20], this value for dy leads
to the better results in the simulation of clustering algorithms.

The following common parameters and assumptions

(similar to [8], [17], and [18]) are applied:

« To support different MAC protocols, each node has the
necessary computing power and can perform signal pro-
cessing functions.

« The sensor nodes are homogenous and quasi-stationary.

o Each node makes decisions based on local data and
independently because the clustering is completely dis-
tributed. Also, the antennas equipped with GPS are not
installed on the nodes.

o Table 1 shows the rest of the parameters.
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FIGURE 1. The lifetime of the proposed algorithm for the different
number of nodes and alpha. (a) first scenario and (b) second scenario.

In the simulation experiment, the size of nodes 100, 200,
300, and 400 are chosen. Simulations are performed for two
scenarios: (1) first scenario: A network with nodes randomly
deployed in an area of 100 x 100 m? and the coordinate of
BS is (50, 175). (2) second scenario: A network with nodes
randomly deployed in an area of 200 x 200 m? and the
coordinate of BS is (100, 275).

In HEED, EHEED, and MPCA, despite the difference in
the number of the scenarios’ nodes, by adjusting the cluster
range, approximately five percent of the nodes are selected
as CH. In the following, the appropriate value of « is studied,
then the energy consumption and lifetime of the network, the
number of clustering operations, and the number of clusters
created in the network are investigated.

A. ALPHA PARAMETER

MPCA performs clustering partially. After a CH depletes a
predetermined fraction of its energy (i.e. Ejesigual < ®Ecn),
it directly informs its member nodes to perform reclustering
at the beginning of the next round. Here, the value of «
parameter is obtained by a manual trial and error process.
To investigate the effect of o on network lifetime, MPCA was
run for both scenarios (for this evaluation, the initial energy of
the nodes was assumed to be 0.2 J). In Figure 1, each graph
is the average of three runs. « varies from O to 1, and the
number of nodes is 100, 200, 300, and 400. These charts are
based on FND. Also, the average of the four mentioned plots
is demonstrated.

When « is zero, reclustering is not performed during the
lifetime of the network (that is, static clustering where clus-
ters and CHs are fixed). In homogeneous networks where the
nodes have similar capabilities, the energy of the CHs will run
out quickly. If the CH dies, the cluster becomes inefficient.
When « is one, similar to LEACH, HEED, and EHEED algo-
rithms, complete clustering is performed in every round. The
average graph in this figure shows that considering @ = 0.7,
almost the best lifetime of the network is obtained. Therefore,
the next evaluations (Figures 2-9) have applied this alpha
value.

B. ENERGY CONSUMPTION
In this subsection, energy dissipation for clustering the net-
work nodes and transmitting sensed data to BS are evaluated.
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Note that, due to the high energy consumption of nodes by
LEACH in scenario 2, the vertical axis of the figures does not
have the same range of data.

Figure 2 evaluates the average energy loss per election
for the simulated algorithms. Due to low clustering message
complexity, the MPCA algorithm performs better than oth-
ers. Another reason is that MPCA algorithm messages like
HEED and EHEED are sent within the cluster radius. Since
the LEACH algorithm does not apply the cluster radius to
limit the message distribution range, the amount of energy
consumed for clustering in this algorithm depends on the
network diameter. This has caused the LEACH algorithm
to have the highest energy dissipation. This issue is shown
in the difference between the LEACH algorithm values in
Figure 2(a) and Figure 2(b).

In Figure 3, the average energy loss of the clustering
algorithms in each round is shown. Compared to the other
two algorithms, the average of MPCA is much lower. The
reasons for this difference are partial clustering, a low number
of clustering messages, and not being done clustering at the
beginning of every round.

Figure 4 illustrates the average energy dissipation for data
transmission. Because MPCA uses the multi-criterion score
to form better clusters, it expends less energy during the
steady-state phase compared to other simulated algorithms.
MPCA uses the multi-criterion score which is a combina-
tion of node centrality and node degree. Therefore, clus-
ters formed by MPCA are better than HEED, EHEED, and
LEACH. Figure 4(b) shows that LEACH consumes the most
energy in data transmission to BS as well as intra-cluster
communication. Since in LEACH, CHs may not be fairly
distributed in the field, some cluster members may be located
far from their respective CH. Therefore, its intra-cluster com-
munication is not energy efficient.

To summarize Figures 3 and 4, Figure 5 evaluates the
average total energy consumption per round for all com-
pared algorithms. This figure shows that MPCA is an energy-
efficient algorithm in which the size of the network diameter
does not have a significant effect on its energy consumption.

The ratio of WSN clustering energy dissipation to total
energy consumption (i.e., clustering overhead) for each algo-
rithm is depicted in Figure 6. Compared to the HEED,
EHEED, and LEACH algorithms, the MPCA algorithm cre-
ates much less clustering overhead in both scenarios. The
result of the experiments in this section is that MPCA is an
energy-efficient algorithm.

C. NETWORK LIFETIME

In Figure 7, for the different number of nodes, the network
lifetime of the simulated algorithms with the two described
scenarios are compared. In the MPCA, HEED, and EHEED
algorithms, the FND is decreasing for 100-400 nodes. The
reason is that to simplify the simulation, a simple power-
aware routing algorithm is used (Figure 7(a) and (b)). This
routing algorithm picks the least energy paths for data trans-
mission through the CHs. Since the minimum energy paths
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FIGURE 5. Total average energy expended in the network per round.
(a) first scenario and (b) second scenario.

are employed during the entire steady-state phase, the CHs of
these paths (especially the cluster heads through which more
paths pass) are depleted earlier than other nodes. To prolong
the lifetime of the network, instead of the power-aware rout-
ing algorithm, probabilistic routing can be used in which dif-
ferent routes are used with various probabilities. In Figure 7,
the superiority of MPCA over other simulated algorithms
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in every definition of the network lifetime (First Node Dies
(FND), Half of the Nodes are Alive (HNA), and Last Node
Dies (LND)) is illustrated. Consequently, in terms of the num-
ber of nodes and network size, MPCA is a scalable clustering
algorithm.

D. THE NUMBER OF CH ELECTIONS AND CLUSTERS

Figure 8 compares the total number of reclustering (CH elec-
tions) performed until LND in the simulated algorithms.
In HEED, EHEED, and LEACH algorithms, the setup phase
is performed in every round. On the other hand, the total
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FIGURE 8. The number of clustering in LEACH, HEED, EHEED, and the
proposed algorithm. (a) first scenario and (b) second scenario.
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FIGURE 9. The number of clusters in LEACH, HEED, EHEED, and the
proposed algorithm. (a) first scenario and (b) second scenario.

number of reclustering operations in MPCA is much less than
in the other two algorithms. The figure shows that as the
number of nodes increases, the number of reclustering also
increases. This is because the LND value increases as the
number of nodes increases (see Figures 7(e) and (f)). In the
LEACH algorithm, because the LND value of scenario 2 is
much lower than that of scenario 1, the number of cluster head
elections in scenario 2 also reduces.

Fig. 9 demonstrates that these three algorithms have similar
conditions in terms of the number of clusters. Therefore,
according to Fig. 9 and Fig. 2-8, we can conduct that the
novelty used in MPCA caused its superiority in terms of
network lifetime and energy consumption in comparison with
the other two algorithms.

V. CONCLUSION

In this paper, an energy-efficient distributed clustering algo-
rithm called MPCA for WSNs is presented. The message
overhead of the proposed clustering algorithm is low and
also the cluster heads are fairly distributed throughout the
network. This algorithm may be applied for applications that
need scalability, a lengthened lifetime and the nodes are
dispersals in a spacious field. It is assumed that the nodes of
the network are quasi-stationary. Nodes are location-unaware
and have equal importance. MPCA selects CHs based on their
multi-criterion score and residual energy. On the other hand,
each regular node becomes a member of the cluster head
with the highest score in its vicinity. After clustering is com-
pleted, MPCA creates an inter-cluster multi-hop network over
the CHs. To evaluate the efficiency of MPCA, well-known
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algorithms of LEACH, HEED, and EHEED were simulated.
According to the simulation results, MPCA outperforms the
compared algorithms in terms of network lifetime and energy
saving. This advantage is due to (1) clustering being done
on-demand and partially, (2) multi-criterion clustering being
used, and (3) the number of messages required for clustering
being low. While the MPCA algorithm clusters homogeneous
nodes, the development of the algorithm to cluster heteroge-
neous nodes is left as future work.
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