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ABSTRACT This paper introduces an end-to-end processing method for multiple periodicity signal detection
and analysis with particular application in software analysis using analog side channels. The probabilistic
distributions of signal blocks are estimated with kernel density estimation. The corresponding kernel
bandwidths, which are optimally found in a data-driven manner, are used to detect change points. After
separating the signal into parts with different behaviors, average magnitude difference function is leveraged
iteratively to find the smallest periodic signal sections. To illustrate efficiency of the proposed method,
we use EM side-channel signals collected from real-life applications to successfully detect multiple existing
periodicities.

INDEX TERMS Period detection, multiple periodicities, change point detection, kernel density estimation,

average magnitude difference function, side-channel.

I. INTRODUCTION

Periodic signals are found in various forms in different
research fields. There are many examples that include
biomedical signals such as heartbeats, meteorological record-
ings of weather changes or financial time series data. In all
these forms, the period information provides highly valuable
insight to understand the nature of the signal. This makes the
signal period detection a crucial step in various applications
ranging from astronomy [1], biomedical [2], [3], communi-
cation [4], to analog side-channels [5], [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15], [16], etc.

This paper was motivated by problems found in signal pro-
cessing of electromagnetic side channels to profile software
activities. Electromagnetic side channels emanate from com-
puter system during program running. Hence, they contain
information about the program activities run by the device.
Period detection is highly crucial for such signals since it
allows one to understand the program behavior for various
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purposes such as software analysis [17], [18], [19], [20] and
hardware Trojan detection [21].

Signal periodicity in electromagnetic side channels can tell
us the number of periodic activities (such as loops), structure
(are they nested or not), how long are those loops and all
questions essential for recognizing code structure by analyz-
ing analog signals. However, these signals are challenging in
terms of period detection since they commonly contain multi-
ple nested periodicities due to repetitive nature of the program
execution. In other words, the signal periodicity may not be
represented with one dominant period in all cases. Instead,
the signal may contain multiple interlaced or nested periods.
Moreover, different periodicities can be observed in various
regions of signals with changing behaviors in time. To the
best of our knowledge, there are no signal processing tech-
niques that address finding periodicities in electromagnetic
side channels to analyze software activities. To address these
issues, we study period detection problem for quasi-periodic
signals with multiple nested periodicities.

The first observation from experimental data was that
signals do not have periodic structure but more like
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quasi-periodic structure. The reason is that within loops dif-
ferent code might be executing if branching is present. That
has motivated us to investigate how to detect all periodic-
ities in unknown empirically collected quasi-periodic data.
To accomplish this objective, one first needs to identify
behavioral change points to extract signal intervals contain-
ing periodicities. Therefore, our method is twofold. We first
detect the change points of the observed signal without any
model assumption. Then, we iteratively find all existing peri-
ods, i.e., from the longest period to the smallest period, in a
signal with multiple periods. To demonstrate the performance
of the proposed technique, we use experimentally collected
side-channel signals and show that we successfully detect all
existing periods.

The main contribution of this paper is that we develop the
first algorithm that is finding periodicities in electromagnetic
side channels with application of code structure analysis. This
algorithm addresses important problem in the periodicity
analysis not addressed before: detecting nested periods in
quasi-periodic signals. This has been accomplished in the
following manner:

1) We propose an approach to find behavioral change
points of a signal including quasi-periodic signals to
detect different periodicities. Since we use a nonpara-
metric density estimation method without any model
assumption, this method works with data coming from
any probabilistic distribution. With this, we handle the
period detection problem for signals with changing
behaviors in time.

2) We describe a hierarchical method for finding all
periodicities in a given analog signal with low com-
putational complexity. With the introduced approach,
we address the corrupting effects such as signal inter-
ruptions or additional regions inserted between peri-
odic activities, which disrupt perfect periodicity.

3) We demonstrate the effectiveness of the proposed
method on the side-channel signals, where multiple
periodicities are common occurrences due to repetitive
nature of program execution. Even though these signals
are not perfectly periodic and hence challenging to
work with, we successfully detect all periodic patterns.

The organization of this paper is as follows. We review
related work in Section II, define our problem setting in
Section III, present our hierarchical approach for multiple
period detection in Section IV, demonstrate the performance
of our method on side-channel processor measurements in
Section V, and finally, conclude the paper in Section VI.

Il. RELATED WORK
To the best of our knowledge, there are no signal processing
techniques that address finding periodicities in electromag-
netic side channels that analyze software activities. Hence we
looked at other research areas that had similar problems.
Most of the signals used in practice contain different
behavioral regions such as time series data belonging to
biomedical, finance, or meteorology fields. The detection of
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transition/change points between different states of such sig-
nals carries high importance in terms of data modeling, analy-
sis and prediction. Therefore, change point detection methods
find use in various signal processing applications [22], [23].
Change point detection problem is addressed in previous
work in a supervised setting [24], [25], [26], [27], [28]. How-
ever, they require an additional training phase and hence large
number of data instances and labels, which is not suitable
for many applications. Another approach to change point
detection is estimating the density of the signal to observe
the behavioral changes. Work in [29] and [30] use parametric
models for density estimation to detect change points. They
assume that the data distribution is from exponential family.
That is not suitable for many applications where data distri-
bution is not a priori known. However, none of these data sets
have problem of nested periods (such as nested loops), hence
they are not directly applicable to our problem.

In this paper, we exploit change point detection to sepa-
rate different behavioral regions in signals as in the case of
quasi-periodic signals to be able to detect all existing period-
icities. To address this problem, we use estimation of the sig-
nal density to observe the behavioral changes. In particular,
our kernel density estimation based change point detection
method does not assume any distribution and hence it can
model any distribution in a data-driven manner. Please note
that we apply change point detection step to extract signal
intervals with different behaviors, i.e., periodicities.

Period detection problem is extensively studied in the
literature. One approach applied in these studies is using
frequency domain. For example, [31] uses periodogram
obtained through Fourier transform where one can detect
the dominant frequencies. Similarly, Fourier transform is
exploited in [32] for periodicity analysis. However, peri-
odogram does not work well for longer periods and does
not guarantee providing accurate results due to spectral leak-
age [33]. To avoid this, several studies propose to solve period
detection problem in time domain by using time domain
related properties of a signal. Among these, autocorrelation
function is applied in [34] to find the period. Since low ampli-
tude repetitions may be interpreted as less important in auto-
correlation function, [33] proposes to combine periodogram
and autocorrelation findings for more accurate results. This
problem is also investigated as pitch detection in speech
processing applications. Reference [35] uses zero-crossing
rate property of speech signals in addition to the autocorre-
lation function for pitch detection. Moreover, [36] combines
autocorrelation and average magnitude difference function
(AMDF) for pitch detection. Among these numerous tech-
niques, average magnitude difference function (AMDF) has a
wide range of applications due to its low computational time.
Therefore, several studies based on AMDF are developed in
the literature [37], [38]. However, most of these methods and
others such as [39] do not address the multiple periodicity
issues and focus on finding one dominant period in the signal.
Reference [40] studies multiple periodicity detection problem
in both time and frequency domain where one can observe
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FIGURE 1. A hierarchical structure for multiple periodicity detection on an example signal with various behavioral regions.

multiple interlaced periods in addition to the dominant period.
Reference [41] also analyzes multiple hidden periodicities
where an observed signal is a combination of multiple sig-
nals with different periods. However, these methods do not
consider quasi-periodic and almost-periodic signals where
there is not perfect periodicity. In practice, the behavior
of a signal may be changing in time resulting in different
periodicities in different time intervals. Moreover, there may
be interruptions or nonperiodic regions between periodic
activities, which disrupt the perfect periodicity of the signal.
As a result of such effects, the nested periods other than the
dominant period become invisible from direct periodogram or
autocorrelation function of the complete signal. In contrast,
we introduce a hierarchical approach to find all periodicities
in an observed signal where we also address these problems.
In our framework, we iteratively find all existing periods
where the computational complexity is only linear with the
number of existing periods and the data length. Therefore,
the introduced method is appropriate for several real-world
applications.

IlIl. PROBLEM DESCRIPTION

Signal periodicity in electromagnetic side channels is essen-
tial for understanding code behavior by observing analog
signals. However, this is a challenging problem because these
signals may contain multiple nested periodicities due to repet-
itive nature of the program execution. To address these issues,
we study period detection problem for quasi-periodic signals
with multiple nested periodicities and define the problem as
described below.
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We observe a sequence x € RM of uniformly sampled
quasi-periodic data instances. The observed signal x
{y1,¥5,...,yr} consists of T number of patterns containing
multiple periodicities wherey; € R™. Our aim is to extract the
patterns in the observed sequence and detect all existing peri-
odicities. For this, we introduce a two-step approach where
we first find the data intervals showing similar behaviors
based on the estimated densities. Then, we iteratively find
multiple periodicities in the extracted data intervals.

In order to construct a signal representation, we divide
the sequence into k blocks {x1,x>,...,x;} with the same
length x; € R” and use kernel density estimation (KDE) to
obtain the distribution of each block as f'(x;). Since the signal
blocks containing the same patterns have the same probability
distribution, we group the blocks having similar distributions
to find the patterns y; = {X, Xp+1, - - ., X+, }. This means
that we search for consecutive blocks {X,,, Xin+1, - . ., Xpts;)
that have similar distributions, where changing from x,,_;
to x,, and from x4 t0 Xp4s+1 corresponds to the change
points. For example, the synthetically constructed signal in
Fig. 1 has three main regions with different behaviors. Sim-
ilarly, the real signal example given in Fig. 2 consists of
two main different behaviors, which are highlighted with
matching frame colors. Here, there exists three change points
resulting in dividing the signal into four groups.

We analyze the extracted patterns separately to find all
existing periodicities. Lety = {y1,y2,...,y,} be a signal
block containing multiple periodicities such that

Vi = Yitw;»
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FIGURE 2. Analog side-channel signal collected from Raspberry Pi device
while running ECC algorithm. Kernel density estimation based change
point detection method finds two sections of the signal with similar
behavior as indicated with the same color frames.

where w; € R can take one or multiple values. To find all
existing periods, we introduce an iterative approach based
on average magnitude difference function. At each iteration,
we find the longest period and extract the periodic parts so
that we continue to analyze all extracted parts separately.
Hence, we eliminate the effects of possible nonperiodic
regions or interruptions, which disrupt the perfect periodicity.

IV. PROPOSED METHOD

In this section, we describe our hierarchical approach to ana-
lyze an observed signal. In the first level of our hierarchical
structure, we search for different behavioral regions existing
in the signal. For this, we use kernel density estimation based
change point detection technique and extract signal intervals
with different behaviors. We provide details of this step in
Section IV-A. Then, we process these regions separately and
apply iterative period detection method based on average
magnitude difference function to find all existing periodic
regions. We present this technique in Section I'V-B.

We provide the representation of our approach on a syn-
thetic signal example in Fig. 1. The original signal at Level O
consists of three main regions where the first and the second
regions have different periodicities and the third region does
not have any periodic activity. We first detect separation
points of these regions (black dashed lines at Level 0) with our
kernel density estimation based method. Then, we search for
periodicities in these separated regions and detect the domi-
nant periods for the first and the second regions at Level 1.
The nested periods are detected in the second region and
hence another iteration of period detection method is applied
at Level 2. We show the separation lines of periodic regions
with red dashed lines in Fig. 1.

A. CHANGE POINT DETECTION
Density estimates provide highly valuable information
regarding data modeling. Therefore, density estimation is
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used for several purposes in the literature including anomaly
detection [42], classification [43], and in particular change
point detection [22]. In this paper, we use density estimation
technique to model the behavior of the signal and extract the
intervals with different behaviors. We do this to analyze the
different periodic parts separately in the next steps so that we
can detect all existing periodicities in the signal.

For modeling, we divide the signal into equal-length blocks
and use the kernel density estimation (KDE) [44] method at
each block. Let x be a point and S be a set of points in one
block. Then, KDE is obtained as

X — X
() o

1
fs =5 > |
ix;€S,1<i<w
where w is the number of instances in S, § is the bandwidth
and K(-) is a kernel function [45]. In this work, we use the
Gaussian kernel function [44] K (x) £ \/#27 exp(—%z).

Since data blocks containing different behaviors construct
different distributions, we can detect change points based
on the distribution change points. This can be achieved
by exploiting distribution specific properties. At this point,
we use bandwidth parameter of KDE, which is also calcu-
lated optimally based on the corresponding data points [46].
In other words, we map the observed signal into a low dimen-
sional space, where KDE bandwidths represent the distri-
butional behaviors of the original signal. Then, we declare
the points where drastic bandwidth deviations are observed
as original signal change points. We provide our KDE
based change point detection algorithm in Algorithm 1 as
a pseudocode.

Remark: Note that since we obtain kernel densities and
hence KDE bandwidths based on divided signal blocks,
we obtain not the exact change points but blocks, i.e., set of
data points, containing the change points. Therefore, we use
average magnitude different function on detected change
blocks to find the exact change points. This step is explained
in detail in Section V where we also provide the experimental
results with real signals.

B. HIERARCHICAL DETECTION OF MULTIPLE
PERIODICITIES

The main idea of average magnitude difference function
(AMDF) is similar to autocorrelation where one seeks to find
highest similarity intervals by sliding window on a signal. The
conventional AMDF [47] is calculated as

N—-1—1

De(r) = v D Wi+ D) —xl @
i=0

where x,, is the windowed quasi-periodic sequence with
N data points. Therefore, D(t) is minimized for t = mT, i.e.,
multiples of period T. In an ideal periodic case, D(t) would
be zero at points corresponding to exact multiples of period as
v = mT. However, we search for t values, which minimize
D(7) by sliding window. Therefore, it is applicable to noisy
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FIGURE 3. Flowchart of the proposed method for multiple periodicity
detection.

quasi-periodic signals which do not have one exact dominant
period but multiple periodicities.

In our framework, we apply AMDF iteratively to extract
all periods. For a sequence x € RV let {x1,x2,...,x,} be
the longest periodic parts, where the spacing between them is
not necessarily the same. We first find AMDF of x as Dx(7),
whose minimums corresponds to starting points of all x; for
i ={1,2,...,m}. Then, we separately analyze all x; subsets
to find smaller periods. Assume that x; can be divided into
periodic parts as {x; 1, X;2, ..., X; ). We can find all these
parts from the minimums of Dy, (t) calculated with smaller
window length. Then, we analyze each x; ; until finding all
periodic signal parts as in Algorithm 2.

The flowchart of the proposed method is given in Fig. 3.
Here, the EM signal collected from a program running device
is given as an input signal to the system. First, Change Point
Detector algorithm separates the signal into equal length
signal blocks to construct their kernel density estimations
(KDEs). It combines consecutive signal blocks showing sim-
ilar KDE bandwidths by cropping the signal from bandwidth
change points. Then, the resulting signal snippets are fed
into the Hierarchical Period Detector. This algorithm sep-
arately processes signal snippets with different behaviors.
It calculates the AMDF and its minimums of the first snippet.
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Algorithm 1 KDE Based Change Point Detector
IxN

1: Observe signal x
1 change points.

2: Set window length w

3: Divide the signal x into k = % blocks to obtain subsets
as {x1,x2,...,xr}

4. fort=1,2,...,kdo

5. Calculate optimal KDE bandwidth §; for x;

6:  Obtain the distribution of x; with KDE as f;(x) =

% er';l K(x 5xl)

7: end for

8: Calculate the average u = % /].‘:1 8¢

9: Declare block indices i satisfying §; > w or §; < u for
j=1i,i+1,...,i+ has change points

containing m snippets, i.e., m —

Algorithm 2 Hierarchical Period Detector

1: Obtain signal snippet x' 7 with Algorithm 1

2: Set iteration number p and window lengths wy, ..., wp
3: Setan index number g < T

4: forj=1,2,...,gdo

s Crop x starting from j™ index to obtain X;

6:  Calculate AMDF D; with x;

7: Set L(j) = min(D;)

8: end for

9: Declare periodicity starting point as} = min(L)
10: Crop x starting from }th index to obtain X
11: fort =1,2,...,pdo

12: Get the matrix Y**" of k snippets (¥ =% att = 1)

13: fori=1,2,...,kdo

14: Get i snippet y;! "

15: Calculate D(7) = n_}_r Z;’;ll_r [y(i) — y(i + 7)|

16: Construct the set R(7) = j where D(j) =
min{D(@), DG + 1), ..., D(i + wy)}

17: Store d snippets with initial indices in R as Yf”

18:  end for

19: end for

This constructs the first set of periodic pieces. Then, it calcu-
lates AMDF and the corresponding periodicities of this signal
piece until the iteration number is achieved. After storing the
smallest periodic pieces of the first snippet, it starts process-
ing the second snippet with different periodic behavior. At the
end of this process, the algorithm outputs all stored periodic
pieces as shown in Fig. 3.

The visualization of this process can be seen in Fig. 1.
At Level 0, there are three different regions to be analyzed.
The method does not detect any periodicity for the third
region since it contains only noise. When the first and second
regions are processed, the separations of periodic regions are
obtained as in Level 1. The structure stops branching for
the first region since it does not contain any nested periods.
It processes only the second region to detect the smaller
periodic regions in Level 2 and completes the process.
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(a) (b)

FIGURE 4. Measurement setups used to collect emanated EM signals for
(a) Raspberry Pi 4, (b) A13-OLinuXino devices.

Remark: Note that the observed signal may contain nested
periods as in the second region of the example in Fig. 1 (the
signal region on the right at Level 1). Here, this cropped
signal contains periodic activity repeating four times and each
of them has smaller periodic regions repeating five times.
However, there are additional nonperiodic noisy regions at the
end of each four dominant repetition, which disrupts the per-
fect periodicity and disables one detecting these 20 periodic
activities directly. We see the advantage of our method at this
point. Since we do not assume perfect periodicity and we take
behavioral changes into account by processing the regions
separately, our method can successfully detect all existing
periodicites. We provide the experimental results regarding
this discussion with real life signal examples in Section V.

We provide our resulting iterative pattern detection algo-
rithm in Algorithm 2 as a pseudocode. We apply this proce-
dure to every signal interval found in Algorithm 1 separately.
Here, we assume that the periodic part may not be in the
beginning of the signal snippet obtained with Algorithm 1.
Therefore, we first find the starting point of the period-
icity, which provides minimum AMDF value (line 4-9 in
Algorithm 2) and crop the signal starting from this point to
obtain x. Then, at iteration + = 1 we apply AMDEF to this
cropped periodic signal ¥ = x (at¢t = 1; k = 1 and
h equals to the length of the signal in line 12 of Algorithm 2)
and extract its longest periodic snippets (line 15 and 16 in
Algorithm 2). We store these k snippets with 4 data instances
as Ykxh (line 17 in Algorithm 2). At the next iteration t = 2,
we get this set of snippets ¥**" (line 12 in Algorithm 2),
extract its periodic pieces and store them as Y?” to be ana-
lyzed in the next iteration (line 17 in Algorithm 2). We con-
tinue this procedure until finding the smallest periodic pattern
in the signal.

Remark: In the case of ideal exact periodic signal, the
minimums of AMDF correspond to the starting points of the
periodic parts. However, for generalization, we assume that
the signal from beginning to end may not contain periodic
parts consecutively. In such cases, even though AMDF still
has local minimums, they would be greater than the mini-
mums of actual periods. Therefore, we can eliminate these
by thresholding the detected local minimums.
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ec_generate_key ()
EC_POINT mul ()

Lec scalar_mul_ladder ()

For each ECC bit (521 bits)
{
L ec_point_ladder_ step () ec “»ia ar_mul_ladder ()
ec_GFp_mont_field mul ()
ec_GFp_simple_ladder_step () // called 20 times with other functions
{

Lec _GFp_mont_field mul () br_mul_mont ()

Loute. // called 16 times
Li

|-> bn_mul_mont () r // called 15 times

L :
Louter yo
L ’
Linner i

(a) (b)

FIGURE 5. (a) ECC code flow with corresponding functions, (b) ECC code
structure.

V. EXPERIMENTAL RESULTS

To illustrate how proposed method works on practical data,
here we provide brief description of measurement setups
that are used to collect the signals with multiple periods and
present results obtained using the proposed method on these
signals.

A. MEASUREMENT SETUP

In the experiments, we use two devices, i.e., Raspberry
Pi 4 and A13-OLinuXino to obtain the set of electromag-
netic (EM) side-channel signals as in Fig. 4. Raspberry
Pi 4 single-board computer has quad-core ARM Cortex A72
processor, whose operating frequency is set to 1.2 GHz.
A13-OLinuXino is a single-board embedded Linux computer
with ARM Cortex A8 processor, whose operating clock fre-
quency is 1 GHz.

We run ECC (Elliptic Curve Cryptography) implemen-
tation of OpenSSL [48] on the boards where we provide
its code flow in Fig. 5Sa. ECC is an encryption method,
which provides high security against side-channel attacks
in a computationally efficient way. Since the main idea
is mapping elements through a defined curve structure,
it requires a sequence of operations including additions
and multiplications. These iterative steps result in observ-
able nested loops in emanated EM signals, which is inves-
tigated in this section. Here, we use the code structure
in Fig. 5b. This code calls ‘“‘ec_scalar_mul_ladder ()” for
each bit of 521 bits. This function contains some oper-
ations along with “ec_GFp_mont_field_mul ()”, which
is called 20 times. Hence, the resulting signal contains
20 iterative loops (operations) separated unevenly. Note that
“ec_GFp_mont_field_mul ()" also consists of some opera-
tions and ‘““bn_mul_mont ()”’, which includes 16 iterations of
“Louter”. And finally, “Louter” iterates“Linner” 15 times.
Therefore, each of 20 loops contain 16 nested periodic loops.
And, each of 16 loops consist of 15 periodic loops, which
correspond to the smallest periodic activity in the signal.
Also, note that the additional functions in between 16 outer
loops corrupt perfect periodicity, which disables one to detect
16x 15 loops directly from periodogram or autocorrelation
function of complete signal.
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FIGURE 6. (a) EM signal intervals belonging to two different behavior groups (signal blocks of 2-15-17 and 6-8-25-27 are different from each other)
(b) Kernel density estimation based distributions constructed with corresponding data intervals shown in Fig. 6a. (c) EM signal collected from
A13-OLinuXino device where data intervals of the same processor activities are shown with 20 red frames (d) KDE bandwidths of the signal blocks

in Fig. 6c.

The emanated EM signals are collected with Aaronia H2
near-field magnetic probe, which is located around the pins of
the processors of the target devices as in Fig. 4. For recording
of the signal collected from Raspberry Pi 4, Keysight UXA
signal analyzer is used with 1.28 GHz sampling rate. The sig-
nal collected from A13-OLinuXino device is recorded with
Keysight DSOS804A oscilloscope with 10 GHz sampling
frequency. Note that the signal collected from Raspberry
Pi 4 is filtered for interference removal before processing.
However, the signals of A13-OLinuXino device are directly
used without any pre-processing to show the efficiency of the
proposed method.

B. MULTIPLE PERIODICITY DETECTION RESULTS

In this section, we present experimental results of each step
in the proposed method. We first provide our results for
change detection on the signal collected from Raspberry Pi
4 device. As seen in Fig. 2, this signal consists of two different
behaviors internally, i.e., one contains repeating loops and
the other is noise-like behavior, which are highlighted with
different colors. Our aim is to detect the change points and
separate these parts.

1) CHANGE POINT DETECTION
Our method first divides the signal into blocks with equal
lengths. We choose block length as 2 x 10* data instances for
the signal in Fig. 2. For representation, we provide different
coloring of this same signal and highlight the data intervals
corresponding to blocks of 2, 6, 8, 15, 17, 25 and 27 as
in Fig. 6a. Note that 2., 15. and 17. blocks share the same
behavior as in the first and third frames in Fig. 2. On the other
hand, 6., 8., 25. and 27. blocks are similar to each other as
belonging to the second and fourth frames in Fig. 2. When
we construct distributions of these data blocks with kernel
density estimation (KDE), we obtain Fig. 6b. As seen from
the resulting distributions, the data instances having similar
behaviors construct similar distributions. Hence, kernel den-
sity estimation can be used to track the behavioral changes.
We also use the signal collected from A13-OLinuXino
device to detect change points and periods. This signal con-
tains 20 unevenly spaced loops corresponding to the same

106942

activities running on the processor of the device. Hence it is
periodic in a sense that the 20 intervals shown with red frames
in Fig. 6¢ correspond to the same loops and their lengths are
equal to each other but they do not have the same spacing
between themselves (some of them are consecutive while
some of them are a distance apart) and the noise is also differ-
ent for each data instance. In this example, we interpret this
variant of periodicity as a change point detection problem.
For this, we specify the block length as 1000 and construct
distribution of each signal block. The kernel bandwidths of
the blocks are given in Fig. 6d. Here, we observe drastic
bandwidth changes at the beginning and end blocks of all
20 loops. We detect these change blocks by comparing the
bandwidths with their average value.

2) PERIODICITY DETECTION

In the next step, we analyze each of detected 20 signal inter-
vals (main loops) separately. Note that each of them contains
16 smaller loops (outer loops) where each of 16 also contains
15 even smaller periodic pieces (inner loops), which results
in a multi-periodic signal.

For better visualization, we provide 16 outer loops and
their separation points in Fig. 7a where their inner loops can
also be seen in Fig. 8a. Here, the aim is to detect all 16 outer
loops and 240 (15 x 16) inner loops with the algorithm.
However, the challenge is that there are additional signal
activities (as seen at the end of inner loops in Fig. 8a) between
16 outer loops, which disrupt the perfect periodicity in terms
of inner loops. Therefore, even though a dominant frequency
is found, the signal cannot be divided into its loop intervals
correctly with that value. This disables one to obtain the
signature periodic behavior of an observed signal. To observe
this, we apply periodogram and autocorrelation [34] as period
detection methods to our signals to detect all existing loops
for comparison. Note that these methods are only applied to
the signals whose behaviors do not change in time since they
do not address quasi-periodicity. Autocorrelation function
provides correlation values between original signal and its
delayed versions. The lag values at the peaks correspond to
the signal periods. Periodogram provides power spectral den-
sity estimate of a signal where one can extract the dominant
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FIGURE 7. (a) Periodic signal part, which is detected with change point detection step, containing 16 loops, and detected starting points
corresponding to periodic loops, (b) Obtained average magnitude difference function where local minimums correspond to the periodic parts of
Fig. 7a, (c) All 16 detected loops plotted on top of each other.
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FIGURE 8. (a) Periodic signal part, which is detected with the first iteration of hierarchical period detector, containing 15 loops, and detected
starting points, (b) Obtained average magnitude difference function where local minimums correspond to the periodic parts of Fig. 8a, (c) All

15 detected loops plotted on top of each other.

frequencies from the peak locations. Based on the application
of these methods to our collected signal with 20 unevenly
spaced loops (each containing 16 outer and 15 inner loops),
we observed that periodogram detects only frequency compo-
nent corresponding to the inner loops along with many false
alarms and fails to detect outer and main loops. Also, auto-
correlation function detects lag values corresponding to outer
and inner loops while it fails to detect 20 main loops similarly.
However, even the detected values do not directly correspond
to actual loop separations because of the additional nonpe-
riodic signals between the outer loops. As a result, if we
divide the signal into smallest periodic pieces with these
detected values, the resulting signal does not represent the
actual periodic behavior of the signal. Therefore, they are not
directly applicable to many real life applications requiring
accurate pattern detection.

On the other hand, we compensate the previously dis-
cussed issues with our hierarchical structure. As explained
in Section V-B1, we first search for behavioral similarities
and change points. With this step, we detect 20 unevenly
spaced iterations. Then, we analyze them separately to find
smaller periodicities. We also search for the starting point
of periodic behaviors for accurate separation. Therefore, our
method accurately detects all periodic activities even when
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there are inserted nonperiodic activities between periodic
loops while autocorrelation, periodogram and similar meth-
ods suffer from this situation.

For representation, we take one of the 20 loops detected in
the previous part as seen in Fig. 7a. In the first iteration of
our method, we obtain the AMDF in Fig. 7b. We declare the
local minimums as starting points of the loops and obtain the
division shown in Fig. 7a. When we plot them on top of each
other, we obtain the highly overlapping snippets in Fig. 7c,
all of which will be analyzed separately in the next iteration.

Similar to the previous steps, we take one of the detected
small loops in Fig. 7c for representation and search for
15 smallest loops existing in this signal. As seen from Fig. 7c,
the periodic parts do not start in the beginning of the signal.
For these cases, our method also applies optimization to find
the starting point of the periodic loops. For this, we crop
the signal beginning from several points and calculate the
minimum AMDF for each case. Then, the best cropping point
giving minimum AMDF corresponds to capturing maximum
periodicity. In this case, we find the starting point as 87" data
instance and get the cropped snippet given in Fig. 8a. Then,
we apply AMDEF iteration and obtain Fig. 8b. Here, the local
minimums give all 15 periodic parts as in Fig. 8a. When we
draw them on top of each other, we get the result in Fig. 8c.
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As seen from this figure, these loops are not exactly periodic
such that they do not completely overlap and even the ones
that are most similar have timing differences due to sampling.
However, even in such cases, our iterative technique is able to
find all periodicities with an efficient end-to-end processing.

VI. CONCLUSION

This paper presented the first signal processing technique that
address finding periodicities in electromagnetic side chan-
nels that analyze software activities. It introduces an end-to-
end processing method for multiple nested periodicity signal
detection and analysis. The probabilistic distributions of sig-
nal blocks are estimated with kernel density estimation. The
corresponding kernel bandwidths, which are optimally found
in a data-driven manner, are used to detect change points.
After separating the signal into parts with different behaviors,
average magnitude difference function is leveraged iteratively
to find the smallest periodic signal sections. To illustrate
efficiency of the proposed method, we use EM side-channel
signals collected from real-life applications to successfully
detect multiple existing periodicities.
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