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ABSTRACT A pulse group is defined as a pulse sequence performing a certain task, such as searching
or tracking, in a specific range and azimuth. It serves as a basic information unit of MFR pulse trains.
In passive radar data processing, the pulse group structure provides vital support for many applications,
such as sequential pulse deinterleaving, pulse group recognition, and working mode identification. In recent
years, research related to pulse groups has attracted much attention. In this paper, we propose a pulse group
extraction method based on semantic coding and temporal feature clustering. The method can automatically
extract pulse group structures from intercepted pulse trains polluted by missing pulses and interferential
ones. Furthermore, a temporal pattern recognition method based on the finite state automaton (FSA) is also
proposed. Based on extracted pulse group structures, the FSAmodel achieves sequential recognition of pulse
groups in newly intercepted pulse streams. The simulation section verifies the performance of the proposed
methods in pulse group extraction and sequential recognition.

INDEX TERMS Multi-functional radar (MFR), pulse group structure extraction, semantic coding model,
finite state automaton (FSA), sequential recognition of pulse groups.

I. INTRODUCTION
Multi-functional radar (MFR) may execute numerous func-
tions simultaneously, such as searching and tracking [1], [2].
This kind of radar is widely used in both civil and military
fields [3], [4]. A pulse group of an MFR is defined as a
fixed arrangement of several pulses, and each pulse group
is executed to implement a certain MFR function [5]. Pulse
groups contain both values and arrangements of pulse rep-
etition intervals (PRI), and they offer a high-dimensional
structure characteristic for deinterleaving [6], [7] and recog-
nition [5], [8], [9], [10], [11], [12], [13] in passive radar signal
processing. In this paper, we concentrate on MFRs with fixed
parameters and develop a method to automatically extract
their pulse group structures based on intercepted pulse trains.

In electronic intelligence (ELINT) systems, several
methods have been developed to deinterleave intercepted
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pulses using their angles of arrival (AOA) and other
low-dimensional parameters [14]. A generally used observa-
tion set is the pulse description word (PDW), which contains
radio frequency (RF), pulse width (PW), and typical PRIs
calculated by differentiating the time of arrival (TOA) [15].
PDWs are obtained from intercepted pulse trains and used
to match newly arrived pulses to realize radiation source
identification in electronic support measure (ESM) systems.
These methods may not work for MFRs, since PDWs of
MFRs are usually changing rapidly with time. Moreover,
PRI values of different radar functions may overlap each
other for different MFRs [16]. That is to say, low-dimension
PDW parameters do not contain enough information to meet
the requirements of pulse deinterleaving and recognition for
MFRs [11] in ESM systems.

The pulse group structure presents a high-dimensional fea-
ture for distinguishing MFRs in the parameter space. It helps
to reduce parameter overlap between different MFRs and
has the potential to improve pulse deinterleaving and radar
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identification accuracies. Figure 1 provides an overall per-
spective for the analysis and application of the pulse group
structure. Although pulse group structures have widespread
applications in the passive processing of radar signals, the
way of analyzing and applying them is still an open problem
for the ELINT community. In this paper, we mainly address
two problems, including the extraction of pulse group struc-
tures from preliminarily deinterleaved pulse trains in ELINT
systems and the sequential recognition of pulse groups from
pulse streams in ESM systems, which have been highlighted
in red in Fig. 1(a) and Fig. 1(b) respectively.

The extraction of pulse group structures originates from
researches on PRI estimation during pulse deinterleav-
ing. The histogram methods [17], [18], PRI transform
method [19], and some other methods [20], [21] have
been proposed to extract framework periods of conventional
radars. These methods perform satisfyingly for radars having
determined PRI modes and values, and they have played a
significant role in the past few decades in solving the pulse
deinterleaving problem. If the radar does not have stable
framework periods, these methods will deteriorate largely
in performance. Around 2007, Visnevski et al. pioneered
the research in establishing hierarchical models for MFR
signals [22], and they also presented a syntactic model to ana-
lyze MFR pulse trains in detail [23]. However, the syntactic
model is not suitable for the passive analysis of pulse trains
since it requires prior knowledge about MFR pulse groups.
To automatically analyze the timing pattern in pulse trains,
Liu introduced the theories of information and coding to this
area and proposed a semantic coding model [24]. This model
provides an efficient tool for modeling and analyzing the
hierarchical structure of MFR signals. However, the fact that
this model ignores real-world noises like interferential pulses
and missing ones prevents it from being directly applied to
real-world circumstances. In [25], a merging coding strategy
was suggested to deal with pulse trains contaminated by
data noises and had shown some potential on PRI pattern
extraction. However, it was designed for conventional radars
originally and is not applicable to the MFR, which has mul-
tiple pulse groups.

For another problem of pulse group recognition (also
known as radar word recognition in [9], and [10]), Visnevski
proposed two methods. The first method is establishing a
hiddenMarkovmodel (HMM) template of the radar word and
applying the Viterbi algorithm to match it with the coding
sequence to get the optimal radar word [12]. The second
approach is an event-driven method, which can be seen as
a simplification of the first one [9]. The two methods obtain
good results for radar words with static parameters. However,
their implementations rely on empirical parameters, and they
may become quite unstable if the parameters are not set
properly. In 2010, Liu proposed a method for recognizing
MFR pulse groups based on three-level matching, including
database level, pulse level, and code sequence level [10]. This
approach does not rely on empirical knowledge anymore, but

it performs poorly on pulse trains with high missing pulse
rates and shows insensitivity to interferential pulses.

In practical applications, intercepted MFR pulse trains are
generally contaminated by data noises, but they still adhere to
stable hierarchical models controlling the signal-generating
actions of the radar. In the hierarchical models, pulse groups
form the smallest informational units in pulse trains and
generate variegated noise-contaminated intercepted pulse
sequences. Therefore, it is believed that the pulse group set
provides a simplest dictionary for describing the intercepted
pulse trains, or to put it another way, the intercepted pulse
trains may be compressed to the largest extent based on
the pulse groups, which obeys the Principle of Occam’s
Razor [26]. This paper seeks to work out a way to reveal
the data-model relationship by compressing intercepted pulse
trains, which realizes automatic extraction of pulse groups.
After that, a finite state automaton (FSA)model is established
to recognize pulse groups in newly received pulse streams,
which partially verifies the application of pulse group
structures.

The main contributions of this paper are three-fold,
(1) A deep insight is given into the compressibility of

intercepted MFR pulse trains, and a technique is offered to
eliminate the redundancy in pulse trains via semantic coding
optimization.

(2) A method based on semantic coding and timing feature
clustering is proposed to automatically extract pulse groups
from noise-contaminated MFR pulse trains.

(3) A pulse group recognition method based on FSA is
proposed, which realizes the sequential recognition of pulse
groups in a pulse stream.

II. SEMANTIC CODING MODEL OF PULSE TRAIN AND
PULSE GROUP STRUCTURE EXTRACTION
Since the intercepted pulse train is polluted by interfer-
ential pulses and missing pulses, the pulse group cannot
be extracted intuitively. To solve this problem, this section
presents an approach of extracting pulse group structures
based on semantic coding and timing feature clustering.

A. DESCRIPTION OF MFR PULSE TRAIN
MFR continuously broadcasts pulse groups into space to
detect targets, as shown in Fig. 2. The successive pulse groups
correspond to a certain arrangement of different MFR func-
tions, making the pulse train have a hierarchical structure,
as shown in Fig. 3. Different pulse groups are constituted
by different arrangements of pulses at the bottom layer, and
radars emit different pulse groups at the top level according
to pre-programmed or situation-dependent operations.

In a pulse group, each pulse can be regarded as a state
which is determined by pulse parameters, such as RF and
PW [15]. And a pulse group can be described as a transition
chain between different states as shown below,

q1
PRI1
−−→ q2

PRI2
−−→ q3 · · ·

PRI i
−−→ qi · · ·

PRI I
−−→ qI (1)
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FIGURE 1. MFR pulse group structure extraction and application diagram. (a) Extract pulse group structures in ELINT systems.
(b) Recognize pulse groups sequentially in ESM systems.

FIGURE 2. Working diagram of multi-functional phased array radar.

FIGURE 3. Hierarchical structure of the multi-function radar pulse train.

where qi represents the i-th pulse’s state, and PRIi represents
the time interval between the i-th and (i + 1)-th pulse in this
pulse group. For simplicity, pulse parameters except TOA
are set to be constant, that is q1 = q2 = · · · = qI . Then,

we define ai , qi
PRIi
−−→, and the pulse group shown in

formula 1 can be expressed as a = a1a2 · · · aI . The pulse
train shown in Fig. 3 is formulated as

y = |a1 · · · a5|b1 · · · b5|c1 · · · c5|a1 · · · a5|a1 · · · a5|b1 · · · b5|

= abcaab (2)

In intercepted pulse trains, differential time of arrival
(DTOA) sequences can be obtained from the differential
calculation of TOAs, but it is usually deviated from the
formulation in Eq. 2 due to various noises. The strong direc-
tionality of the MFR beam will cause its signal to have
a low-interception probability in ESM systems since pulse
groups with amplitude lower than the receiver sensitivity will
be lost at the receivers. The missing of each pulse group
will further destroy the temporal relationship between adja-
cent pulse groups and significantly increase the number of
missing pulses. Moreover, pulses within the pulse group may
also be lost with a certain probability due to thermal noise,
which is called missing pulse in the pulse group. In addition,

FIGURE 4. Schematic diagram of an intercepted pulse train.

interferential pulses from other radar emitters may also be
introduced in the pulse train. The interferential pulses will
destroy the structures of pulse groups and the regularity of
the pulse train, which further causes great difficulties in
the analysis of pulse group structure, and negatively affects
the effectiveness and accuracy of the pulse group extraction
process. A schematic diagram of an intercepted pulse train is
shown in Fig. 4. In the figure, low-amplitude lines represent
missing pulses, the solid black line represents an interfer-
ential pulse, and high-amplitude lines in colors represent
intercepted pulses. The pulse train in Fig. 4 can be formulated
as

y = |a1a2a3 + a4a5|δ1δ2|c2 · · · c5| = âδ1δ2ĉ (3)

where â, ĉ are variants of a and c due to missing pulses.
δ1, δ2 represent the DTOAs between the interferential pulse
and its two adjacent pulses before and after it.

By comparing Eq. 2 and Eq. 3, one can easily conclude
that the intercepted pulse train (second term of Eq. 3) can be
largely compressed (third term of Eq. 3). However, if the prior
knowledge about the pulse group structures is absent, which
is the real case in most ESM systems, the boundaries between
pulse groups in Fig.4 become very blurred, and it will be very
difficult to compress the pulse trains. In this section, we will
provide a deep insight into the compressibility of pulse trains,
and work out a way to extract pulse groups from intercepted
MFR pulse trains contaminated by pulse noises.

B. A SCHEMATIC INTRODUCTION OF THE WHOLE
ALGORITHM
The pulse group extraction is to extract the hidden pulse
group structures from noise-contaminated MFR pulse trains
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FIGURE 5. Schematic diagram of pulse group structure extraction.

without any prior information, which is a demanding data
mining problem. In this part, we propose a method based on
semantic coding and temporal feature clustering to compress
the pulse train and extract the pulse group structures. The
method divides into three procedures, which are pulse train
modeling from the perspective of semantic coding, temporal
feature clustering and pulse group structure extraction. The
three procedures will be detailed in the following three parts.
The diagram of extracting pulse group structures is shown
in Fig. 5.

At first, a semantic coding model is established to for-
mulate pulse trains. The model contains three components,
including single-pulse coding, pulse group coding and dictio-
nary coding. The coding complexity is also defined to mea-
sure the conciseness of a certain coding strategy [27]. Based
on the model, the pulse train is described as a binary sequence
to evaluate how a pulse group set performs in encoding a pulse
train. Secondly, we establish coding optimization rules to
cluster frequent pulse subsequences and compress the pulse
train. According to Occam’s razor principle (also known as
the simplest criterion) [26], the true MFR pulse group set
corresponds to the frequent pulse subsequence set that com-
presses the pulse train most. That is, the pulse groups stored
in the semantic coding dictionary provide a reconstruction of
the MFR pulse patterns when the coding complexity reaches
the minimum. Therefore, in this procedure, we extract MFR
pulse groups by iteratively reducing the semantic coding
complexity of the pulse train until a minimum is reached.
Thirdly, a clustering method is applied to clarify true pulse
groups from the semantic coding dictionary which contains
incomplete patterns.

C. SEMANTIC CODING MODEL OF THE PULSE TRAIN
In this part, a semantic codingmodel is established to describe
the pulse train as a binary coding sequence. The total coding
complexity is defined as the sum of the complexities of single
pulse coding, pulse group coding and dictionary coding, i.e.,

c = cs + cpg + cd (4)

where the coding complexity of single pulses cs is defined as

cs = Nres × c0 (5)

where Nres represents the number of single pulses encoded
in the pulse train. c0 = log2(DTOAmax/δ) + 1 represents
the code length of a single pulse, where DTOAmax represents

FIGURE 6. An merging coding example.

the preset upper limit of the DTOA range; δrepresents the
quantization unit for DTOA quantization and encoding; ‘‘1’’
represents the prefix symbol of codes to distinguish between
pulse group and single pulse in the binary coding sequence.
For example, if one set DTOAmax = 1 ms, and δ = 1 us, then
the code length of a single DTOA is c0 = log2(1 ms/1 us)+
1 = 11. Assuming DTOA= 100us, the prefix coding symbol
of a single pulse is 0, and the coding sequence of this pulse
is 0|0001100100.

In Fig. 4, missing pulses divide into two categories, one
is pulses within a pulse group and the other is pulse groups
missed as a whole. The former pulses have no effect on other
pulse groups. However, if a pulse group is missed as a whole,
the structure of the subsequent pulse group is also destroyed.
Due to the low-interception probability ofMFR signals, pulse
groups are lost with a high probability in the intercepted
pulse train. These missing pulses bring great challenges to
pulse group coding. To enhance the significance of pulse
group structures in the intercepted pulse train, it is necessary
to code incomplete pulse groups containing missing pulses
according to their complete counterparts, which is called
merging coding in this paper [25]. The merging coding of a
three-PRI pulse group is shown in Fig. 6.

Assuming a pulse group with n PRIs, there are n+1 pulses
and the number of internal pulses is n − 1. If internal pulses
are arbitrarily lost, the number of possible cases is 2n−1 − 1
(The subtracted 1 indicates no missing pulse). In view of the
importance of the first PRI, when the previous pulse group is
lost, remaining pulses of the current pulse group are required
to be complete for merge coding. The number of such case
is 1, so there is a total of 2n−1 cases called sub-patterns.
If this n-PRI pulse group is coded as a, n-1 coding bits are
supplemented after a, and 2n−1 generated cases indicate the
corresponding sub-patterns.

After the merge coding, the coding complexity of pulse
groups is expressed as,

cpg =

 J∑
j=1

Nj

×
 J∑
j=1

Nj
Nsum

log2(Nj/Nsum)+ 2


+

J∑
j=1

I∑
i=1

nij · bj (6)

where Nsum =
∑J

j=1 Nj is the total number of pulse groups

in the pulse train.
∑J

j=1
Nj
Nsum

log2(Nj/Nsum) + 2 indicates
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the average coding length of each pulse group [28]. ‘‘2’’ =
‘‘1 + 1’’ with the first ‘‘1’’ corresponding to the code type
prefix, which is used to distinguish between pulse group
codes and single pulse codes, while the second ‘‘1’’ is a
missing pulse indicator used to indicate whether the pulse
group contains missing pulses; nij represents the occurrence
time of the i-th sub-pattern of the j-th dictionary element in
the pulse train, and bj represents the supplementary bits of the
j-th dictionary element.

The dictionary complexity cd depends on the number of
PRIs stored in the dictionary [24],

cd =

 J∑
j=1

Ij

× c0 (7)

where Ij represents the PRI number of the i-th element in the
dictionary, and J represents the total number of elements.

D. TIMING FEATURE CLUSTERING BASED ON SEMANTIC
CODING MODEL
At the beginning of a pulse train coding process, all pulses
in the pulse train are coded as single pulses. The coding
complexity can be reduced by establishing a dictionary of
repeated pulse structures in the pulse train. Aiming at min-
imizing the coding complexity, four steps are followed to
construct a dictionary, which are frequent item extraction,
frequent item coding into a dictionary, dictionary element
concatenation, and redundant dictionary element deletion.
Procedures of the four steps are described below briefly to
enhance the conciseness and completeness of the paper, and
we refer readers to our previous paper [25] for more details.

Step 1: Frequent itemset extraction. Despite the fact
that pulse noises destroy the pulse group structure, the
individual PRIs comprising pulse groups have a significant
frequency in the pulse train, which are frequent DTOAs.
A frequent DTOA set can be obtained by numerically cluster-
ing the DTOAs [29]. Each frequent item contains four com-
ponents: DTOA mean value DTOAi, occurrence frequency
Mi (Mi > M0,M0 is a frequency threshold), sequence index
set of head pulses {h(i)m }m=1,··· ,Mi , and tail pulse index set
{t (i)m }m=1,··· ,Mi of the frequent items,{

DTOAi,Mi, {h(i)m }m=1,···,Mi , {t
(i)
m }m=1,··· ,Mi

}
i=1,···,I

(8)

where I denotes the number of frequent items. The frequent
item extraction can provide preprocessing for dictionary con-
struction and eliminate the influence of interferential pulses.

Step 2: Frequent item coding into a dictionary. In this
step, each frequent item DTOAi is tentatively encoded into a
dictionary with a changing coding complexity 1c(i)1 . Finally,
the frequent item that reduces the coding complexity of the
pulse train most is retained. This step is iterated until the
complexity does not reduce any more.

Step 3: Dictionary element concatenation. To get a
high-dimensional pulse group structure, the single DTOAs
need to be concatenated to construct higher-dimensional

pulse groups. Any two dictionary elements Di and Dj are
taken as candidates for concatenation, and the effectiveness
of each concatenation is evaluated coarsely according to the
overlapping of their head and tail pulses and accurately to

the coding complexity decrease 1c(i,j)2 after connection. The
concatenation leading to the largest decrease is taken, and
this step is terminated when the coding complexity no longer
decreases.

Step 4: Redundant dictionary element deletion. After con-
catenating the dictionary elements, many shorter patterns
may be left over in the dictionary due to data noises. These
elements should be deleted to avoid repetition. As the encod-
ing process in step 1, we attempt to delete each dictio-
nary element Di according to the complexity change 1c(i)3 .
By collating the pulse group dictionary, we finally retain
dictionary elements that encode the pulse train with aminimal
complexity.

E. EXTRACTION OF PULSE GROUP STRUCTURE BASED ON
DICTIONARY ELEMENT CLUSTERING
The restoration degree of pulse groups is improved after
encoding complete pulse groups and incomplete pulse groups
together as described in merge coding. Furthermore, frequent
item extraction reduces the incompleteness in the pulse group
structure caused by interferential pulses. However, since the
lack of prior information in passive analysis problem, partial
structures of the complete pulse group still appear in the dic-
tionary. For example, a′ = a2a3 · · · aend is a partial structure
of a = a1a2a3 · · · aend . Therefore, final pulse groups need to
be extracted from the dictionary set.

The pulse train coding strategy can be optimized by encod-
ing true MFR pulse groups and their variants caused by data
noises together as described inmerge coding. Andmerge cod-
ing also helps to reduce the incompleteness of the pulse group
structure caused by interferential pulses. However, in spite of
the great efforts made to normalize the elements in the dic-
tionary, incomplete pulse groups may still be retained in the
dictionary. For example, a′ = a2a3 · · · aend is an incomplete
variant of a = a1a2a3 · · · aend . Therefore, an extra clustering
procedure is required to extract final pulse groups from the
automatically constructed dictionary.

Noting that complete patterns usually have significant
structural similarities with their incomplete variants, we pro-
pose a clustering method to distinguish incomplete pulse
groups and remove them from the dictionary. The cluster-
ing process is sketched in Fig. 7 and stated in detail as
follows.

Step 1: Clustering patterns according to structural similar-
ity. The clustering criterion is that pulse group structures in
the same category can convert between each other via a small
number of element extensions or deletions. For example,
{a1, a2, a3} is an extended pattern of {a1, a2}, on the contrary,
the latter is a partial pattern.

Step 2: Obtaining cluster centers as pulse group structures.
Summing the occurrence times of the pulse groups in each
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FIGURE 7. Schematic diagram of extracting pulse group structure from
dictionary.

category as its total frequency and setting the frequency
threshold NH . Categories with frequencies lower than the
threshold are removed as outliers, and the other categories
are retained as pulse group structures.

By combining the three procedures of constructing the
semantic coding model, optimizing the dictionary set, and
extracting final pulse group structures from the dictionary,
the proposed method can extract MFR pulse group structures
from intercepted pulse trains polluted by pulse noises. The
extracted pulse groups provide prior information for subse-
quent data processing applications, such as sequential pulse
deinterleaving [6] and online pulse group recognition [8], [9],
[10], [11] in electronic support systems.

III. SEQUENTIAL RECOGNITION OF PULSE GROUPS
BASED ON FINITE STATE AUTOMATON
Sequential pulse group recognition is to recognize the pulses
that conform to specific parameters and variation rules along
the time axis. This section introduces a syntactic pattern
recognition tool, the finite state automaton (FSA), and pro-
poses a sequential recognition algorithm for MFR pulse
streams.

FSA is a mathematical model that describes finite states,
transitions and actions between states. It has a limited set
of inputs, and each state can be transferred to zero or more
other states by the input string [31]. If we take pulses as
different states and time intervals as inputs, the pulse train
analysis along time can be treated as state transitions of FSA.
The m-th pulse state in the i-th pulse group is expressed as
qi,m, and the pulse group structure of the -th pulse group
is {PRI i,1,PRI i,2, · · ·PRI i,end }, then a pulse train can be
expressed as:

q1,1
PRI1,1
−−−→ q1,2

PRI1,2
−−−→ q1,3 · · · q1,end

PRI1,end
−−−−→ q2,1 · · ·

(9)

A. FSA MODEL FOR MFR PULSE GROUP RECOGNITION
FSA is modeled by a five tuple [30]:

Z = (Q, 6, δ, q0,F) (10)

where
Q represents all possible states of the automaton, which

can be determined by the pulse group number i and the
pulse position m in this pulse group, that is, Q = {q1,1,
q1,2, · · · qi,m, · · · , qI ,MI }, where I indicates the total number
of MFR pulse groups.MI represents the total number of PRIs
in the I -th pulse group;
6 = {DTOA(qi,m, qj,n), 1 6 i, j > I , n > Mi} represents

DTOAs of state transitions, corresponding to the input set of
the FSA;
q0 ∈ Q represents the starting state of the FSA;
F = $ indicates the terminating state of the FSA indicating

that the recognition is completed or the FSA state is not
updated for a long time.
δ represents the state transition function which refers to

DTOA conditions that need to be met for state transition.
The state transition in the intercepted pulse train can be
classified into two cases: the state transition in a pulse group
and state transition across pulse groups. Tables 1 and 2 are
state transition tables within a pulse group and crossing pulse
groups, respectively. The Eq. 11 and Eq. 12 are state transition
functions for two cases respectively.

δ(qm, qn) =
n−1∑
k=m

PRI i,k , δ(qm, qn) ≤
Mi∑
k=m

PRI i,k (11)

δ(qi,m, qj,n) =
Mi∑
k=m

PRI i,k + T +
n−1∑
k=1

PRI j,k ,

δ(qi,m, qj,n) >
Mi∑
k=m

PRI i,k (12)

where T represents the specific DTOA caused by missing
pulse groups during the state transition across pulse groups.
When there is no missing pulse group, T = 0, otherwise,

T = a1 · T1 + a2 · T2 + · · · + ai · Ti + · · · + aI · TI (13)

where ai is the number of missing i-thMFR pulse groups, and
Ti is the framework period of the i-th pulse group [6],

Ti =
Mi∑
m=1

PRI i,m (14)

where Mi represents the number of PRIs in the i-th pulse
group. It can be seen that T is a linear combination of frame-
work periods of MFR pulse groups when it is not zero.

The model of FSA is shown in Fig. 8. It includes two basic
structures: the input pulse train and the finite state controller
(FSC). The current state and state transition rules are stored
in the FSC. A reading head is controlled by FSC to read the
TOA of pulses in the pulse train from left to right.

In Fig. 8, after the FSC updates its status at ti+3, the starting
point of the current pulse group is ti, and the sequence number
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TABLE 1. Table of state transitions within a pulse group.

TABLE 2. Table of state transitions crossing pulse groups.

FIGURE 8. Physical model of automata.

of this pulse group is i. When FSC reads the pulse at time
ti+4, the input DTOA is ti+4 − ti+3, which does not meet
the state transition function, so the FSA state doesn’t change.
Next, FSC reads the pulse at time ti+5, and the input DTOA
is ti+5 − ti+3 and it satisfies the state transition function in a
pulse group, so the FSA updates its state to the fourth pulse of
the i-th pulse group. When new pulses arrive sequentially, the
FSA reads them one by one to determine their states, which
in fact realizes sequential pulse group recognition. The FSA
state is represented as,

s = [ts, i,m] (15)

where ts indicates the start time of the current pulse group,
represents the index of this kind of pulse group, and m is the
location index of the current pulse in the pulse group. The
start time ts and the pulse group index i jointly determine
the pulse group where the FSC is located, and the pulse index
m determines the specific position of FSA.

B. SEQUENTIAL RECOGNITION OF MFR PULSE GROUPS
Based on the above FSA model, this section proposes a
sequential recognition algorithm for MFR pulse groups, and
its pseudo-codes are listed as Algorithm 1 and Algorithm 2.

When a new pulse is intercepted, the FSA is judged
whether it has been started or not, and the algorithm is divided
into FSA startup and update processes accordingly.

If the FSA has not been started, the intercepted pulse’s
TOA is accumulated to the pulse set Ts for further starting
judgement. Then, Ts is input into the FSA startup algorithm
along with the startup template F to determine whether the
FSA should be started. The startup template is shown in

Table 3. The pulses in Ts are successively taken as the start
point, and a DTOA sequence is obtained to match with the
startup template. The FSA would start when the number
of matching DTOAs exceeds NT . Once the FSA has been
started, its state is updated and Ts is cleared for restarting.
The threshold for the number of matched DTOAs is

NTi = k · length(Fi) (16)

where k ∈ [0, 1], which means that the number of match-
ing DTOAs must be k times the number of PRIs in the
i-th matching template.
When the FSA has been started, a differential time TOAc

of each newly intercepted pulse is obtained by computing
the minus of the pulse arrival time DTOAc and the FSA
time. Then three evaluation operations will be performed on
DTOAc to implement pulse recognition.

1) If DTOAc is smaller than the remaining time of the
current pulse group, it is evaluated as a state transition within
this pulse group. Then match DTOAc with the state transfer-
ring rules in Table 1, if a certain rule is satisfied, one should
determine the pulse group’s position where the new pulse is
located, and update the FSA state accordingly. IfDTOAc does
not obey any state transferring rule in Table 1, this pulse is
judged as an interferential pulse.

3)If DTOAc is larger than the remaining time of the cur-
rent pulse group

∑M
k=m PRI i,k but smaller than the restart

threshold TH , it is preliminarily judged as a state transi-
tion crossing different pulse groups, and DTOAc should be
prejudged according to rules in Table 2. Here, the inte-
ger a1, a2, · · · , aI , j, n needs to be determined according to
Eq. 12 and Eq. 13. If no valid solution can be obtained, the
pulse is regarded as an interferential one. Otherwise, the cur-
rent pulse’s possible state is obtained. The term ‘‘possible’’
here means that even if there is a solution, the pulse could
still be an interferential pulse or a wrong solution. If the
solution pulse exists, and the new pulse group’s starting time
and sequence are saved in the pulse set P to be recognized.
If the number of pulses belonging to the i-th pulse group in
the set P exceeds NTi , it is regarded that the possible location
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TABLE 3. Automata startup template.

Algorithm 1 Sequential Recognition Algorithm Based on
Automata
Input: Automata’s state S = {ts, i,m}; TOA of current pulse

TOAc; Pulse set to be started Ts = {t1, t2, . . . , tn}; Pulse
set to be recognized P = {p1, p2, . . . , pL}; Startup mark
of automata SF ; Startup template F = {F1,F2, . . . ,FI};
Restart DTOA threshold TH ; State transition Table 1
and 2;

1: if SF == 0 then
2: Ts ⇐ {t1, t2, . . . , tn,TOAc}
3: S, SF = Start(Ts,F)
4: if SF == 1 then
5: Empty the impulse train set to be started: Ts ⇐ ∅
6: end if
7: else
8: DTOAc ⇐ TOAc − (ts+Table1(m,Mi));
9: if DTOAc <

∑Mi
k=m PRI i,k : The new pulse does not

exceed the current pulse group then
10: if DTOAc ==Table1(m, n) then
11: Match successfully. Update S = {ts,m, n} and

pulse recognition result
12: else
13: Treat the current pulse as an interferential pulse

and input a next pulse
14: end if
15: else {DTOAc >

∑M
k=m PRI i,k : The new pulse exceeds

the current pulse group}
16: if DTOAc >= TH then
17: SF ⇐ 0;
18: else
19: if DTOAc == Table2((i,m), (j, n)) then
20: Match successfully and add the current pulse

to the pulses set P to be recognized
21: NT ⇐ 0.5 · length( Table2((i, 1), (j, :)))
22: if There are more than or equal to NT pulses in

P belonging to the same pulse group then
23: Update S and pulse recognition results
24: end if
25: else
26: The current pulse is regarded as an interferen-

tial pulse
27: end if
28: end if
29: end if
30: end if
Output: Recognition results

Algorithm 2 Automata Startup Algorithm
Input: The pulse trains set to be started Ts = {t1, t2, . . . , tn};

Startup template F = {F1,F2, . . . ,FI};
1: for k = 1,2,. . . ,n-1 do
2: L ⇐ {tk , tk + 1, . . . , tn}
3: L ⇐ L − tk ;
4: for Fi in F do
5: if |Fi ∩ L| >= NTi then
6: SF ⇐ 1
7: Update the position of the last matching pulse

S = {tk , i,Fi}
8: end if
9: end for
10: end for
Output: S, StartFlag

of these pulses is true, and the FSA state is updated according
to the latest pulse.

3) If DTOAc > TH , it indicates that there have been no
pulses for a long time. Then one should terminate this FSA
and turn to step 1 for pulse accumulation and wait the FSA to
restart.

The computational complexity of the pulse group recogni-
tion algorithm based on FSA can be divided into two parts of
FSA startup (Algorithm 2) and FSA matching (Algorithm 1).
Assuming that there are n pulses in the pulse set Ts to be
started when the FSA starts, its computational complexity is
proportional to O((n− 1)I ), where I is the number of startup
templates in F. In the process of FSA matching, each pulse
experiences once match as shown in Algorithm 1. If the trial
solution of Eq. 11 and Eq. 12when state transfers across pulse
groups is not considered, the computational complexity of
FSAmatching is proportional toO(L), where L is the number
of pulses in the intercepted pulse train.

IV. SIMULATION
In this section, simulations are carried out to verify the perfor-
mance of the pulse group extraction and recognition methods
proposed in this paper. In the simulations, the effects of real-
world factors, including missing pulses, interferential pulses,
number of intercepted pulse groups, are investigated. This
section is divided into three parts. The first part introduces the
parameter settings. The second part evaluates the influence
of pulse noises on pulse group extraction based on semantic
coding, and the third part shows the performance of the
sequential pulse group recognition based on FSA.
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FIGURE 9. Simulation diagram of an intercepted pulse train.

A. SIMULATION PARAMETER SETTINGS
An MFR pulse train with three kinds of pulse groups is
simulated, and the PRI vectors of pulse groups transmitted by
MFR are [355, 392, 410, 420] us, [371, 382, 399, 444] us and
[525, 540, 570, 585] us respectively. The standard deviation
of TOA measurement is 0.2 us.

The conversion probability matrix between the radar pulse
groups is:

T =

 0.3 0.4 0.3
0.45 0.3 0.25
0.3 0.3 0.4

 (17)

Based on the aforementioned pulse train setting parame-
ters, the simulation of a partial pulse train is displayed in
Fig. 9 when the probability of missing pulse group (PMPG)
is set to 0.4, the probability of missing pulse in a pulse group
(PMPIG) is 0.2, and the interferential pulse ratio (IPR) is 0.6.

In the simulation of pulse group extraction, the PMPIG is
fixed to 0.2, the threshold of frequent item extracting is set
to 0.15 times of the highest DTOA frequency in the pulse
train, and the maximum allowable DTOA is 2000 us. The
quantization unit for the coding process is δ = 1 us. The
threshold NH for removing discrete points during clustering
is set to 0.1 of the number of intercepted pulse groups. The
extraction accuracy is used to assess the extraction perfor-
mance. Assuming the number of simulations is S and the
number of successful pulse group extraction is PGext , the
extraction accuracy is

Extraction accuracy =
PGext
S

(18)

The criterion for successful extraction is to extract all pulse
groups in the pulse train, and the PRI error is less than 0.5 us.

In the simulation of sequential pulse group recognition, the
number of intercepted pulse groups N is fixed at 200, and the
proportion of matching threshold in Eq. 16 is k = 0.5. The
restart threshold is TH = 2× 104 us. If the number of simu-
lations is S, and the successful pulse group recognition time
of the i-th simulation is PGregi , the recognition accuracy is

Recognition accuracy =

S∑
i=1

PGregi

S × N
(19)

The effectiveness of the recognition is tested by comparing
the starting time and sequence number of the FSA-recognized
pulse group with the targeted pulse group.

B. SIMULATION: INFLUENCE OF PULSE NOISES ON PULSE
GROUP EXTRACTION METHOD BASED ON SEMANTIC
CODING
Set the number of intercepted pulse groups as N = 200
and 300. Firstly, the influence of PMPGon extraction is inves-
tigated when the IPR is fixed at 0. Then the PMPG is fixed
at 0.4 to investigate how IPR affects extraction. Simulating
100 times yields the extraction accuracy.

FIGURE 10. Effect of PMPG on extraction.

It can be seen from results in Fig. 10 that when there
is no interferential pulse, the extraction accuracy decreases
with the PMPG increases. When 200 pulse groups are inter-
cepted and the PMPG is lower than 0.4, the semantic coding
method has a perfect performance; when the PMPG is 0.6, the
extraction accuracy is 82%; and when the PMPG reaches 0.8,
it loses its extraction ability. This abrupt decline is because
incomplete pulse groups have a significant frequency and are
mistaken for complete pulse groups. The extraction effect is
improved by intercepting 300 pulse groups, and at a PMPG
of 0.6, the extraction accuracy can still be as high as 96%.

The results in Fig. 11 show that when 300 pulse groups
are intercepted and the IPR does not exceed 1, the semantic
coding method can accurately extract pulse group structures.
When the IPR reaches 1.2, the extraction accuracy deteri-
orates seriously from 97% to 64%, which is because too
many interferential pulses destroy true MFR frequent terms,
resulting in incompleteness in pulse group structures. When
the number of intercepted pulse groups is 200, the extraction
effect deteriorates more seriously from 82% to 36%when the
IPR reaches 1.2.

It can be seen from two figures that when 300 pulse groups
are intercepted, the maximum missing pulse group proba-
bility and the maximum interferential pulse ratio that the
method can tolerate are 0.6 and 1, respectively. In addition,
the more pulse groups intercepted, the better the extraction
performance is.

C. SIMULATION: INFLUENCE OF PULSE NOISES ON
AUTOMATON-BASED PULSE GROUP RECOGNITION
This simulation part is set up to compare the pulse group
recognition accuracies of the proposed method and two other
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FIGURE 11. Effect of IPR on extraction.

FIGURE 12. Effect of PMPG on recognition.

existing ones, including the event-driven (ED) algorithm
in [9] and the pulse-level matching algorithm (PLM) in [10].
The PMPIP is set to 0.1 and 0.2. We investigate the effect
of PMPG on recognition accuracy when the IPR is fixed
at 1 and the effect of IPR on recognition when PMPG is fixed
at 0.4. The recognition accuracy is calculated by simulating
100 times. It should be noted that the empirical IPR required
by the ED algorithm must be less than 1. Therefore, when
we generate data with IPR = 1, the empirical IPR of the
algorithm is set to 0.99.

As can be seen in Fig. 12 and Fig. 13, the FSA algorithm
has great advantages over the other two existing algorithms
under all considered scenarios. The pulse noise is most sig-
nificant when PMPG is 0.6, IPR is 1, and PMPIG is 0.2 in
Fig. 12. In this scenario, the FSA algorithm still maintains a
recognition accuracy of 91%, while the other twomethods are
less than 80%. It can be seen from Fig. 12 that the recognition
accuracies of the FSA algorithm and the PLM algorithm
decrease gradually when the PMPG increases from 0 to 0.6.
Although the ED algorithm does not achieve a recognition
accuracy as high as the FSA algorithm, it is not sensitive to
PMPG, with a decrease of only 1%. This is mainly because
the empirical parameters of the algorithm do not rely on
PMPG, so its performance is only slightly affected by this
factor [9]. In addition, it can be concluded from Fig. 13 that,

FIGURE 13. Effect of IPR on recognition.

both FSA and PLM algorithms are insensitive to the IPR fac-
tor. This is because interferential pulses are generally skipped
over and only true radar pulses are considered for recognition.
According to the results in Fig.12 and Fig.13, when PMPIG
increases from 0.1 to 0.2, the recognition accuracies of FSA,
PLM and ED algorithms reduce by 2%-5%, 10%-15% and
2%-15% respectively, which further indicates the robustness
of the FSA algorithm to data noises.

V. CONCLUSION
This paper addresses the problems of automatic extraction
and sequential recognition of MFR pulse groups, and two
methods based on semantic coding and finite state automaton
have been proposed respectively. The simulation results show
that the proposed methods have good performance in the
considered scenarios.

For extractingMFR pulse groups from noise-contaminated
pulse trains, an extraction method based on semantic coding
and temporal feature clustering is proposed. This method
utilizes coding theory and Occam’s razor principle to realize
automatic extraction of MFR pulse groups successfully in
spite of data noises. If more than 300 pulse groups are inter-
cepted, ourmethod can always achieve an extraction accuracy
not lower than 95%, even if the ratios of missing pulse
groups and interferential pulses reach as high as 0.6 and 1,
respectively.

For sequentially recognizing MFR pulse groups based
on the extracted pulse group structure, we compared our
FSA-based method with two other methods. Simulation
results show that our method surpasses its counterparts with
very large performance margins, its recognition accuracy
exceeds 91% in all the simulations.
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