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ABSTRACT For understanding the vibration states of aero-engines deeply and acquiring warning signs in
real-time, a T-step forecast method of aero-engine vibration is proposed based on a powerful and advanced
deep learning model, the MAE (Masked Autoencoders) model. Unlike previous common algorithms, the
MAE model performs pre-training tasks by reconstructing information to achieve the purpose of analyzing
and learning the latent information among parameters. Through the use of this technique, downstream tasks
will be able to fine-tune and better suit the objective function, increasing the forecast’s accuracy. Compared
with simulation data and open-source datasets, this paper uses the real flight data recorded by aircraft data
acquisition systems. This implies that the real vibration states of aero-engines can be learned and built. And
from this, fairly practical conclusions can be reached. The result shows that it is feasible to forecast the
vibration signal of aero-engines. This means that not only is that the first time series forecasting application
of Transformer models that has a pre-training mechanism with masked code, but it also takes the lead in
exploring the feasibility of vibration signal forecast in the aero-engine area. In addition, the possibility of
forecasting in different types of aero-engines is also tested. Finally, to make our theories more reasonable
and convincing, experiments on different aero-engine states involving the transition state and the steady state
are carried out.

INDEX TERMS Aeroengine, vibration signal, vibration forecast, data driven, neural network.

I. INTRODUCTION

In civil aviation, aero-engine stability and safety are regarded
as crucial aspects that guarantee a secure flight through-
out the aircraft system. Due to increasing duty cycles, the
performance of aero-engines will inevitably deteriorate [1].
This situation could cause severe vibration accidents because
of malfunctions in aero-engines, such as being aged, corro-
sion and erosion in gas paths, blades worn out, and falling
off between components [2], [3]. But the existing methods
of fault diagnosis or prognosis on aero-engine suggest that
a high accuracy could not be obtained because of human
factors [4], [5]. And due to the complexity of aero-engines
and the principle of confidentiality, there are often still
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obstacles to learning the operating law of critical systems
as non-OEM (Original Equipment Manufacturer) [6], [7].
Not to mention that understanding the code of operation
and potential developments of vibration helps airlines and
non-OEMs gain a thorough understanding of aero-engine
major systems. But as far as Al (Artificial Intelligence) that
is based on data-driven methods is concerned, the techniques
are more applicable and popular than traditional experiment-
based methods. And it could be more appropriate to be used
in quickly modeling key systems and obtaining analyzed data
in time. Therefore, an effective Al system can make studying
aero-engine vibration easier for airlines and non-OEMs.
With the advancement of sensors and material techniques,
vital parameters have undergone more frequent monitoring
in order to assess the functioning of aircraft engines. such as
vibration signal levels, which have been affected by various
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factors that are representative of the status of aero-engines
in some way. Actual flight data captured by the sensors and
simulation data are the two main dataset sources. While the
simulation data could not fully adapt to the vibration signal
setting [8], [9], the research on aero-engines makes extensive
use of it. And this raises the question of whether the experi-
mental findings are trustworthy and useful. The actual flight
datasets generated from flights can solve the above prob-
lems. In addition, the research of the aero-engine vibration
is only limited to fault diagnosis, fault prognosis, and flow
forecast, but never involves forecasting tasks [10], [11], [12].
While looking deep into the forecast of the aero-engine vibra-
tion will bring huge positive feedback to the control system
optimization and flight security. Particularly for those who
are not original aero-engine designers but are researchers in
this area, which could provide some inspiration for them.
Therefore, it is extremely meaningful and practical to study
the possibility of the aero-engine vibration forecast. On the
basis of the above, using the data-based methods to study
forecasting the vibration signal of aero-engines will provide
a considerable degree of support for aero-engines design
optimization and airworthiness safety monitoring, based on
the above background.

In this paper, a new methodology is proposed for the
possibility of the aero-engine vibration forecast based on the
masked autoencoders (MAE) model and multi-parameters
fusion. The datasets we used in this study are collected from
aircraft data acquisition systems. It should be noted that the
utility of this method is verified with the difference (MSE)
between the actual vibration level and the forecasted one.
Based on the above, we hope that our work will be able
to expand research on how to accurately forecast the study
object in the area of aero-engines. Our paper’s novelty and
contribution are as follows: I. This paper presents the feasi-
bility of forecasting the vibration signal based on real flight
datasets. This is a huge leap in the aero-engine vibration field.
II. This article proposes an advanced application of the MAE
model to time series prediction. The MAE model’s usefulness
in multiple target prediction tasks was also demonstrated by
its remarkable theory, the pre-training task with the masked
mechanism.

Il. RELATED WORK

Deep learning has been observed and used to explore
more complicated problems employing tens of thousands of
large-scale datasets since the advent of Al and the advance-
ment of computer technology. And due to its end-to-end
pattern, deep learning algorithms can save the cost of manual
feature extraction and design process [13], [14], [15], [16].
Because of its rapid modeling capability and wide applica-
bility, deep learning is attracting the attention of aero-engine
experts for use in pertinent studies.

The majority of research on aero-engine vibration focuses
on baseline modeling, fault classification, and prognosis or
diagnosis of failures. Dong et al. proposed an optimized
convolution and bidirectional long short-term network, and
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it achieved a high accuracy rate(96.87%) on bearing fault
diagnosis by using Case Western Reserve University bearing
datasets [17]. Shao et al. used a deep belief network (DBN)
and this method is superior in stability and accuracy to the
traditional methods [18]. Zhang et al. combined auto-encoder
(AE) and parameter transfer for bearing fault detection at
variable rotating speeds [19]. And all of the references,
from 10 to 12, deal with studies on bearing problem iden-
tification in a vibratory condition.

In particular, these analyses of aero-engine vibration have
the following disadvantages. 1. The aspects of data. Current
research on aero-engine vibration primarily uses laboratory
simulation data, software simulation data, or open-source
datasets. These data are limited to reflect the real condition
of aero-engines. And it is produced in limited artificial con-
ditions, thus the datasets are not perfect in some ways. There
are several significant ways in which the actual flight data and
simulated data diverge. In addition, aero-engines are more
reliably and correctly represented by datasets collected under
real flying conditions. 2. Limited parameters. In order to fully
and accurately analyze the vibration code, it is necessary to
study aero-engine vibration and collect parameters as com-
prehensively as possible. Some studies on aero engines have
solely looked at the vibration parameters directly, ignoring
other factors. The results are not sufficiently validated by
this. On the other hand, because the aero-engine is a complex
system, it is important to consider all relevant elements in
as much detail as possible. 3. Controlled experiments. It’s
important to consider the effectiveness of various aero-engine
types. The result will have less reliability and application if
there is no such control experiment. 4. The study of forecasts
is lacking. The significance of studying aero-engine vibration
has been discussed in light of the background information
provided above. The forecasting method’s description, how-
ever, is still unclear. The majority of studies on fault diagnosis
and failure prognosis analyze classification issues. Despite
the fact that this is a serious issue, it belongs in the detection
that follows a fault. The necessity for early fault detection
can be met if the vibration is forecasted, but it can also aid
in the research of the fundamental principles governing the
entire vibration system. The most crucial part that can benefit
non-OEM researchers and airlines is this one. As a result, it is
important to pay more attention to forecasting the level of
vibration signals.

1ll. DATA PREPROCESSING

A. DATA ACQUISITION

The primary methods of data acquisition can be listed as
follow: simulation data, open-source datasets, and aircraft
data acquisition systems. The datasets this paper used are the
aircraft acquisition system’s data generated from the actual
flight. Compared with the traditional simulated data and the
open-source datasets, the datasets we used could be better at
mapping the operational status of aero-engine vibration. Var-
ious and detailed parameters, continuous storage, and easy

110677



IEEE Access

C. Xia et al.: Research on Forecasting Aeroengine Vibration Signals Based on the MAE Model

export and processing are all advantages of our datasets [20].
These characteristics make our study more reliable and com-
plete. In addition, the types of aero-engines we studied are
dual rotor engines, hence the data belong to the dual rotor
engine.

It should be noted that the airborne vibration computer
used to analyze the data for the vibration level studied in this
article first filtered any unnecessary signals. Therefore, the
vibration parameters recorded by the aircraft data acquisition
system cannot obtain the frequency distribution of vibra-
tion, and only the vibration of the whole aero-engine rotor
could be accessible. The vibration level processed by the air-
borne vibration computer is thus the forecasting target value
obtained in this paper. Although it is unavailable to gather
further information on vibration, such as modal distribution
and response position, it also has certain practical signifi-
cance and research value in aero-engines early warning, the
design and research of aero-engines through the forecasting
and tracking of future trends and sudden changes of vibration.
Additionally, our research can serve as an inspiration for the
study of vibration systems in other fields.

More significantly, there are two types of aero-engine
operating conditions: steady state and transition state, which
cover the entirety of a flight. As a result, conducting the
experiment in several states is necessary following the over-
all experiment. Thankfully, this paper includes the relevant
experiments. Meanwhile, datasets from both states will be
randomly extracted and input into our model at the same time.
When the model is sufficiently complex, it could learn the pat-
terns of these two states in training tasks and identify which
state it is according to the input data during the forecasting
process. Then the trained model can be regarded as a general
forecast model that does not need to distinguish aero-engine
conditions in the data preprocessing part due to its automatic
recognition capability.

B. PARAMETER SELECTION

This part will introduce the parameter selection of two dif-
ferent types of aero-engines we mainly studied. And the
selection of these two types of aero-engines will try to
stay the same. In the parameter selection, the interaction
of factors will be concerned and based on the technology
of aero-engines and the ability of data acquisition. In addi-
tion, by referring to the company’s manual and previous
aero-engine vibration papers, the following parameters will
be chosen from the type B aero-engine and type A aero-
engine [21], [22]. Table 1 shows the parameters chosen from
type B aero-engine. The vibration level of low pressure com-
pressor and the vibration level of high pressure compressor
will be chosen as our target parameters.

For another type of aero-engine, the parameters that we
chose from the type A aero-engine are the following. The
vibration level of low pressure compressor and the vibration
level of low pressure turbine will be chosen as our target
parameters.
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TABLE 1. Parameters selection (Type B).

Parameter Unit

Vibration levels of low pressure compressor MILS.DA
Vibration levels of high pressure compressor ~ MILS.DA
Vibration levels of low pressure turbine MILS.DA
Vibration levels of high pressure turbine MILS.DA
High pressure compressor outlet pressure
(PS3) PSIA
Fan inlet temperature (T12) C
High pressure compressor inlet temperature e
(T25)
High pressure compressor outlet temperature

C
(T3)
Low pressure rotor speed (N1) %RPM
High pressure rotor speed (N2) %RPM

TABLE 2. Parameters selection (Type A).
Parameter Unit

Vibration levels of low pressure compressor MILS.DA
Vibration levels of high pressure compressor ~ MILS.DA
Vibration levels of low pressure turbine MILS.DA
Vibration levels of high pressure turbine MILS.DA
High pressure compressor outlet pressure
(PS3) PSIA
Total air temperature (TAT) C
High pressure compressor inlet temperature °
(T25)
High pressure compressor outlet temperature

C
(T3)
Low pressure rotor speed (N1) %RPM
High pressure rotor speed (N2) %RPM

C. MISSING VALUES PROCESSING

In this paper, we compared the different interpolation meth-
ods such as linear, nearest, zero, quadratic, cubic and barycen-
tric. Figure 1 shows the results of the above interpolation
methods using the T3 factor in one flight. By contrast, each
method does not have an impact on the general trend, but
the linear is smoother. Consequently, the linear will be a
good concern relatively. Figure 2 presents the comparison of
complete data and raw data using the T3 factor in one flight.

D. THE TERM ‘STEP’

It should be noted that the term ‘step’ has been used to
refer to situations in which time series data are used. In the
present study, a step is defined as the frequency of recording
data. Particularly, one step can be representative of the sensor
acquisition rate which is 1 Hz. This paper attempts to show
the feasibility of predicting a vibration parameter in the next
10 steps using 100 step correlative parameters. Because the
result is expected to provide better forecasting and tracking
of vibration levels to ensure airworthiness.
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FIGURE 1. Comparison results of interpolation methods (Type A
Aero-engine).

600 600
§e/s P Ch
‘3 i1 15} &
500 ¥ i S £ T 1 ¥ =
s # i e laand e
3 W 1 A
ins 8o
400 @ 400 %
300 . 300
200 o 200 g
|
100 § 1001 | °
of-+ 0f =
0 1000 2000 0 1000 2000

complete data raw data

FIGURE 2. Comparison results of complete data and missing data (Type A
Aero-engine).

E. RANDOMIZING DATA EXTRACTION

To build an accurate model, this paper extracts data randomly.
This technique will help our model to learn more suitable
parameters, which will fit the real latent vibration function
better. And the model would learn the interaction of rele-
vant vibration factors rather than the sequential relation of
parameters in flight sectors [23], [24]. One batch consists of
100 continuous steps as input values and 10 uninterrupted
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steps as output values. In the fourth section, we will randomly
sample 64 batches as the input to a round of training.

IV. MODEL ARCHITECTURE

In recent years, Transformers, which are self-attention-based
architectures, have become a common choice in many natural
language processing (NLP) tasks [25]. Especially with the
advent of a conceptually simple and empirically powerful
model, BERT which extends the structure of Transformers,
the pre-training tasks are more effective in enhancing NLP
learning tasks [26], [27]. And it shows the importance of
bidirectional pre-training for language representations and
makes the need for many task-specific architectures highly
designed to be reduced as the first fine-tuning based represen-
tation model [28]. Furthermore, the use of Transformers has
been extended from NLP to computer vision (CV). Masked
autoencoders (MAE) are scalable self-supervised learners for
CV, and the approach is clear: we just need to mask random
patches of the input image and reconstruct the missing pix-
els [29]. And the original MAE architecture will be provided
in Figure 3.

0 H B
AR N,
|:> W |cucods DI:> :\E - |::>-r ,’4
= D L ] | g
& % & A

FIGURE 3. Original MAE architecture.

The MAE model consists of two key designs. Firstly,
The entire architecture is asymmetric. Only The visible sub-
set of patches (without mask tokens) will be input to the
encoder, and a lightweight decoder will be appointed to
reconstruct the original image from the latent representation
and mask tokens. Secondly, a nontrivial and meaningful self-
supervisory task will be yielded because a large proportion of
the input has been masked, e.g., 75% [29] This challenging
task generated by these two vital design ideas makes the MAE
model more effective and efficient in training large models
process. In addition, only a quarter of the original data will
be input, hence the training speed is more than three times
faster.

The MAE encoder is just a standard ViT [30] but applied
only on visible, unmasked patches. The encoder uses a linear
projection to embed patches and adds positional embeddings.
The above process outputs will enter a number of Transformer
blocks. Figure 4 below illustrates the Vit model. We noticed
the beautiful characteristics of MAE encoders. Thus, accord-
ing to these properties, the adaptability of aero-engine vibra-
tion prediction has been studied. The model might learn the
latent relation of vibration factors because of the ambitious
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and challenging pre-training. Moreover, the encoders could
learn the important features due to the Transformer parts [25].
In addition, the result might be universal for other vibra-
tion parameters’ prediction because of the pre-training which
involved other vibration factors. Therefore, this architecture
will further save computing costs.

Transformer Encoder

Eﬁ%@“i@@@@@w@#

Linear Projection of Flattened Patches

ﬁmmahzw $

FIGURE 4. Vision transformer(ViT).

An overview of the ViT model is presented in Figure 4.
In this architecture, the dimension of our data is x €
RAXWXC "and out data will be transformed into a sequence of
flattened 2D patches x € RV*(P *C) where (H, W) is the time
steps and features of out input. C is the number of channels
that will be one in our study. (P, P) is the resolution of each
image patch, and N = HW /P? is the resulting number of
patches, which also serves as the effective input sequence
length for the Transformer. In addition, constant vector size D
through all of the Transformers’ layers, hence MAE’s authors
flatten the patches and map to D dimensions with a trainable
linear projection (Eq.1). For the MAE model, the output
of this projection means the patch embeddings. Similar to
BERT’s [class] token, MAE add a learnable embedding to
the sequence of embedded patches (28 = Xlass), Whose state
at the output of the Transformer encoder (zg) serves as the
image representation y (Eq. 4) [30]. In our study, we could
neglect it due to our objective is regression, not classification.
And the Multilayer Perceptron (MLP) contains two layers
with GELU non-linearity.

el 20 . .N
z0 = [xclassa xpE» XI,E, Xy E] + Epos

E e RFOXD g e RVFDXD )
2’ = MSA(LN(z¢-1)) + 214 =1...L 2
z¢ = MLP(LN(Z;))+ Z,¢ =1...L 3)
y=LN@) “

The layer normalization, called “LN”, standardizes the
training samples, to ensure the output is not affected by the
number of features. The MSA, which means multihead self-
attention, involved standard self-attention which is a common
building block for neural architectures [25]. And q, k, and v
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are three different matrices.We calculate a weighted sum
over all values v in the sequence for every single element
in an input sequence z € RV*P_ The attention weights Ajj
are based on the pairwise similarity between two elements
of the sequence and their respective query q' and key K
representations.

[q. k, V] = zU gty Uty € RPP1 ©)
A = soft max(gk” /\/Dp)A € RV*N (6)
SA(z) = Av @)

The self-attention (SA), called ““heads”, will be operated k
times in parallel. And their results will be concatenated and
projected. To retain the calculation and number of parameters
constant when k is changing, Dy, is typically set to D/k.

MSA(z) = [SA1(2); SA2(2); - - -3 SAK(Z)]Upnsa
Unsa € REP>D ®)

The MAE decoder has another series of Transformer
blocks. And the input is the full set of tokens composed
of encoded visible patches and mask tokens. See Figure 3.
Each mask token is a shared, learned vector that indicates
the presence of a missing patch to be predicted [28]. And
all tokens will add positional embeddings in this full set.
Moreover, mask tokens would have no information about
their location in the image [29]. Figure 5 presents the detail
of the Transformer encoder.

In summary, the whole process consists of three parts. And
the pre-training task is the first step. The pre-training task’s
random masking of black patches (Accounting for 75% of
the total) will be reconstructed by the MAE model, as seen in
Figure 3. By completely reconstructing the two-dimensional
matrix, the MAE model can learn the latent information there.
This can be seen as getting to know one another by reading
one other’s postcards. This is the most vital part and the
central idea of the MAE model. The next parts, training and
forecasting, are thus in line with the traditional deep learning
method. The pre-training system and the other (the training
and prediction system) are two crucial subsystems that make
up the entire model. Upon completion of the pre-training
task, the model will activate a different mechanism during
the formal training. Depending on whether it is a pre-training
task or a formal training task, this switch can be manually
operated. This is a point that may be confusing.

Because of this, the pre-training task with the masked
mechanism is essential to comprehending the entire calcula-
tion process, and this article’s application of it to aero-engine
vibration is innovative.

V. CASE VALIDATION

In this section, we will briefly present the setting of some
hyperparameters. And then the feasibility and applicability
of forecasting aero-engine vibration signals will be demon-
strated in terms of different aero-engine types and parameters,
one by one. It should be noted that all models are fully pre-
trained and trained in our experiments. And the model with
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FIGURE 5. Transformer encoder.

TABLE 3. Parameters of cosine annealing Ir.

Parameter Meaning
Ninax Maximum learning rate
Nain Minimum learning rate
Tewr Current epoch

T; Number of periods

the smallest error of the test datasets in the training process
will be selected for testing. Then, some offsets will be added
to the test datasets and ten tests that are equal to the number
of our prediction steps will be carried out, and the average of
these results will be regarded as the final result. Therefore,
the X-axis difference is caused by the order of test data in
this paper. The purpose of our study is to forecast the future
signals of vibration. As a result, we use mean square error
(MSE) as the performance measure of our model.

1 “ A 2
— > Gi— ) ©)
m i=1

A. HYPERPARAMETERS SETTING

In this case study, we proposed a modified MAE model
that could fit our aim properly. In this work, the depth of
encoders are 12, and the decoder depth we used are 4.
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learning rate's curve changes as epoch goes on
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FIGURE 6. Cosine annealing LR.
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FIGURE 7. Comparison of pre-training tasks.

The embedding has dimensionality embed_dim = 512 and
decoder_embed_dim = 256. Others are default. The orig-
inal dimension of output is 1000, and we add two linear
layers to the rear. This technique might make the model fit
the vibration function better. The dimension of linear layers
are (1000, 512) and (512, 10), because the expected steps
are 10. We used the AdamW [31] optimizer with 8; = 0.9,
Br = 0.95 and weight_decay = 0.05 during pre-training.
And we employ 81 = 0.9, B2 = 0.999 and weight_decay =
0.05 during downstream tasks. We varied the learning rate
over the course of training, according to the formula [32]:

Tcur
T
T )

(10)

Mr = Nhgin + 0.5 X (Nhyax — M) X (1 + (cos
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FIGURE 9. Results of ResNet and VggNet.

The strategy of learning can be defined as Cosine Anneal-
ing LR. Figure 6 shows the trend of this method and the table
below illustrates the meaning of these parameters above.

Other hyperparameters, learning rate, epochs, and batch
size, will be set as 0.0002, 400, 64 during pre-training and
0.0001, 200, 64 during fine-tuning.

Furthermore, in order to select the most appropriate pro-
portion of pre-training data, comparisons are carried out as
shown in Figure 7. As a result, 50% and 30% of the data
will be chosen to pretrain the Type A and Type B aero-engine
parameters, respectively.
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B. VIBRATION SIGNALS OF LOW PRESSURE
COMPRESSORS FROM TYPE A AERO-ENGINES
In this part, the vibration signal of low pressure compressors
from Type A aero-engines is mainly used as our study object.
It should be noted that the unit of vibration level pre-
dicted in this paper is MILS.DA, so the numerical result
forecasted in subsequent experiments is the square of this
unit, while the Y-axis of the trend chart is this unit. And the
gray area between different curves is the loss (the difference
between the true and the forecasted). In addition to evalu-
ating the MAE model, ResNet18 [33], VggNetl8 [34] and
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FIGURE 11. Results of the MAE model.

ConvNeXt18 [35] are also used to test the feasibility of pre-
diction, as well as the results of errors are analyzed. It should
be noted that the ConvNeXt model is the modernization
of the ResNet model. A cutting-edge and potent algorithm
is the ConvNeXt model, which is superior to Swin Trans-
former [36] and more advanced. Table 4 shows the results of
these models. And Figures 8 to 11 present the details of the
forecast. Meanwhile, Figure 12 shows the results without pre-
training. It is not difficult to conclude from the below results
that the ResNet model is the best and the VggNet model the
worst. In addition, the result of the MAE model with pre-
training is better than the one without pretraining. We believe
that the MAE model used in this paper is a greatly complex
model with a large scale of internal parameters, while the
datasets used in our experiments are only a million scale.
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12600 12100 12800 12900 13000 13100 13200 13300
step

-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8

TABLE 4. Comparison of different algorithms.

Model Loss (MSE)
MAE 0.009116
MAE without pretraining  0.009908
SENet 0.002392
ResNet 0.002151
VggNet 0.011761
ConvNeXt 0.002481

Therefore, the MAE model could not obtain sufficient pre-
training and training, which could lead to prediction results
that are inferior to the light model (SENet18, ResNet18, and
ConvNeXt18). Nevertheless, our experiments still proved the
feasibility of forecasting aero-engine vibration signals. This
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FIGURE 12. Results of the MAE model without pre-training.
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FIGURE 13. Forecast results of the vibration signal of low pressure turbines from Type A aero-engines.

is the most important goal we need to reach. In addition,
it can be seen from Figure 11 and Figure 12 that the MAE
model with pretraining could better track and forecast the
conventional and instantaneous changes of vibration signals.

C. VIBRATION SIGANLS OF LOW PRESSURE TURBINES
FROM TYPE A AERO-ENGINES AND VIBRATION LEVELS
OF HIGH PRESSURE COMPRESSORS FROM TYPE B
AERO-ENGINES

In this part, the vibration signal of low pressure turbines
from Type A aero-engines and the vibration signal of high
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pressure compressors from Type B aero-engines are mainly
used as our study object. This part, the applicability of fore-
casting aero-engines vibration will be verified. Figure 13 and
Figure 14 present the results of prediction respectively. The
experimental results show that not only the compressor and
the turbine vibration signals can be predicted but also the
vibration signals from various types of aero-engines. And the
results of Figure 13 perform better than Figure 14. In combi-
nation with the result of Part D, we believe that the parameters
used to forecast the vibration signal of Type A aero-engines
are sufficient, hence the MAE model could fully learn the
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FIGURE 15. Forecast results of the vibration signal of low pressure compressors from Type B aero-engines.

time sequence relation between various parameters and the
characteristics of vibration changes, hence it could output
better prediction results from Type A aero-engines. But from
experiments with the Type B aero-engines, it can be seen that
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the required training conditions are not particularly adequate.
Therefore, some vital vibration features could not be learned
by the MAE model, resulting in relatively poor forecast
outputs.
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FIGURE 16. The transition state (the low pressure compressor, Type A).
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FIGURE 17. The steady state (the low pressure compressor, Type A).

D. VIBRATION SIGNALS OF LOW PRESSURE
COMPRESSORS FROM TYPE B AERO-ENGINES

In this part, the vibration signal of low pressure compressors
from Type B aero-engines is mainly used as our study object.
Contrary to the previous prediction with high accuracy,
the vibration trend forecast in this part is only acceptable.
Figure 15 shows the results. It is clear from Figure 15 that
the MAE model could only forecast the overall vibration
tendency, but it cannot track and predict the correct value
that should be forecasted in the face of great fluctuations and
sudden changes. As a result, this level of forecast accuracy
could not be accepted in real industrial practices. The reason
why the results are not relatively acceptable in this vibration
predictive experiment could be that the strongly vibration-
related features are not sufficient to forecast this vibration
signal. Therefore, it is unavoidable that the prediction will
contain relatively large errors under such inadequate condi-
tions. This is the same as Part C. Despite the fact that choosing
parameters is not the main emphasis of this essay, it makes an
effort to be thorough and choose as many pertinent parame-
ters as it can. As a result, there might be additional factors,
such mechanical ones, that cause rather substantial prediction
errors. This research does not attempt to go into great detail
on this, though, as it deviates from the main goal of the
paper, which is to explore the viability and applicability of
forecasting the aero-engine vibration. As a result, we intend
to start a new topic in the relevant study that follows to
concentrate on the factors that influence the forecast accuracy.
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FIGURE 18. The box plot of the two states (the low pressure compressor,
Type A).
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FIGURE 20. The steady state (the low pressure turbine, Type A).

E. AERO-ENGINE STATES ANALYSIS

In this Part, to make our thoughts more reasonable and
convincing, two groups of state experiments on the Type
A aero-engine’s low pressure compressors and low pressure
turbines are carried out in this part. As mentioned above,
we have performed pertinent experimental verification for
the aero-engine types here. The datasets we used in this part
are test datasets that have been divided into transition state
and steady state portions. It should be noted that when an
airplane is in flight, the aero-engine is in its steady condition
for a longer period of time than it is in its transitional state.
Therefore, steady state datasets are bigger than transition
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state datasets. As can be shown that regardless of whether
the compressor or the turbine is forecast, the transition state
prediction error is higher than the steady state forecasted
error. But the cost of forecasting the transition state of the
aero-engine vibration is still acceptable. And the MAE model
can track its changes in time.

From Figure 19 to Figure 21, figures present forecasted
results for the Type A aero-engine’s low pressure turbines.
And results are similar to the low pressure compressor. The
model can give relatively accurate forecasted outcomes as
well. This leads to an extremely crucial conclusion that even
in the most complicated state, the transition state, the future
trend of the system and the quick shift in the degree may
both be reliably and accurately forecasted. In addition, it is
reasonable to believe that through our strategy of feeding
the MAE model with random extracting datasets, the MAE
model itself has learned the important features of distinguish-
ing the transition state and steady state according to the input
data. When the identification job is done, an accurate forecast
value can be output.

VI. CONCLUSION

Aiming at the feasibility of forecasting aero-engine vibra-
tion level, this paper uses an advanced and powerful deep
learning algorithm in other domains to forecast the aero-
engine vibration, which means the changes in aero-engine
vibration have been forecasted based on the actual flight
datasets gathered by aircraft data acquisition systems. It is
an innovative application that the MAE model is used in the
area of time series prediction. And the forecast of the aero-
engine vibration is also a leading leap in the domain of aero-
engine vibration research. The experiments of aero-engine
vibration prediction have been tested by substantial and suf-
ficient experiments based on real flight datasets. Therefore,
the validity of this paper’s results can be guaranteed. More
importantly, in order to make our results more convincing and
reliable, experiments on different types of aero-engines and
different aero-engine states have been carried out, which is
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very rare in previous aero-engine vibration research. There-
fore, the applicability is assured either.

The study has shown that @ forecasting the vibration signal
of aero-engines is feasible to some extent. Compared with the
previous research on fault diagnosis and prognosis, the MAE
model could forecast future vibration changes and might
track the sudden change and fluctuations of vibration sig-
nals. Meanwhile, the latent interaction of parameters can be
learned deeply in the process of the pre-training task. Because
the established pattern is a normal operating pattern when
engine vibration is irregular, we can compare the forecasted
value against the actual value to provide early warning, which
could contribute to flight safety. @ The applicability of the
forecast is also verified above. It is possible to forecast not
only the future trend of the various vibration signals but
also the vibration signal of different types of aero-engines.
Even the vibration signals of various aero-engine systems
could be forecasted. This achievement is of great importance
for the understanding and the design of the aero-engine and
other vibration systems in other domains. @ In addition,
whether the model can identify different aero-engine running
states and make accurate predictions are also verified in this
article. Therefore, there are enough reasons to believe that
a sufficiently complex algorithm model can learn different
states’ features at the same time when the amount of data is
ample. @ By studying multi-parameter fusion, it is known that
the complexity of the vibration system in the aero-engine.
Therefore, this result could also be used to check which
parameters can affect the running of the aero-engine vibration
system. Meanwhile, this result shows that the influence of
multiple parameters should be considered as much as possible
when studying complex vibration systems in aero-engines.
In the past, most research has focused on a single vibration
parameter, simplifying the vibration system of the engine.
However, vibration is affected by many factors.

It should be emphasized that the model will take into
account both the trend of other parameters and the future
tendency of the vibration signals when making predictions.
As a result, the model may become inert and fail to take the
trend in parameter development into account. Additionally,
the forecast’s capacity will be diminished when significant
variations and actual changes occur. Especially if the aero-
engine status changes while it is really running. As a result,
this will be the subsequent stage in the forecasting process
where future information from other parameters is taken into
account. The choice of parameters may possibly be a signifi-
cant concern in the future.
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