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ABSTRACT The cloud storage service provides the storage and access function for massive data, reducing
the management cost for large amounts of data. The data integrity verification scheme in cloud storage can be
employed to help users confirm the integrity of outsourced data. Although public data integrity verification
schemes allow users to outsource data integrity verification to third-party auditor (TPA), there are still many
problems with centralized TPA in terms of security and efficiency. In recent years, researchers have tried to
apply blockchain technology to solve the centralization problem of traditional methods, but these schemes
do not pay attention to the problem of efficiency degradation caused by the use of blockchain technology.
This paper proposes an efficient data integrity verification scheme for multi-cloud storage services by using
blockchain technology. The overall verification can verify the integrity of multiple CSPs, which solves the
problems of low computational efficiency. Local verification can trace the source to the specific damaged
CSP, which is more secure and reliable. In addition, this paper puts the data verification process directly in
the blockchain for public execution and provides data integrity verification services without the assistance of
any third-party audit platform, avoiding the security problems caused by untrusted TPA. Theoretical analysis
and experiments verify the safety and effectiveness of the scheme.

INDEX TERMS Cloud computing security, data integrity, blockchain, data security.

I. INTRODUCTION
With the rapid development of network and communication
technology, cloud computing has been widely applied in
recent years. Cloud storage is a service provided by cloud
computing [1], which allows users to access the network and
use storage resources. The cloud storage service provides
the storage and access function for massive data, reducing
the management cost of users for large amounts of data.
Whether it is a single file or a large number of files, cloud
storage services can make it easy for users to share files.
Cloud storage services greatly reduce the burden of cloud
users, but also bring some security risks to cloud data. On the
one hand, compared with traditional storage methods, data
stored in the cloud may be lost or damaged due to the damage
of attackers or hardware and software failures, such as the
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outsourced data integrity damage event of Tencent Cloud in
2018. On the other hand, cloud service provider (CSP) may
be untrustworthy. It may delete some data that users rarely
or almost never access in order to obtain greater benefits,
while it may hide the data loss accident from users to preserve
its reputation. Since the user loses physical control over the
data on the cloud, it is impossible to determine whether
the data on the cloud is corrupted. Therefore, users need a
cloud data integrity detection mechanism to verify whether
the outsourced data is damaged.

The traditional method of data integrity verification is to
download all the data of the data owner (DO) directly from
the CSP and check the integrity of the data locally. However,
it is impractical for data owners to store data in a large number
of CSP clusters and download all data to the local machine
during each integrity check, because this method wastes a
large amount of network transmission resources and local
storage resources, which seriously weakens the advantages
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of cloud services. Due to the high cost and insufficient
resources of local verification, a trusted third-party institu-
tion or mechanism is required to perform the verification
task, so local verification is gradually replaced by public
verification.

In the public verification schemes, the user entrusts a
third-party auditor (TPA) to carry out the data integrity veri-
fication. In particular, TPA challenges the CSP and requires
it to prove the integrity of the outsourced data, and then
TPA sends the integrity verification report to DO. Although
the participation of the centralized TPA seems to make the
audit process more convenient, there are still many problems
in terms of security and efficiency. For example, if TPA
knows that the public audit process is conducted periodically,
TPA may avoid costs by not performing several verification
processes after one verification without problems, but will
produce a report without problems; TPAmay collude with the
CSP, such as jointly concealing data corruption from users,
or only verifying data blocks with good integrity; TPA is not
controlled by the user and may leak data, etc.

At present, blockchain technology can provide a dis-
tributed database system, which has the potential to build a
trusted, fair and decentralized environment for cloud stor-
age [2], [3]. Since the blockchain records all transactions,
few people can make any changes to the data once it is in
the blockchain, making it difficult to forge, trace and tam-
per with. In recent years, researchers have designed some
data audit schemes for data integrity verification based on
blockchain [4], [5]. Some studies use blockchain to imple-
ment trusted storage of TPA audit logs which help users
monitor untrusted TPAs [6], [7]. On this basis, researchers
further use blockchain to replace TPA for trusted audit [8].
Xue et al. [9] proposed an identity-based public auditing
(IBPA) scheme for cloud storage systems using the pub-
lic blockchain mechanism of the Bitcoin system, but the
resistance to malicious auditors increases the computational
overhead on the user side. Zhang et al. [10] proposed a data
audit scheme for multi-cloud storage based on blockchain,
but the verification efficiency of this scheme was low. Hence,
the use of blockchain technology will affect the efficiency of
integrity verification with varying degrees, and even lead to
the problem of low efficiency.

In order to solve the above problems, this paper proposes a
blockchain-based data integrity verification scheme in multi-
cloud storage. Since the information on the blockchain can be
regarded as immutable and traceable, this paper puts the data
verification process directly in the blockchain for public exe-
cution and provides data integrity verification services with-
out the assistance of any third-party audit platform, avoiding
the security problems caused by untrusted TPA. In addition,
the integrity verification of multiple CSPs for multiple DOs
is realized by the overall verification, which solves the prob-
lems of low computational efficiency. The specific CSP with
integrity damage is traced by local verification, which solves
the problem of tracing malicious CSPs in distributed cloud
storage.

The main research work of this paper is as follows.
1) This paper proposes an efficient data integrity ver-

ification scheme for multi-cloud storage services using
blockchain technology. Compared with centralized methods
based on TPA, this scheme uses blockchain technology to
achieve decentralized integrity verification services, which
are more difficult to tamper with.

2) This scheme stores the aggregate signatures and local
signatures of encrypted data in the blockchain, and the ver-
ification process is carried out publicly in the blockchain.
Therefore, anyone in the blockchain network can serve as a
public auditor, and the verification results can be repeatedly
authenticated by them, resulting in the extensive recognized
of verification results. In addition, the blockchain will publish
the CSP with missing data integrity to supervise the CSP to
guarantee the data integrity.

3)We designed two data integrity verificationmodes: over-
all verification and local verification. The overall verification
can verify the integrity of multiple CSPs, which can improve
the efficiency of integrity verification and resist rough key
attack. Local verification can trace the source to the specific
damaged CSP, which is more secure and reliable.

II. RELATED WORKS
In order to protect the integrity of outsourced data, the previ-
ous researches consider checking the MAC value of data in
data audit, but these schemes have limited verification time
and high overhead [11]. Ateniese et al. [12] first proposed the
concept of PDP. In their RSA-based PDPmodel, by randomly
checking part of the data stored in CSP, users can obtain prob-
abilistic proof of data integrity through challenge response
without downloading the complete file. After that, more PDP
schemes were proposed [13]. Wang et al. [14] proposed a
PDP protocol, which supports public data audit based on the
trusted TPA to reduce the overhead in the process of data
audit. Wang et al. [15] introduced ring signature technology
to protect the privacy of user in the process of public audit.
Yu et al. [16] proposed an identity-based data auditingmecha-
nism to protect the privacy of user and reduce computational
costs. However, most schemes usually rely on trusted TPA,
whichmay not exist in distributed cloud storage environments
and faces problems such as performance bottlenecks and sin-
gle points of failure. The fewmethods that do not require TPA
can only help the user discover that the outsourced data has
been corrupted, but cannot help the user provide an accepted
proof of integrity breach, which gives the CSP an opportunity
to refuse to validate the results.

The rise of blockchain technology makes it possible to
solve the problem of centralization of data audit schemes.
A blockchain is an immutable distributed ledger that records
the status of all entities in the blockchain network [2], [3].
With the characteristics of decentralization, non-repudiation
and traceability of blockchain, many data auditing schemes
based on blockchain have been proposed. Xue et al. [9]
constructed random challenge messages through blockchain
and implemented an identity-based public audit scheme to
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prevent untrusted TPA and storage service providers from
colluding and forging data integrity certificates. To supervise
the semi-trusted TPA, Zhang et al. [17] required them to
publish audit logs on the blockchain. Zhang et al. [18] also
designed a similar data audit scheme based on blockchain.
Zhang et al. [10] proposed a data audit scheme formulti-cloud
storage based on blockchain, which introduced blockchain
technology and realized the integrity audit of public batch
data in multi-cloud scenarios, but the verification efficiency
of this scheme was low. Although these solutions solve the
centralization problem of traditional methods, they do not pay
attention to the problem of efficiency degradation caused by
the use of blockchain technology, especially in the CSP sys-
tem containingmultiple servers, the data integrity verification
process will be extremely slow and even affecting the use of
the data.

III. PRELIMINARY
A. PEDERSEN COMMITMENT
Cryptographic commitment scheme is a two-phase inter-
action protocol involving two parties. One of the most
widely used cryptography commitment in privacy protec-
tion schemes is Pedersen commitment [19], which plays an
indispensable role in numerical hiding, identity verification
and audit verification [20]. Pedersen commitment based on
elliptic curve consists of Committer and Verifier, including
commitment generation phase and commitment disclosure
phase:

Commitment generation: the committer chooses a random
number r and computes the commitment com (m) = m∗F +
v ∗ H on the secret data m, where F and H are two fixed
points with different positions on the elliptic curve, sends the
commitment com (m) to the verifier, and discloses F and H .

Commitment disclosure: the committer sends (m, v) to
the verifier, and the verifier recalculates com′ (m) to verify
whether com (m) is equal to com′ (m), thus determinewhether
the data m has been tampered.
The Pedersen commitment has homomorphism. For

m0,m1εG and v0, v1εG it has com (m0; v0)+com (m1; v1) =
(m0 + m1) ∗ F + (v0 + v1) ∗ H = com (m0 + m1; v0 + v1),
where com (m0 + m1; v0 + v1) indicates aggregate commit-
ment, com (m0; v0) and com (m1; v1) indicates commitment.

B. MUSIG
Musig is a multi-signature scheme proposed by the
Blockstream team in 2018 [21]. Multi-signature indicates
that multiple signers jointly sign the same message. Musig
aggregates the public keys of multiple signers into one public
key (aggregated public key), sends the data to each signer for
simultaneous signature, and aggregates all signatures into a
total signature (aggregated signature), so the blockchain can
directly use the aggregated public key to check the valid-
ity of the aggregated signature. Compared with the other
multi-signature methods, Musig has two obvious advantages:
¬ it has the same key length and signature length as the

standard Schnorr signature, which is very efficient;  it
ensures the security of Rogue Key attacks.

C. BLOCKCHAIN
A blockchain can be regarded as a distributed shared ledger
built on a network, where the content in the blockchain is
agreed upon by all nodes through a consensus mechanism.
Therefore, the blockchain is very robust, and the error of a
few entities will not affect the correct operation of the whole
system. In addition, the distributed node authentication and
negotiation mechanism is used to solve the trust problem
between untrusted nodes in distributed information systems,
so as to ensure the trust between untrusted distributed entities
without the need for traditional trusted third party. Therefore,
blockchain is very suitable to solve the centralized problem of
trusted TPA, achieve decentralized data integrity verification,
and make verification results more reliable.

IV. PROBLEM FORMULATION
A. SYSTEM MODEL
The system model in this paper includes three entities: data
owner (DO), cloud server provider (CSP), and blockchain.

Data Owner owns a large amount of data and outsources
them to CSP. The number of DOs is n(n ≥ 2). In the
signature generation phase, data owners encrypt the original
data with the homomorphic encryption technology, generate
commitments, and upload them to the corresponding CSP
respectively. In addition, the random numbers used to gen-
erate the commitment will be uploaded to the blockchain.

Cloud server provider possesses massive storage
resources and computing resources. It is mainly responsible
for storing encrypted data uploaded by the data owner and
assisting with integrity verification. The number of CSPs
is n(n ≥ 2). In the signature generation phase, CSPs inde-
pendently generate local signatures, collaboratively generate
aggregated signatures, and upload them to the blockchain.
In the signature verification phase, CSPs collaboratively
generate aggregate commitment and send it to the blockchain
for overall verification, while CSPs directly generate commit-
ments and send them to the blockchain for local verification.

Blockchain is mainly responsible for storing the aggre-
gated signatures and local signatures uploaded by CSPs and
the random number uploaded by DOs, and publicly verifying
the integrity of the data. Blockchain is allowed to be accessed
by data owners and authorized users, and the process and
results of integrity verification will be checked repeatedly,
so blockchain can guarantee the credibility of verification
results.

Figure 1 represents the system model of ‘‘A Blockchain-
based data integrity verification scheme in cloud storage’’.
In the signature generation stage, ¬ DO1∼DOn encrypt
data, generate commitments, and upload them to the corre-
sponding CSP1∼CSPn respectively. In addition, the random
number used to generate commitments can be uploaded to
block1∼blockn of the blockchain.  For overall verification,
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FIGURE 1. The system model of the scheme.

CSPs generate the aggregate signature collaboratively and
uploads it to block0 of the blockchain. ® For local ver-
ification, CSP1∼CSPn generate local signatures indepen-
dently and upload them to block1∼blockn of the blockchain
respectively. In the signature verification phase,¯ For overall
verification, CSPs generate the aggregate commitment col-
laboratively and sends it to block 0which verifies the integrity
of the data on all servers. If the output is 1, it indicates that
data on CSPs are not damaged; if the output is 0, it indicates
that the data on one or more servers are damaged. ° For
local verification, CSP1∼CSPn generate local commitments
of their stored data respectively and send them to correspond-
ing block1∼blockn of the blockchain. If the output is 1,
it indicates that the server is not damaged; if the output is
0, it indicates that the server is damaged. The damaged CSP
will be disclosed on the blockchain.

B. THREAT MODEL
Assuming that all CSPs are not fully trusted that themalicious
or careless CSP may make hardware/software errors, remove
data rarely used to reduce storage burden, and try to hide
the fact to maintain their reputation. The DOs can be trusted
which strictly enforce the protocol and ensure the security of
data. The blockchain can be trusted that most entities in the
blockchain network are reliable and the information recorded
in the blockchain is correct and publicly available.

C. SECURITY GOAL
1) EFFICIENCY
The low communication and computational overhead of the
system should be ensured that the results can be get immedi-
ately after sending the verification request. This paper designs

the overall verification that can verify the integrity of multiple
CSPs to improve the efficiency of integrity verification.

2) PUBLIC
The integrity verification process should be fully public. The
verification phase is carried out publicly on the blockchain
that all authorized users and DOs could access to the
blockchain and recalculate the verification process, resulting
in the verification results can be widely recognized. In addi-
tion, the blockchain will publish CSPs with missing data
in order to supervise CSPs to guarantee data integrity. The
function can effectively avoid disputes over data integrity
results by CSPs.

3) DATA PRIVACY
CSPs and blockchain cannot obtain plaintext information of
users. In order to protect the privacy and security of sensitive
information, data should be encrypted before outsourcing to
CSPs. In addition, data uploaded to the blockchain cannot
reveal any plaintext data.

V. THE PROPOSED SCHEME
This section describes the algorithm of a blockchain-based
data integrity verification scheme in cloud storage, including
overall verification and local verification. TABLE 1 shows
some important notations.

A. OVERALL VERIFICATION
The overall verification includes the signature generation
phase and the signature verification phase. In the signa-
ture generation phase, ¬ DOs encrypt data, generate the
commitment, and upload them to the corresponding CSP
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TABLE 1. Notations.

FIGURE 2. The flowchart of the signature generation phase for overall
verification.

respectively.  CSPs collaborate to generate aggregate com-
mitment. ® CSPs collaborate to generate aggregate signa-
ture with the Musig technology. In the signature verification
phase, ¯ CSPs generates the aggregate commitment and
uploads it to block0 of blockchain. ° Block0 verifies the
signature, if the output is 1, it indicates that all data are not
damaged; if the output is 0, it indicates that the data on one
or more servers are damaged.

1) SIGNATURE GENERATION PHASE
Figure 2 shows the flowchart of the signature generation
phase for overall verification. The detailed steps are as
follows:

Step 1: Commitment generation commit i ←

CommitGen(mi).
The DOi encrypts the data mi with the data encryption

algorithm (such as the AES algorithm), gets the encrypted
data E(mi), generates the commitment commit i, and uploads
it to the corresponding CSP i respectively.

commit i = E(mi) ∗ F + vi ∗ H (1)

where public information F and H are two fixed points
with different positions on the elliptic curve in a finite field,
E(mi) is the encrypted data of DOi, vi is the random number
generated by DOi which is uploaded to blocki.
Step 2: Aggregate commitment generation Sumcommit ←

SumcommitGen(commit i).
CSPs exchange commitment to generate aggregate com-

mitment.

Sumcommit =
∑n

i=1
commit i (2)

Step 3: Aggregation signature generation σ ← Sig
(Sumcommit).
Algorithm 1 shows the process of the Aggregation signa-

ture generation, and the detailed steps are as follows:

1. Parameter generation. Define the group elements
(G, p, g), p is an integer of k bits, g is a generator of the
group G, three hash functions Hcom,Hagg,Hsig, where
Hcom is used to calculate t , Hagg is used to calculate
the aggregation key, and Hsig is used to generate the
signature.

2. Key generation. CSPi (i ∈ [1, . . . , n]) randomly selects
a random number as the private key sk i = xi ← Zp,
generates the corresponding public key pk i = Xi =
xi ∗ g.

3. Aggregate public key generation. CSPi calculates ai =
Hagg(L,Xi), in which L = {PK 1 = X1, . . . ,PK n = Xn
denotes the set of public keys; CSPi calculates the
aggregate public key X̃ =

∑n
i=1 (ai ∗ Xi).

4. Aggregate signature generation.

a) CSPi (i ∈ [1, . . . , n]) select a random number
ri← Zp, calculate

Ri = ri ∗ g (3)

ti = Hcom(Ri) (4)

and send ti to the other CSPs.
b) After receiving t1, . . . , ti−1, ti+1, . . . , tn from the

other CSPs, CSPi sends Ri to the other CSPs.
c) After receiving R1, . . . ,Ri−1,Ri+1, . . . ,Rn from

the other CSPs, CSPi (i ∈ [1, . . . , n]) checks ti′ =
Hcom(Ri′ ) for i′ ∈ [1, . . . , i− 1, i+ 1, . . . , n],
and aborts the protocol if this is not the case;
otherwise, it computes R =

∑n
i=1 Ri and send Ri

to block i.
d) CSPi computes the signature

si = ri + caixi mod p (5)
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where c = Hsig(X̃ ,R, Sumcommit) and sends si
to CSP1.

e) After receiving s2, . . . , sn from the other CSPs,
CSP1 calculates s =

∑n
i=1 si. CSP1 generates

the aggregate signature σ = (s,R) and sends it
to block 0.

Algorithm 1 (σ )← Sign ((sk, pk) ,L, Sumcommit)
Input: (sk, pk) ,L, Sumcommit
Output: σ
1: For i = 1 : n
2: CSPi selects ri ← Zp, calculates Ri = ri ∗ g, ti =
Hcom (Ri), sends ti to the other CSPs;
3: End
4: For i = 1 : n
5: CSPi sends Ri to the other CSPs;
6: End
7: For i = 1 : n
8: R = 0;
9: For i′ = 1 : n && i′ 6= i
10: If ti′ == Hcom (Ri′) then
11: R = R+ Ri′ ;
12: Else
13: Break;
14: End
15: End
16: For i = 1 : n
17: CSPi computes the signature si = ri + caixi mod p, and
sends si to CSP1;
18: End
19: CSP1 calculates s =

∑n
i=1 si;

20: Return σ = (s,R)

2) SIGNATURE VERIFICATION PHASE
Algorithm 2 shows the process of the signature verification
phase of overall verification, and the detailed steps are as
follows:
Step 1: Aggregate commitment creation Sumcommit ′ ←

SumcommitCreate(Enc
(
m̂i
)
).

CSPs compute
∑n

i=1 Enc(m̂i), whereEnc (m̂i) indicates the
encrypted data stored in the CSP i.

CSP1 takes v =
∑n

i=1 vi from the blockchain, gener-
ates the aggregate commitment Sumcommit ′ and sends it to
block0.

Sumcommit ′ =
∑n

i=1
Enc(m̂i) ∗ F + v ∗ H (6)

Step 2: Aggregate signature verification
0/1← verification(Sumcommit ′,L, σ ).

Blockchain stores a set of public keys L = {X1, . . . ,Xn},
aggregate signature σ = (R, s), aggregate commitment
Sumcommit ′, block0 calculates ai = Hagg(L,Xi), X̃ =∑n

i=1 (ai ∗ Xi), c
′
= Hsig(X̃ ,R, Sumcommit ′), verifies that

s∗G = R+c′X̃ . if the output is 1, it indicates that all data are
not damaged; if the output is 0, it indicates that the data on

one or more servers are damaged and local verification can
be performed to find the compromised server.

Algorithm 2 Signature Verification Phase of Overall
Verification
Input: Enc (m̂i) ,L, σ = (s,R)
Output: 0/1
1: SumEnc = 0
2: For i = 1 : n
3: CSPi calculates SumEnc = SumEnc+ Enc

(
m̂i
)
;

4: End
5: CSP1 calculates Sumcommit ′ = SumEnc ∗ F + v ∗ H ;
6: For i = 1 : n
7: Block0 calculates ai = Hagg(L,Xi);
8: End
9: Block0 calculates X̃ =

∑n
i=1 (ai ∗ Xi), c′ =

Hsig
(
X̃ ,R, Sumcommit ′

)
;

10: If s ∗ G == R+ c′X̃ then
11: flag = 1;
12: Else
13: flag = 0;
14: Return flag

B. LOCAL VERIFICATION
Local verification includes signature generation phase and
signature verification phase. In the signature generation
phase, CSPi generates the local signature and sends it to
blocki of the blockchain. In the signature verification phase,
¬ CSPi generates a local commitment for the stored data
and sends it to blocki of the blockchain;  Blocki verifies
the local signature. If the output is 1, the data stored in
CSPi is undamaged; otherwise, the data stored in the CSPi
is damaged.

1) SIGNATURE GENERATION PHASE
Local signature generation lσ ← Sig′(commit i,Xi,Ri).
CSPi calculates ci = Hsig(Xi,Ri, commit i), where Xi and

Ri are generated in (3), and commit i is generated in (1), and
obtain

lsi = ri + cixi mod p. (7)

CSPi generates the local signature lσ = (Ri, lsi) and sends
it to blocki of the blockchain.

2) SIGNATURE VERIFICATION PHASE
Algorithm 3 shows the process of the signature verification
phase of local verification, and the detailed steps are as
follows:
Step 1: Commitment generation creation commit ′ ←

CommitCreate′(Enc (m̂i)).
CSPi gets vi from blocki, generates the commitment

commit ′ and uploads it to blocki:

lcommit = Enc(m̂i) ∗ F + vi ∗ H (8)
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Step 2: Local signature verification 0/1 ← verification′

(lcommit,L, lσ ).
Blockchain stores a set of public keys L = {X1, . . . ,Xn},

local signature lσ = (Ri, lsi), the commitment lcommit ,
blocki calculates c′i = Hsig(Xi,Ri, lcommit), verifies that
lsi ∗ G = Ri + c′iXi. If the output is 1, the data stored in
CSPi is correct; otherwise, the data stored in the CSPi is
damaged.

Algorithm 3 Signature Verification Phase of Local
Verification
Input: Enc (m̂i) ,L, σ ′ = (Ri, s′i)
Output: 0/1
1: CSPi generates lcommit = Enc(m̂i) ∗ F + vi ∗ H ;
2: Blocki calculates c′i = Hsig(Xi,Ri, commit ′);
3: If lsi ∗ G == Ri + c′iXi then
4: flag′ = 1;
5: Else
6: flag′ = 0;
7: Return flag′

VI. SECURITY ANALYSIS
As the assumption of the threat model, the blockchain can
correctly store the data uploaded by different entities and
ensure the accurate execution of the verification process. This
section focuses on the security of the overall verification
phase, since the security derivation of local verification is
similar to that of aggregate validation.
Definition 1: Elliptic curve discrete logarithm problem

(ECDLP): given an elliptic curve E defined over a finite field,
a point P of order n on E , and a point Q that is a multiple of
P, and one has to find the integer x ∈ [0, n − 1] such that
Q = lP.
Theorem 1 This scheme can resist Rogue Key Attacks:
Proof of Theorem 1: Suppose that the honest CSPA owns

(ra,Ra), (xa,Xa), and there exists a malicious CSPB owns
(Rb,Xb) and tries to cover the signature of honest CSPA
with its own signature to achieve the purpose of control the
aggregated signature. Themalicious CSPB tries to control the
aggregated public key to its own public key Xb by forging Rf
and public key Xf .

Rf = Rb − Ra
Xf = Xb − Xa

Therefore, CSPA and CSPB calculate the following values:

aa = Hagg(Xa,Xf ,Xa)

af = Hagg(Xa,Xf ,Xf )

X = aaXa + af Xf
R = Ra + Rf = Rb
c = Hsig(R,X ,m)

Then, the malicious CSPB tries to build a signature:

sb = rb + cks

The malicious CSPB does not know the value of ks, but
it wants to export ks using the data it already has. For this
signature to be valid, it must be verified as R+ cX .

sbG = R+ cX

(rb + cks)G = Rb + c
(
aaXa + af Xf

)
= Rb + c

(
aaXa + af Xb − af Xa

)
=
(
rb + caaxa + caf xb − caf xa

)
G

cks = caaxa + caf xb − caf xa

It is impossible for the malicious CSPB to crack cks with-
out knowing the private key xa of the CSPA, so the scheme
can resist Rogue Key Attacks.
Theorem 2: Blockchain and CSPs cannot obtain the plain-

text information, which ensures data privacy and security.
Proof of Theorem 2: Data privacy security is that the

adversary cannot obtain any original information without the
corresponding key. The data security of this scheme includes
the data security of CSPs and the data security of blockchain.

The data in CSPs include encrypted data E(mi), com-
mitment commit i, aggregate commitment Sumcommit , sig-
nature si, public key Xi. ¬ The DO uploads the encrypted
data E(mi) to the CSP. The security of the encrypted data
is ensured by the encryption algorithm.  The probabil-
ity of extracting E(mi) from commitment commit i, extract-
ing

∑n
i=1 Enc(mi)from aggregate commitment Sumcommit ,

and cracking the private key xi from public key Xi is
equal to the probability of solving ECDLP which can be
ignored. ® The probability of extracting aggregate commit-
ment Sumcommit from signature si = ri + caiximodp, c =
Hsig(X̃ ,R, Sumcommit) is equal to the probability of finding
the inverse of the hash function Hsig which can be ignored.
The data in the blockchain includes the aggregate signature

s for overall verification and the local signature lsi for local
verification. The proof is the same as ®.
Definition 2: Suppose that the adversary F is the

(t, qs, qh,N , ε) forger in the random prediction model for
this scheme, the running time of F is t , and the adversary F
performs a maximum of qs signature queries with the honest
CSP and a maximum of qh queries with the random oracle,
and wins the secure game with a probability of at least ε. The
size of L in any signature query and forgery is at most N .
Theorem 3: Suppose there exists an adversary

F (t, qs, qh,N , ε) for an aggregate signature σ with group
parameters (G, p, g),where p is the k-bit length, and the hash
functions Hcom,Hagg,Hsig : {0, 1}∗ → {0, 1}l are random
oracle, then there exists an algorithm C that can solve the
ECDLP with (t ′, ε′), where t ′ = 4t + 4N (ExpG + 1) +
O(N (qh + qs + 1)), ExpG is an exponential operation in G,
and

ε′ ≥
ε4

(qh + qs + 1)3
−

16(qh + Nqs)
2k

−
16(qh + Nqs)

2
+ 3

2l

Proof of Theorem 3. Assume that the key pair (x∗,X∗) is
generated by an honest CSP. The public key X∗ is provided
as input to the adversary F . The adversary F can perform
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protocol execution with the honest CSP by providing the
message Sumcommit and the multiple sets of public keys L
involved in the signing process where X∗ occurs at least once,
and simulating all CSP except one instance of X∗. More con-
cretely, the adversary will interact with the signature oracle,
which works as follows: The adversaryF sends a set of public
keys L (X∗ ∈ L) and the signature information Sumcommit
to the signature oracle; The signature oracle resolves L as
{X1 = X∗, . . . ,Xn}, selectr1 ← Zp, calculate R1 = gr1 , and
send t1 = Hcom (R1) to adversary F ; the adversary F returns
t2, . . . , tn; the signature oracle sends R1 to adversary F , and
the adversary returns R2, . . . ,Rn; the signature oracle aborts
the protocol if ti = Hcom (Ri) (i ∈ [2, . . . , n]), otherwise it
computes

R =
∑n

i=1
Ri

c = Hsig(X̃ ,R, Sumcommit)

s1 = r1 + ca1x1 mod p

sends s1 to adversary F ; the adversary F sends s2, . . . , sn to
the signature oracle; the signature oracle output s =

∑n
i=1 si.

The key to the proof is how to extract the discrete logarithm
x∗ from the public key X∗. The standard technique ‘‘Forking
Lemma’’ [22] is to perform two ‘‘fork’’ in order to obtain two
valid forgery tuples (s,R) and

(
s′,R′

)
for the same public key

set L (X∗ ∈ L) and the aggregation commitment Sumcommit .
R = R′, Hsig(·) was programmed in both executions to the
same value h1, Hagg(L,Xi) was programmed in both execu-
tions to the same value ai for each i such that Xi = X∗, and
Hagg(L,X∗) was programmed to two distinct values h0and h′0
in the two executions, implying that

s ∗ G = R+ (n∗h1h0)(X∗)+
∑n

i=1,Xi 6=X∗
(aih1Xi)

s′ ∗ G = R+ (n∗h1h′0)(X
∗)+

∑n

i=1,Xi 6=X∗
(aih1Xi)

where n∗ is the number of times X∗ appears in L, so C can
compute the discrete log of X∗ as

x∗ =
(
s− s′

) (
h0 − h′0

)−1 mod p
Ignoring the time to compute the discrete logarithm, the

running time of C is the running time of F , the time of
maintaining the tables Tcom,Tagg,Tsig and the time required
to answer the signature query. The sizes of Tcom,Tagg,Tsig
are at most qh + Nqs, qN and q respectively, where q =
qs + qh + 1, the time required to answer mainly depends
on the time required to compute the aggregation key and
the time to generate the aggregation commitment, which is
at most N (texp + 1), therefore t ′ = 4t + 4N (ExpG + 1) +
O(N (qh + qs + 1)).

The method of aggregation commitment signature in this
scheme relies on Musig algorithm [21], and the success prob-
ability ε′ of C is at least as

ε′ ≥
ε4

(qh + qs + 1)3
−

16(qh + Nqs)
2k

−
16(qh + Nqs)

2
+ 3

2l

VII. PERFORMANCE
A. NUMERICAL ANALYSIS
We assume MulG is multiplication operation on G, AddG is
addition operation on G, HashG is the hash operation on G,
PairG is bilinear pair operation on G, ExpG is the exponenti-
ation operation onG,MulZ is the multiplication operation on
Zq, AddZ is the addition operation on Zq.

TABLE 2. The computational overhead of the scheme.

There are two verification modes in this scheme: overall
verification and local verification. Each mode consists of
the signature generation phase and the signature verification
phase. TABLE 2 shows the computational cost of the two
modes in different stages of this scheme. For overall verifica-
tion, the computational overhead in the signature generation
phase represents the computational time of a CSP or a data
owner, and the computational overhead in the signature veri-
fication phase represents the computational time of a CSP or
a block of blockchain.

1) OVERALL VERIFICATION
The computational cost of signature generation phase
includes commitment generation by DOs, the aggregate com-
mitment generation and aggregate signature generation by
CSPs. The computational cost of generating commitment is
2MulG + AddG, the computational cost of generating aggre-
gated commitment is AddG, and the computational cost of
generating aggregated signature is 5MulG+4AddZ+3HashG,
Therefore, the computational cost of signature generation
phase is 6AddG + 7MulG + 3HashG.
The computational cost of signature verification phase

includes of aggregate commitment generation by CSPs and
signature verification by Blockchain. The computational cost
of commitment generation is 2MulG + AddG, and the com-
putational cost of signature verification is AddZ + 2MulG +
2HashG, so the computational cost of signature verification
phase is 2AddZ + 4MulG + 2HashG.

2) LOCAL VERIFICATION
In the signature generation phase, the required public key
Xi, Ri and commitment commit i are already generated in
the signature generation phase of the overall verification,
so the computational cost of signature generation phase is
AddG +MulG + HashG.
The computational cost of signature verification phase

includes CSP commitment generation by CSPs and local
signatures verification by Blockchain. Similar to the overall
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FIGURE 3. The time cost of overall verification.

FIGURE 4. The time cost of local verification.

verification, the computational cost of signature verification
phase is 2AddZ + 4MulG + 2HashG.

B. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the scheme.
The scheme is executed on the test computer with the follow-
ing configurations: CPU: Intel(R) Core(TM) i5-10210UCPU
@1.60GHz 2.11GHz, RAM:8.0GB; System type: 64-bit OS.
The secure hashing algorithms used in the experiment are
SHA-256 and SHA-512. Assume that each data owner holds
a file size of 30M.

To evaluate the performance of overall verification, this
paper provides cloud storage services with10-100 CSPs for
10-100 DOs, and tests the time cost of signature generation
phase and signature verification phase with the increase in
the number of DOs, as shown in Figure 3. In Figure 3, the
time cost of signature generation and signature verification
shows a logarithmic increase and tends to be stable with
the increase of the number of DOs. This is because DOs
and CSPs can execute the algorithm CommitGen(), Sign(),
verification() at the same time, which speeds up the execution
of the algorithm.

To evaluate the performance of local verification, we test
the local verification method in the cloud storage system

with10-100 CSPs for 10-100 DOs, as shown in Figure 4.
In Figure 4, the time cost of signature generation and sig-
nature verification increases linearly with the increase of the
number of DOs, because the local verification adopts the
method of one-by-one verification to ensure the accuracy of
verification.

In addition, we compared the time cost of overall verifica-
tion with the other blockchain-based multi-cloud storage data
audit scheme [10], and the experimental results are shown in
Figure 5. In Figure 5, when the number of CSP is small, the
time cost of the scheme is slightly longer than that of the
scheme [10], but with the increase of the number of CSP,
the time cost of the scheme is significantly smaller than that
of the scheme [10], indicating that this scheme can generate
signatures quickly for a large number of CSPs.

FIGURE 5. The compared time cost of overall verification.

VIII. CONCLUSION
This paper proposes a Blockchain-based efficient data
integrity verification scheme in multi-cloud storage.
We design two data integrity verification modes: overall
verification and local verification. In the overall verification,
we generate the aggregated commitment for the data in
multiple CSPs with Pedersen commitment technology, and
the Musig technology is employed to sign the aggregated
commitment. This method can verify the data integrity of
multiple CSPs and resist RoughKey attack. Local verification
can find the specific CSP whose data integrity has been
broken. In addition, the data verification process is directly
arranged in the blockchain for public execution, providing
data integrity verification services without the assistance of
any third-party platform, thus avoiding security problems
caused by untrusted TPA. In the future work, we will consider
optimizing the scheme to resist replay attacks and increase the
security of the scheme.
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