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ABSTRACT Recent technological advances encompassed by the smart factory concept have fundamentally
changed industrial control systems in the way they are structured and how they operate. Majority of these
changes affect Supervisory Control And Data Acquisition (SCADA) systems, shifting them to a higher
level of interoperability, heterogeneous networks, big data and toward internet technologies and services in
general. However, this transformation does not affect all SCADA systems equally. The immediate industrial
environment and controlled processes have a significant impact as well. This paper presents a holistic
approach to SCADA systems implemented in continuous flow production control within the steel industry
production environment. We outline the multi-layer architecture of the SCADA control framework and the
aspects of interoperability and interconnectivity within the architecture reference models, together with the
research challenges and opportunities arising from the recent rapid increasement of the industrial control
systems complexity and digital transformation under the Industry 4.0 paradigm, resulting in disrupting
levels of the traditional automation pyramid based on Purdue model toward a higher level of integration
and interoperability enabling cross-level data exchange empowered by the Industrial Internet of Things.
Furthermore, the paper addresses the problem of proprietary SCADA systems and elaborates the causal
correlation between SCADAquality requirements and adoption of new technologies in relation to the specific
industrial environment of the steel manufacturing process.

INDEX TERMS Supervisory control and data acquisition, SCADA, supervisory control, data acquisition,
industrial process control, cyber-physical, continuous flow production, manufacturing, steel industry, indus-
try 4.0, industry 5.0, smart factory.

I. INTRODUCTION
In over three decades of their existence, Supervisory Control
and Data Acquisition (SCADA) systems have undergone
massive changes in their capabilities, structures, functionality
and even in general perception and their role in the overall
Industrial control system (ICS). Although this evolution has
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been gradual, the last decade has brought digital transforma-
tion in the field of industrial automation under the Industry
4.0 (I4.0) paradigm that has unleashed the full potential of
SCADA systems within the smart factory concept based on
the idea of merging the physical and virtual worlds intercon-
nected and integrated across entire value chains leveraging
on the new emerging technologies i.e. Internet of Things
(IoT), Big data, Artificial intelligence (AI), cloud comput-
ing, service-oriented architecture (SoA) and cyber-physical
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systems (CPS) as core I4.0 enabling technologies [1]. All
of these have been employed for the purpose of increasing
the level of flexibility, autonomy, interoperability, equipment
efficiency, product/process quality and overall productivity,
i.e. to achieve an Intelligent management of the manufactur-
ing process [2]

As a result of the smart factory concept implementa-
tion, Lean, Flexible, Sustainable, Digital, Cloud, Intelligent,
Holonic, Additive and Agile manufacturing models have
been defined [3], [4], based on utilization of specific groups
of I4.0 enabling technologies and their impact on the entire
industrial value chain.

While the I4.0 paradigm is still gaining momentum, further
evolution leveraging on additional set of emerging enabling
technologies [5] and enhancing solutions by combining cur-
rent enabling technologies goes beyond technology-driven
production efficiency, accomplishingmerely economic goals,
and extends to broader societal significance in an attempt to
achieve resilient, sustainable and human-oriented concept of
Industry 5.0 (I5.0) or Society 5.0 [6] in its wider context.

All of the above significantly impacts SCADA systems
as well, leading to multiple concepts such as event-oriented,
data-driven, model-driven, cloud-based, microservice-based
and agent-based systems [7]. Each of these concepts are
the result of different viewpoints and aspects such as qual-
ity requirements, available technology, process requirements,
internal company policies, industry regulations, standardiza-
tion and interoperability realities.

Furthermore, SCADA systems are built with intention to
stand the test of time. The lifespan of the industrial automa-
tion system is expected to match the life of the industrial
equipment. In that respect, SCADA systems are expected to
go through multiple modifications, improvements and tech-
nological upgrades over time. The construction of such a
flexible, robust and modular system requires comprehensive
understanding of the system and solid grounds for SCADA
system development in terms of applying architectural mod-
els based on generally accepted industry standards, and the
use of equally standardized hardware and software compo-
nents. The complexity of such a task is additionally empha-
sized by different domains of implementation, i.e. variety of
industries that are significantly different in terms of quality
requirements, production process, environmental conditions,
industry standards, stakeholders, etc.

Under these circumstances, in terms of I4.0 reference
architectures and approach to design and development of
SCADA systems, it is not realistic to expect that a one-
size-fits-all approach can produce satisfactory results across
industries, regardless of how flexible a given model or con-
cept might be. In this regard, based on research papers
published in the Scopus and IEEEXplore databases, industry-
related websites, and the first author’s two decades of expe-
rience in SCADA system development, this paper provides a
comprehensive understanding of SCADA systems in contin-
uous manufacturing process control with a focus on the steel
industry domain and in the following aspects:

• Continuous flow production process and steel plant envi-
ronment conditions related requirements for SCADA
system in terms of architecture, integration, compu-
tational demands, accessibility, Industrial Internet of
Things (IIoT), communication protocols and operators
assistance.

• Impact of the I4.0 on SCADA architecture, net-
work topology, communication protocols and standard
automation pyramid i.e. ISA-95 (ISO 62264) model of
functional hierarchies.

• Concept of the 4th generation SCADA systems in terms
of the ISA-95 model transformation, integration of IIoT,
CPS, cloud, services, and convergence of Information
Technology (IT) and Operation Technology (OT) into
heterogeneous networks.

• National initiatives and resulting international stan-
dards supporting reference architectural models within
I4.0 and smart factory concept.

• The concept behind various reference architectures and
mapping a standard SCADA system into Reference
Architecture Model for Industry 4.0 (RAMI4.0) [8]

• SCADA-related concerns in manufacturing plant Indus-
trial Control System (ICS) development life cycle.

• Conceptual understanding of I5.0 and the impact of
human-centric approach to the next-generation SCADA
systems.

Fig. 1 depicts the topics outline relative to the paper sec-
tions ending with key takeaways. Following the depicted
content flow, the remainder of this paper is as follows.
In Sect. II we provide basic understanding of the SCADA
quality requirement related to the steel manufacturing pro-
cess. Furthermore, we elaborate the horizontal integration,
computational demands, accessibility, situational awareness,
operator competence, IIoT and interconnectivity as require-
ments toward SCADA systems in control of the process in
question. Sect. III continues with requirements resulting from
the steel production facility’s extreme environment condi-
tions. Web SCADA, internet, cloud solutions and communi-
cation protocols are addressed.

Combined, these two sections aim to introduce industry
domain-related conditions affecting SCADA systems, and
considerations in design that address these conditions. Both
of these are prerequisites for further content to be narrowed
down to the domain of application in the steel industry con-
tinuous manufacturing process.

SCADA architecture is discussed in Sect. IV, begin-
ning with technology-driven evolution over four genera-
tions of SCADA systems, followed by the integration of the
I4.0 enabling technologies and thus transforming the tradi-
tional automaton pyramid. The I4.0 architectural reference
models and their significance for SCADA systems in the steel
industry domain are discussed in continuation, with topic
extension to resulting ISO/IEC standards. As a predominant
referencemodel, the RAMI4.0 is addressed in particular, with
regard to the mapping of 3rd generation SCADA systems
enhanced by the IIoT, cloud and services integration.
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FIGURE 1. Topics outline relative to paper sections.

Sect. V addresses security in the domain of ICS/SCADA
systems focusing on cybersecurity aspect and gives a brief
information on research directions and their practical signifi-
cance in domain of industrial environment, including imple-
mentation of the forensic incident responsemodel. This topic,
otherwise of great practical importance for today’s industrial
domain, has been reduced due to its extensiveness, which
requires a comprehensive approach beyond the scope of this
paper.

Open issues and challenges related to SCADA systems
life cycle are considered in Sect. VI, with emphasis on
development and deployment within the broader context of
production facility ICS development, together with issues of
proprietary and legacy systems drawbacks.

With regard to future trends, Sect. VII deals with key
aspects of the Industry 5.0 paradigm and the broader signifi-
cance encompassed by the Society 5.0 concept. Narrowing it
down to the SCADA system, we explore the impact of social
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values and expectations, i.e. the human-centric approach of
I5.0 to SCADA system transition from I4.0 to I5.0 concept
leveraging on emerging technologies.

The objective of such a structured context is to provide
a comprehensive understanding of SCADA systems in an
industry-specific domain of continuous manufacturing pro-
cess control, and to address specific quality requirements
for design of such SCADA systems taking into account the
broader concepts of I4.0 architectures, enabling technologies
and issues that are to be expected in SCADA system life
cycle, emphasizing transition of previous generation SCADA
system toward RAMI 4.0-compliant system which is signif-
icant for the majority of currently existing SCADA systems
that are gradually advancing toward the Smart factory con-
cept by enhancing the system with the partial integration of
emerging technologies.

II. CONTINUOUS FLOW PRODUCTION PROCESS
RELATED REQUIREMENTS
Leaving aside the technological progress, the Industry 4.0
(I4.0) paradigm and the smart factory concept, the industrial
environment and the manufacturing process itself have a
significant impact on the direction of future development,
the architecture and the structure of the SCADA systems, the
selection of newly available technologies and theway they are
adopted and integrated to achieve the system requirements.
To some extent, this affects both the hardware and software
of the entire ICS. In the industrial environment of continuous
manufacturing processes in the steel industry, the approach to
the SCADA system design, development and deployment is
significantly affected by: 1) The specifics of the continuous
flow production process and 2) The extreme physical condi-
tions under which the ICS operates.

The process of steel manufacturing is not only complex,
but it also combines chained processes and continuous flow
production where all production zones greatly influence each
other. This makes it highly demanding in terms of real-time
process control and maintaining continuous material flow
through all the zones.

Fig. 2 shows a simplified layout of the steel manufacturing
process that includes an electric arc furnace (EAF) to produce
molten steel, a ladle refining furnace (LRF) to adjust the
chemical composition of the molten steel, continuous casting
machine (CCM) to shape the steel into an acceptable form
for the next production phase e.g. thin slab, reheating furnace
(RF) to increase the temperature and hot strip mill (HSM) to
produce the final product in the form of a coil to be further
used as input material in steel mills of various types (cold
rolling / reversing / tandem mill, hot deep galvanizing line,
annealing line, coating line, etc.).

A. OVERLAP OF DISTRIBUTED AND CENTRALIZED
FUNCTIONS
Although the representation of the process shown in Fig. 2 is
simplified, a unique demand for distributed and yet central-
ized and the synchronized control stands out. As presented

process consists of five separated production areas (EAF,
LRF, CCM, RF, HSM) that operates independently on ded-
icated machinery, and each is complex enough to be mon-
itored/interfaced by a separated human machine interface
(HMI), therefore it is necessary to develop distributed con-
trol functions, i.e. SCADA system for each production unit,
which is the usual practice. However, given the high level
of causal correlation between these production areas, it is
crucial to maintain close watch on the overall process in order
to maintain a continuous flow of material and to avoid time
delays between production areas when possible. To achieve
this, centralized monitoring of key production parameters
must be implemented at the SCADA level, allowing for a
timely response to the next process phase in the chain or
within the continuous flow.

Given the above demands, the solution of the central
database is logically imposed. However, even if this may
seem to be a practical solution for historical logging e.g. via
SQL database, a central runtime database that encompasses
all process variables exchanging values generated on plant
floor in real time could be overwhelming task for SCADA
network and may affect system response in moments of vast
amount of real-time data exchange, e.g. when a new steel type
is entering in production and forces majority of production
process parameters to be modified.

B. INTEGRATION OF MANUFACTURING SCADA SYSTEM
AND SUBSTATION AUTOMATION SYSTEM
Another requirement imposed by the nature of the process
is partial integration of manufacturing control systems with
cyber physical systems (CPS) at the level of substation
automation i.e. power monitoring systems (PMS) at plant
level. Power consumption plays a big role in EAF and LRF
part of the presented process, and directly affects the man-
ufacturing process quality and performance. In the case of
EAF, energy consumption can reach close to 500 kWh/t of
steel [9] (EAF without oxyfuel burners) which gives a good
motive formonitoring its value during production in real time.
In addition, operators should have direct access to belonging
feeders i.e. circuit breaker control accessible through the elec-
trical substation automation system (SAS), or via centralized
power control center (PCC) if such exists at the plant level.

Considering the differences between SCADA systems,
network protocols and security issues in general industry
automation vs. the energy sector, this is not an easy task with
existing proprietary SCADA systems with limited interop-
erability between systems from different vendors, which is
especially emphasized in the case of partial s of legacy control
systems that act as an integrated part of the larger ICS.

C. COMPUTATIONAL DEMANDS AND ACCESSIBILITY
In addition to the overall layout of the process, Fig. 2 includes
a detail of the mold, showing adjustable sides and real-time
monitoring of the heat distribution (heat map) of the steel
inside the mold. The purpose of this is to illustrate one of
the computational demanding tasks taking place in the CCM
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FIGURE 2. Steel manufacturing process.

area. The molten steel running through the mold that shapes
it, presents one of the critical points in the controlled process
due to the risk of steel sticking to the inner surface of the
mold, and thus forming a ‘‘cold tooth’’ or breaking and
causing ‘‘Steel Leakage’’ when the shell of the cast stream
ruptures and causes one of the main operational failures.
To prevent all of the above, this segment needs to be mon-
itored and adjusted as the steel flows through the mold by
mold cooling, steering, oscillation frequency and curve form.
In order to achieve this, the control system needs to be fed
with data from the temperature sensors network forming a
heat map, i.e. indirect measurement of the steel condition
inside the mold. Stability, reliability, availability and low
response time are crucial requirements that the SCADA sys-
tem must provide in this case.

Even though this example illustrates the production
process-related demands towards the development of the
SCADA system, the computational aspect is even more
emphasized in EAF area where electrodes adjustment
algorithms combines neural networks, fuzzy logic and
Proportional Integral Derivative (PID) control to cope
with problem of non-linearity and time-varying characteris-
tics [10]. There is nothing new in using Artificial Intelligence
(AI) and machine learning (ML) in process optimization, but
in the case of real-time data extraction from manufacturing
SCADA systems, they need to become more accessible and
open in this regard. There is no lack of motivation in that
segment, since it has been proven that intelligent algorithms
in the EAF electrode control system itself have increased
productivity up to 20%, reduced electrode consumption by
0.4–0.6 kg/t, and reduced electrical energy consumption by
18–20 kWh/t [11].

D. SITUATIONAL AWARENESS AND OPERATOR’s
COMPETENCE
Great deal of industrial processes generate vast amounts of
data on which SCADA systems depend in order to achieve set
goals in process control. The steel industry is no exception in

this regard. In order to reach necessary situational awareness
required to achieve the adequate level of control, most of this
data has to be present on the HMI user interface.

In the field of continuous steel manufacturing process, this
is particularly evident in strip processing lines such as anneal-
ing, coating, galvanizing, pickling and chemical treatment
lines [12] where the complete production line needs to be
visible as a whole. As a simple practical solution, the increase
of the GUI area is imposed, i.e. enlarging screens and the
development of the HMIwith multi-screen systems. However
this easily generates oversized and cluttered production line
overviews and further opens the question of human cognitive
limitations when it comes to interpretation of such a complex
and detailed schematic of an ongoing process and with lim-
ited time for operator to react to unforeseen situations.

There are studies dealing with the problem of situational
awareness and human cognitive limitations in other areas and
from different angles. Golan, Cohen and Singer [13] propose
a new concept of operator-workstation for I4.0 that monitors
operator’s condition and provides estimation of his/her cogni-
tive capabilities in relation to the condition of the monitored
process. Reguera-Bakhache et al. [14] introduces the concept
of an adaptive interface that reconfigures (declutter) in real
time according to the user’s current focus in relation to the
ongoing process. The Increasing level of complexity in pro-
cess control and user overload is recognized in the field of
aviation industry as well, where the implementation of AI at
the HMI level is proposed as an additional operator’s support
tool [15].

In respect to these researches and proposed solutions, there
is another specific condition to consider when addressing
the domain of situational awareness and human limitations
in steel manufacturing. The aforementioned strip processing
lines can physically span across several hundred meters, and
therefore cannot be monitored from a single control room.
As processing lines are usually divided into entry, process and
exit sections, so are the control pulpits. Taking into account
a minimum of two operators per control pulpit, three shifts,
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24h non-stop production and stand-by team, we arrive at a
total number of at least 24 operators needed for control of
such a processing line. With that number of operators, a cer-
tain workforce fluctuation and possible outflow is expected.
In addition, current needs may require the temporary reloca-
tion of operators between process sections, and it is unrealis-
tic to expect each operator to know all the process segments
equally well.

Considering the aforementioned increasing level of com-
plexity when it comes to SCADA systems and HMI GUI,
the general problem of an unequal level of operator com-
petence stands out. Under these circumstances, a compre-
hensive training plan is expected to progress and keep up
with the level of SCADA complexity. However, accord-
ing to the World Steel Association sustainability indica-
tors [16], employee training hours have stagnated around
7 days per year for a decade (2011–2021). Given the amount
of new technology and principles implemented in that period
under the I4.0 paradigm, this cannot be sufficient to achieve
adequate operator competence in operating continuously
evolving process control and SCADA systems. Furthermore,
it directly affects overall team functioning, performance
and ability for knowledge sharing which is important in
extreme environments [17]. Under the given circumstances,
the development of methods for raising the level of situa-
tional awareness by the SCADA systems applied in the metal
industry must, in addition to human limitations, take into
account the operator’s limited knowledge of the controlled
process. This directs the evolution of such methods, not only
towards improving the information model of the controlled
process, but also towards support in decision-making based
on case-level domain knowledge. Considering the diversity of
individual production areas within the same facility, system
modularity is imposed as an additional requirement in order
to achieve desired level of SCADA system flexibility needed
to adapt to CPS changes over time.

E. INDUSTRIAL IoT (IIoT) AND INTERCONNECTIVITY
There are numerous benefits in process optimization, cost
reduction, enhancing product and control quality [18], [19],
and overall functionality from IIoT implementation in the
I4.0 manufacturing plants, leveraging multiple information
sources of interconnected devices and their computational
capabilities.

Observing the core process of steel manufacturing, IIoT
devices can facilitate field measurements and real-time pro-
cess monitoring, provide a higher level of data quality in
relation to the controlled process and to equipment status,
enable more direct inter-layer and cross-layer communication
across traditional automation pyramid, and achieve a higher
degree of interoperability.

More specifically, the following points of the steel manu-
facturing process represented in Fig. 2 and subsequent lines
and/or mills can be measured by IIoT devices that can replace
the standard legacy sensor equipment used in plant field:

• Slab (thin-slab, billet, bloom etc.) and preheating heater
temperature that can be instantly compared to product
type enabling faster detection of potential quality issues.

• Material flow from mold (and/or tundish) enabling
greater efficiency in maintaining the continuity of the
entire process from EAF and raw materials input, to the
final product.

• Rolls gap measurement (between working rolls on each
stand as shown in HSM) that can be instantly compared
across the line (by direct communication between field
devices) greatly influences the timely application of cor-
rective measures.

• Sheet width, thickness, profile and deformation mea-
surement along the strip line using IIoT devices in col-
laborative manner can significantly speed up detection
of errors in the overall measurement system and prevent
the continuation of the production of defective products.

• Coil radius, sagging of a steel sheet or similar
position-related measurements by IIoT device may not
give more accurate or better result in comparison to
standard field sensors, but speed or torque control, cru-
cial for maintaining continuity of the line operation is
extremely time-critical and the ability to unify all key
measured device under same communication platform
greatly improves the chances for a timely reaction of
automated control system.

The aforementioned use of IIoT devices is not a novelty
within the concept of a smart factory, and although tradi-
tionally IIoT devices do not belong to the SCADA system,
their communication and computing capabilities transcend
the standard operation an information technology (OT/IT)
division within ICS, and greatly influence communication
protocols and cybersecurity [20], [21], [22], [23], [24], design
patterns and architecture of the future SCADA systems [25],
[26], [27], [28] and shift the entire ICS toward big data,
internet and cloud solutions [29], [30].

From the steel manufacturing process point of view,
it makes sense to make advantage of interlayer communi-
cation, i.e. direct communication between IIoT devices and
their computational power, to feed the core SCADAprocesses
with intermediate and structured calculation results generated
on fog layer [31] rather than a large quantity of raw mea-
sured data that negatively influence network performance, i.e.
reducing the network latency at the same time. An additional
benefit comes from the IIoT devices metadata that play a
significant role in building blocks for predictive maintenance
frameworks [32].

III. STEEL PLANT ENVIRONMENT CONDITIONS
RELATED REQUIREMENTS
The physical conditions inside the production facility can be
seen as a consequence of the production process, which in
the case of steel plants can be classified as extreme [33].
As such, the steel manufacturing process imposes high
demands on plant equipment on the production floor [34],
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but consequently also on network and SCADA systems, and
therefore posing an industry-specific requirement that shapes
the future development of various system control segments.

A. WEB SCADA, INTERNET AND CLOUD SOLUTIONS
The steel manufacturing process involves extremely high
temperatures. The electric arc furnace [35] generates temper-
atures reaching 1800◦C and up to 1700◦C when the molten
steel is transferred to the casting floor, i.e. tundish and mold.
Major part of the SCADA equipment is not exposed to such
extreme temperatures near EAF, but HMI control panels are
standard equipment on casting floors. In addition to extreme
temperatures, strong vibrations in the production process
shown in Fig. 2 are generated at the casting floor caused
by mold oscillating frequency of 0.5 Hz which significantly
affects the surrounding equipment and posses a serious chal-
lenge for SCADA components i.e. controls panels that are
usually mounted on movable arms and hanging in proximity
of oscillating molds.

Under these conditions it is highly desirable for SCADA
systems to use only minimal hardware and software con-
figuration on casting floor, and benefit from remote access
and virtualization solutions relying on redundant client-server
architecture [36], and potentially moving toward cloud solu-
tions [37], [38], [39] providing additional storage and com-
putational power.

B. HARDWARE, IIoT AND COMMUNICATION PROTOCOLS
Another negative impact affecting IIoT devices and SCADA
systems comes in the form of electromagnetic fields (EMF)
i.e. electromagnetic interference (EMI) [40]. When it comes
to the subject of EMI and IIoT, the spectral noise level, and
consequently radio interference between IoT devices is the
primary concern [41], along with electromagnetic compati-
bility [42].

However, in the case of steel plants there are additional
sources of potential EMI such as the radioactive mold level
detector, the mold steerer and molten steel itself. To a certain
extent, steel presents an obstacle to the propagation of radio
waves. This is rather normal in an industrial environment
that has a metal construction of the facility and installed
machinery, and this is taken into consideration when building
industrial IoT systems for the factory floor. But in the case
of a steel plant, these obstacles are dynamic and they move
across the production facility. The ladle passes the distance
between EAF and CCM by moving across the plant while
hanging on a crane with over 100 t of molten steel inside.
Additionally, produced billets, blooms, coils, etc. are moving
across the plant floor constantly as well.

Thismay not affect a standard SCADA system and network
using shielded network cables, but most of IIoT devices are
equipped with wireless technology that makes them vulner-
able to such interference, and it can have unpredicted conse-
quences that could be difficult to diagnose when manifested
randomly if affected by randommovements ofmassive equip-
ment and products.

In communication to IIoT devices on the plant floor, the
SCADA system needs accurate, reliable and timely data to
perform its task. If there is even partially corrupted data com-
ing from field devices, it affects not only real-time process
control, but also time series analysis applied in various algo-
rithms used for equipment reliability analysis i.e. predictive
maintenance [43], [44], process optimization, condition mon-
itoring [45], quality control [46], [47] and similar. Finally,
this results in inaccurate aggregated time series stored in data
historian [48], i.e. long-term archive.

These environmental conditions emphasize the importance
of an adequate implementation of IIoT communication pro-
tocols in similar extreme production conditions. When it
comes to IoT wireless devices, low power stands out as one
of the major concerns, and thus protocols like Long Range
WAN (LoRaWAN), Low-Power Wide-Area (LPWA) or Con-
strained Application Protocol (CoAP) are developed. But
for given conditions, messaging pattern, mechanism, quality
level and End-to-End packet delays are of greater importance.
It is not expected that a single IoT protocol can be sufficient
across the entire IoT network. However, the use of multiple
protocols further rises the question of coexistence [49]

Considering the IoT protocol specification and compared
results [20], [50], [51], [52], [53] there is still room for
improvement to meet the specific needs of the industrial
environment.

For example, the Message Queuing Telemetry Transport
(MQTT) protocol defined under ISO/IEC 20922:2016 stan-
dard is a good fit for IIoT devices in the production floor, i.e.
their communication to SCADA system, given its character-
istics [20], [52], [53]:

• It is based on Ethernet and Wi-Fi infrastructure.
• Quality of Service (QoS) field defines the guarantee of
delivery between sender and receiver.

• It supports three QoS – Most once (0), At least once (1),
Exactly once (2).

• It supports exchanging messages between multiple
clients through a central broker.

• Clients can subscribe to various topics and receive their
associated messages.

• It is message-oriented, event-based and asynchronous
model

The above attributes show that the MQTT protocol can meet
the needs when it comes to reading data frommultiple clients.
However, in case the command signal needs to be sent back
from the HMI on the subscriber side, the asynchronous
publish-subscribe mechanism does not make this task simple
in terms of development. Since response to the command can
take a long time, this can cause the problem for the operator
who does not have the information of performed action [54].
From the HMI development point of view, it is questionable
how to treat these cases and what is the amount of delay that
can be tolerated prior to warning the operator.

Another approach to corrupted data coming from field
devices is the development of ML algorithms detecting
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and describing the patterns that lead to abrupt changes in
the behavior of sensor signals in specific operating scenar-
ios [45].

IV. SCADA ARCHITECTURE
In the field of system engineering Shenhar and Sauser [55]
provide a broader definition of architecture as a blueprint
providing a current and future description of a domain com-
posed of interconnected components, performing activities
and associated constraints. Similarly, in the domain of Smart
manufacturing architecture reference models, Li et al. [56]
defines architecture as a model of basic arrangement and
connectivity of physical or conceptual objects or entities.
Following these general definitions, the fundamental purpose
of the architecture is to provide a comprehensive overview
of overall design with logical and physical interrelationships,
not only to describe the system from multiple perspectives,
but also to provide a useful set of principles and rules to be
used as guidelines for future development and modifications
of the progressively advancing system.

When it comes to SCADA system architecture, this task
is not that simple to achieve. Not only has the SCADA
system undergone significant changes over time [57] and
it still does on a large scale, including various mitigation
scenarios [37], but it is also an integral part of a larger ICS
in which it is integrated across multiple hierarchical layers
and extends even beyond ICS boundaries by exchanging data
with enterprise-level IT solutions supporting business model
and various cloud-based services supporting smart factory
concept.

Apart from expanding across levels that have traditionally
been rigidly defined within their functional boundaries of
ISA-95 automation pyramide, i.e. ANSI/ISA-95 Enterprise-
Control System Integration standard [58], there is also an
increased level of connectivity, interoperability and integra-
tion resulting in the overall convergence of the SCADA sys-
tem which subsequently expands in the range of advanced
technologies, devices and services that should also be taken
into account.

A. TECHNOLOGY DRIVEN EVOLUTION OF
ARCHITECTURE MODELS
Following technological advancement SCADA systems have
undergone changes over the four generations shown in Fig. 3:
1) Monolithic closed system with standalone HMI that acts
as a mainframe system and communicates directly to PLC
and RTU with proprietary communication protocols and
software; 2) Distributed system introducing communication
servers, separate mainframe, LAN, redundancy and increased
computational power. Most of the software and network pro-
tocols are proprietary but less expensive and the system is
more flexible; 3) Networked SCADA has expanded the LAN
boundaries utilizing internet technologies and reaching out to
WANusing standard TCP/IP protocol. Off-the-shelf and open
source solutions are implemented, data becomes more acces-
sible, and proprietary systems more open, but consequently

exposed to cyber threats as well; 4) The fourth genera-
tion SCADA systems emerged from the smart manufactur-
ing target capabilities such as agility, quality, productivity
and sustainability [59] and Smart Manufacturing Ecosystem
(SME) [56] derived from the functional and equipment hier-
archy and the physical asset equipment model from the
ISO/IEC 62264 standard, as introduced by the National Insti-
tute of Standards and Technology (NIST), implementing
digital transformation (DX) under the umbrella of Smart
factory and I4.0 paradigm. The resulting ICS comprises a sub-
system comprising CPS, IIoT smart devices, cloud solution
and services, AI / ML, virtualization platforms and rapidly
increasing amount of data – all under the common concept of
IIoT/IoT, cloud and services-oriented SCADA system.

A prerequisite for the design and standardization of such
a system architecture, according to the aforementioned def-
initions, is unambiguous understanding of the elementary
units/entities and connections as well as the functions and
boundaries of the system.

B. INITIAL CONSIDERATIONS AND COMMON
MISCONCEPTIONS
Crossing the traditionally defined boundaries of the SCADA
system and spanning across the ICS layers, as well as the
conceptual and physical expansion of the fourth generation
SCADA systems, resulted in multiple ambiguous definitions
that sometimes proceeds from attempts to provide a definition
of ICS or SCADA systems under the I4.0 concept referring
to inadequate architectures of previous generation control
systems. This issue must be addressed and resolved prior to
discussing the SCADA structure under the I4.0 paradigm.

Traditionally, ICS has been organized in hierarchical lev-
els according to the Purdue model since the first SCADA
generation in the form of isolated monolithic architecture.
Such a division is in accordance with the ISA-95 hierarchy of
functions and gives a solid ground for the vertical integration
of ICS network and subsystems divided indo Field, Super-
visory and Network layers, or Operational technology, Infor-
mation technology and Enterprise networks respectively [60].
Extending the model to the I4.0, these layers can be inter-
preted as areas of shop floor, IT, and Industry 4.0. [61]. Thus
defined, the model provides an overview and understanding
of device functions and hierarchical position within the nar-
row area of implementation.

However, the above hierarchical model, suitable for ver-
tical integration and cross-layers data flow, does not provide
enough flexibility nor dimensions to provide a comprehensive
explanation of ICS and SCADA systemwithin a smart factory
concept shifting to a peer-to-peer model of collaboration i.e.
horizontal integration. Therefore, several doubts and ambigu-
ous interpretations arise that can be reduced to three groups:
1) Defining the conceptual and functional boundaries of
SCADA systems, 2) Understanding the differences between
ICT, CPS, IoT and IIoT, 3) the relationship between IIoT and
SCADA systems.
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FIGURE 3. SCADA architectures.

1) SCADA SYSTEM ARCHITECTURAL BOUNDARIES
In an attempt to provide a structural and functional descrip-
tion of the ICS or SCADA systems, their domains and
boundaries might be interpreted ambiguously. In some cases
SCADA is equated with ICS [62], [63], or ICS is equated with
OT which is also referred to as CPS [64], SCADA may be
considered integrated with PLC or even extended downward
to the RTU [65], [66], [67], [68]. In some cases, SCADA can
also be considered a software component within the Simatic
ecosystem [69].

These misconceptions are understandable due to overlap-
ping functions. However this interpretation undermines the
IT / OT division of ICS, which is crucial for process control
QoS and understanding of SCADA system functionality. It is
important to emphasize that OT refers to the control system
that is in direct control of the industrial process i.e. manu-
facturing equipment on the plant floor, whereas IT extends
process control to a higher level of the control system that
includes the SCADA network and, together with OT, it forms
ICS. In the traditional ISA-95 hierarchical model, the OT
alone (with the addition of HMI) is capable of running the
industrial process.

The IT/OT division clearly places SCADA away from the
OT systems and therefore excludes PLCs and devices on the
plant floor from the architecture design [60].

Although, under the I4.0 paradigm, IT and OT converge,
this primarily refers to the implementation of IIoT technology

and expansion of network capabilities, and does not change
the key requirements of OT system that is mission critical and
requires high-availability in relation to IT system to which
the CIA-triad (confidentiality, integrity and availability) is
becoming increasingly important due to exposure to cyber-
threats. However, it does expand SCADA system boundaries
by including IIoT devices on the plant floor into the SCADA
network.

2) ICS, CPS AND IIoT/IoT
It is not uncommon for CPS to be equated to OT, or both to be
considered equivalent to Industrial Automation and Control
Systems (IACS) extending across the industries [64]. A sim-
ilar understanding results in the concept of SCADA-driven
CPS as a control system built on SCADA technologies [70],
and refers to CPS as a ‘‘smart industrial system’’ that utilizes
SCADA systems for control and monitoring [71]. Ali et al.,
in Cyber Security for Cyber Physical Systems [72], envis-
age conceptual illustration of ICS/SCADA infrastructure,
and defines CPS as ‘‘. . . a various collection of information
communication technology (ICT) and embedded micropro-
cessors which are communicated to the physical world via
sensors and actuators’’. Thus defined, they consider CPS to
be controlled by ICS/SCADA Systems. The above percep-
tions of CPS and ICS/SCADA integration are further empha-
sized by the inclusion of the IoT-cloud combination [71].
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Differences in the interpretation of terms partially stem
from overgeneral and sometimes vague definitions of CPS
systems that include IoT, Industrial internet, Smart cities,
Smart grid technologies and comprise digital, analog, phys-
ical and human components. As good as this definition may
be for general perception of CPS as an enabling technology
across multiple fields directly affecting human life, such as
health care, emergency response, traffic, and smart grids as
noted on the NIST Cyber-Physical Systems website [73], it is
somewhat disproportionate in relation to the narrow field of
manufacturing process control and belonging ICS.

From the perspective of the automation pyramid based on
the ISA-95 model of functional hierarchy, differentiating OT
and IT layers, more narrowed definitions would be appro-
priate for the integration of CPS and IIoT technology into
existing architecture.

In that sense, defining CPS as the integration of sensors,
embedded computing and networking into physical objects,
with feedback loops to monitoring and controlling close
physical environments interconnected in a collaborative man-
ner and further connected to the internet [74], would provide
a more precise CPS concept and devices used within ICS.
Embedded computing implies limited computing capabilities
in comparison to the SCADA servers and ICS in general,
whereas interconnected physical objects and sensors place
Cyber-Physical devices close to the OT layer. Obviously,
by increasing computational power and changing their func-
tions respectively, CP devices enter the process control layer
and can be considered as the Control-level CPS.

Similar to CPS, industrial IoT is also somewhat broadly
defined as a result of relying on general definitions of IoT,
which cover a technologically wider area, and refers to con-
sumers IoT that is closely related to consumers electronics
that directly affects people’s quality of life in their environ-
ments varying form smart homes to smart cities [75].

IIoT, roughly defined as a subset of IoT [76], refers to
interconnected instruments that can be located on plant floor
and in the form of Cyber-Physical devices i.e. smart devices
and networked sensors at the OT layer where the real-time
communication is the primary concern in communication
between sensors, controllers, and gateways [21]. Another
kind of IIoT application is implemented at the IT layer,
linking together machine learning and data analytics tools
that leverage on field IIoT devices, generating data in real
time to make analysis accessible locally at the SCADA level
as well as remotely via a cloud platform [32].

The above distinction between IoT and IIoT does not mean
that typical consumer IoT technology cannot be used in an
industrial environment. However, given its characteristics and
communication capabilities, which are primarily human-to-
machine (H2M), the more appropriate implementation is at
the level of the corporate network where the productivity
shifts from machine to human actions.

Narrowing the IIoT implementation to the manufacturing
industry, Fig. 4 shows the distribution of IoT, IIoT and CPS
technology across the ICS networks in relation to H2M and

machine-to-machine (M2M) communication and in relation
to the SCADA system. Although IIoT is considered a subset
of IoT, it has more significant implementation on the pro-
cess network as opposed to IoT which is more suitable for
usage on corporate networks and the internet utilizing H2M
communication. The overlap of all three technology concepts
within the SCADA system has a consequence of OT and IT
convergence partially resulting in disruption of the ISA-95
hierarchical model and forming a more flattened structure
that leans toward the I4.0 horizontally interconnected ICS.

FIGURE 4. IoT/IIoT/CPS Technology distribution across networks,
respecting types of interaction.

This can be seen detailed in Fig. 5 which follows the afore-
mentioned concept of CPS and shows IIoT integration in ICS
divided into functional layers according to the ISA-95 model.
The integration of IIoT devices on the plant floor expands
the OT network, whereas the existence of control-level CPS
results in IT/OT convergence.

3) SCADA vs. IIoT (IoT)
A third ambiguity arising from the development of ICS driven
by new technologies, and thus the evolution of Scada sys-
tem architecture, is the relationship between IIoT (IoT) and
SCADA systems.

The term IoT-SCADA, SCADA-IoT or IoT-based SCADA
and SCADA-based IoT for the fourth generation SCADA
systems are widely used across industries starting from rather
simple cost-effective open source automation and control sys-
tems using off-the-shelf components in various domains such
as smart home, agriculture, transceiver, photovoltaic stations
and others [77], [78], [79], [80] which has the potential to
scale to more complex systems for the same purpose [80],
to the field of cybersecurity [81], critical infrastructure [57],
[82] and risk assessment of such ICS [83].

Although all the above-mentioned works related to
IoT-SCADA systems make a clear distinction between these
two terms, they also interpret the combination of the same
as the integration of technologies into a common control
system. Another view, derived from this integration, places
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these notions on opposite sides, e.g., SCADA vs. IIoT, and
raises the question of whether one will replace the other [84].

In both cases, the SCADA system is determined by hard-
ware and software components and therefore both interpreta-
tions can result in a misconception about the SCADA system,
and subsequently ICS, which further affects the understand-
ing of architectural structure and functional layers. This can
be additionally emphasized at a higher level if the IoT is
broadly perceived as an interconnected system of advanced
hardware, networks, big data processing and cloud com-
puting, where it can be seen as a layer extending above
SCADA and DCS [85]. In this sense, the notion of IoT and
SCADA systems needs to be clarified, i.e. the fundamental
conceptual differences. As previously stated, if IoT is consid-
ered as consumer electronics, i.e. human-centered intercon-
nected smart devices, and IIoT as a network of interconnected
sensor-equipped devices with limited hardware, software and
energy resources, all of the above strictly implies a hard-
ware component ‘‘thing’’ [76]. Such a definition gives a
considerable freedom in choice, but it is strict in essence, i.e.
in defining the functional boundaries of ‘‘thing’’ in IoT or
IIoT.

In contrast, the term SCADA is primarily a concept and
process, not hardware or software. It is an abbreviation of
a strictly functional definition, i.e. performing supervisory
control over an industrial process, related data collection and
data analysis.

Specifically from an implementation perspective,
Stouffer et al. in the NIST special publication 800-82 [86] as
SCADA functions state: data acquisition, data presentation
and supervisory control (HMI), networked data communi-
cation (I/O servers for vendor-specific protocols), alarm and
event management, historic data storage (data historian), data
trending and reporting.

This definition essentially eliminates any need for com-
parison of SCADA system with any other physical or
cyber-physical and IoT or IIoT devices or concepts, as any
IT system performing these functions is a SCADA system
in some physical form regardless of its design, structure or
architecture.

In this sense, IIoT devices can be integrated into the
SCADA system as part of the OT or IT component of an ICS
and can independently exchange data through multiple layers
of the ICS e.g., the Industrial Internet Reference Architecture
(IIRA) cross cutting, but within the current definitional lim-
itations and functionality it cannot independently become a
substitute for a concept that includes databases, sets of I/O
servers, HMI, IDE, Data historian, virtualization platforms,
and has a significant computing power.

C. SERVICES AND IIoT INTEGRATION
INTO AUTOMATION PYRAMID
Given the above observations on all three accounts, Fig. 5 pro-
vides a general overview of ISA-95 based ICS extended with
IIoT and overall shift to the smart factory concept including

cloud solutions and services as well as those available on the
premises.

The left side shows the automation pyramid derived from
the ISA-95 model where the SCADA components are dis-
tributed strictly within the L2 layer, interconnected across
the IT network and exchanging data over TCP/IP ether-
net. The immediate Industrial process control takes place
entirely on the L0 and L1 layer containing field devices
and standard process control equipment in the form of PLC
respectively. Such an architecture is compliant with the
addressed SCADA system boundaries, IT/OT division, CPS
definition, communication protocols distinction and overall
ICS understanding in terms of structure, functionality and
interconnection.

With the introduction of IoT/IIoT smart devices, the entire
network structure distributed in separated layers and divided
by protocols and separated from corporate network, shifts
toward a single heterogeneous network resulting in the con-
vergence of process and SCADA networks. Although such
an ICS structure can still maintain the functional hierarchy of
the ISA-95 model, the SCADA network is significantly influ-
enced by the communication capabilities of IIoT field devices
that are able to exchange data across the layers in peer-to-peer
communication and directly to the cloud. Additional disrup-
tion of the SCADA network within the automation pyramid
in Fig. 5 comes from IoT devices at the L1 layer expanding
PLCwith web server and therefore significantly increasing its
communication capability accessing TCP/IP network. These
changes not only affect networks and layers, but also the
direction of data flow. Observing IIoT field devices residing
on the L0 layer, data gathered on the plant floor can be directly
exchanged with analytic services (in the cloud or on premises
available on the virtual WAN). At the same time, the data
generated by legacy field devices and exchanged with the
SCADA system via PLC and via ethernet, puts SCADA in
the function of a secondary data source to the same analytic
services. In this scenario, SCADA acts as a complemen-
tary data source for IIoT [87] or vice versa, and therefore
disrupts the functional hierarchy where the computational
power of the SCADA servers was the predominant factor
to determine execution node for computational demanding
tasks e.g. data analysis. This scenario gives an example of
IIoT integration where the aforementioned definition of IIoT,
which implies embedded computing, i.e. limited computing
capabilities, does not apply. However, since the ICS expan-
sion of supervisory and process control layers shown on the
right side is composed of the self-contained groups of inde-
pendent functions, these elements are primarily defined as
services regardless of their physical form as IoT devices. This
approach puts the presented SCADA system in the perspec-
tive of a service-oriented smart manufacturing architecture
that introduces new computational patterns with on-demand
services as the main enabler of value network integration and
collaboration, that is conceptually aligned with emerging ref-
erence architectures such as RAMI4.0, IIRA, IBM Industry
4.0, and NIST Smart Manufacturing. [88]
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FIGURE 5. IIoT integration into ISA-95 model.

D. ARCHITECTURE REFERENCE MODELS
Despite the general predominant emphasis on interoperability
and a high level of integration, ICS systems also become
divergent due to the implementation of different commu-
nication protocols, technologies, software platforms, cus-
tom solutions and system design in general. As a result
of such ICS development and the prevailing concepts of
I4.0 and the Smart factory, consequently, multiple archi-
tectural models have been defined that start from differ-
ent views of the system. It could be argued that, under
these conditions, persistence in defining multiple architec-
tural systems that provide less strictly defined boundaries
while increasing a number of layers, elements and dif-
ferent aspects leads to dispersion and does not serve its
purpose.

Nonetheless, in conditions where there is an overlap of
layers in traditional architectures and cross-layers elements,
it is crucial to define a reference model that is flexible enough
to include different approaches to ICS and SCADA systems,
whereas defining a clear enough framework for future sys-
tems development and thus achieving a satisfactory level
of standardization that allows easier scalability, integration,
interoperability, modularity and increasingly important com-
pliance with security standards, especially in the field of
cybersecurity. It is essential that such an architectural model
implements multiple aspects and views of the system struc-
ture through a multi-layered architecture that encompasses
functional, physical, logical, communication, and data views
of the system.

1) NATIONAL STRATEGIES AND RESULTING I4.0 REFERENCE
MODELS AND FRAMEWORKS
Driven by technological advancement, during the last decade
the leading manufacturing countries have introduced several
strategies aimed at increasing the competitive advantage of
their industries. Table 1 shows chronological order of these
strategies and the resulting reference architectures and/or
frameworks adopting smart factory concept.

Given the differences in the industrial landscape and
national development strategies of individual countries, these
reference architectures differ somewhat in focus on the pri-
mary domains of interest. In that respect, robotics and inter-
operability are areas in the focus of Japan’s national strategies
with a new concept ‘‘Society 5.0’’ prepared by the Ministry
of Economy, Trade and Industry (METI) [89]. Additionally,
factors such as an aging population and recent impact of
the Covid-19 pandemic [90] further emphasize the human
component.

In the case of China’s industry landscape which is esti-
mated to be outdated with labor-intensive working prac-
tices, comparing China’s industry automation to the world’s
leading industries, Kaiser et al. [91] concluded that China’s
industry is automating differently. Cheaper solutions in par-
tially automated plants and warehouses are being considered
instead of progressing towards fully automated production
facilities as the world’s leading industries are doing. In this
regard, China’s Ministry of Industry and Information Tech-
nology (MIIT) and the Standardization Administration of
China (SAC) have released a ten-year national strategy under
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the name ‘‘Made in China 2025’’ with the intention of trans-
forming the manufacturing industry by providing guidelines
to encourage the smart manufacturing applications [92]. One
of the resulting projects is the three-dimensional Intelligent
Manufacturing System Architecture (IMSA) published in
December 2015, which addresses the three key dimensions
of system hierarchy, life cycle, and intelligent functions for
construction and technology transfer toward intelligent man-
ufacturing systems [93].

The World’s Leading position in the IT sector and the
importance of the manufacturing sector in the USA resulted
in national strategies covered by a framework for revitaliz-
ing American manufacturing such as Manufacturing USA
(MUSA) [94], the former National Manufacturing Innova-
tion Network (NNMI), established in 2014 [95] and put in
motion 2016 [96]. Strategy strongly encourage investment in
the creation of new technologies and advocate public-private
partnerships to achieve regulatory systems. As a result, sev-
eral reference architecture models have been defined in the
domain of industrial automation.

Based on experience from engagements in manufacturing
digitization, IBM industry 4.0 [97] is a commercial archi-
tecture derived from use cases developing standard based,
modular, plant-specific, vendor-independent and open con-
trol systems relying on hybrid cloud models representing a
special case of the general Internet of Things reference archi-
tecture introduced by IBM earlier in 2017 [98]. It has evolved
from its initial two-layer form [88] to its current version
by dividing ICS into the Edge, Plant and Enterprise layer,
providing an informal detailed overview with an emphasis on
communication channels between individual elements as well
as between layers. All encompassed elements are described in
detail providing communication protocol for each connection
within the structure, thus giving a good reference point on the
subjects of connectivity and interoperability i.e. communica-
tion and integration layers in comparison to other reference
models.

Opposed to IBMs Industry 4.0 focus on manufacturing,
the Industry IoT Consortium (IIC) provides a more general-
ized framework applicable across a wide range of industries
through IIRA published in 2015 and updated to IIRA v1.9
(volume G1) in 2019 [99]. The four-layer architecture frame-
work is concern-resolution-oriented, i.e. the business, usage,
functional and implementation viewpoints of concerns at the
input are translated into documented models as architecture
representations at the output. This approach addresses stake-
holders, business vision, value and objectives of the entire
IIoT system as well as the interaction and interconnection
technologies to implement functional components and their
life-cycle procedures in an iterative process. The intention is
to provide generic methods and templates for the develop-
ment of widely applicable industrial IoT control systems with
minimal architectural constraints, i.e. concrete technologies
or standard specifications.

Introduced in February 2016 by NIST in the docu-
ment Current standards landscape for Smart manufacturing

systems [4], The Smart Manufacturing Ecosystem (SME)
provides a model for the existing manufacturing standards
landscape classification in relation to ecosystem dimensions
(product, production, enterprise-business) and a method for
grouping the standards according to functions defined along-
side each dimension. These three dimensions of concern are
presented as a sequence of functions necessary to fulfill the
life cycle of each dimension with the purpose of achieving
corporate competitive objectives by addressing smart manu-
facturing capabilities defined as productivity, agility, quality
and sustainability. The core of the system is the intersection of
all three dimensions in the manufacturing pyramid as a cen-
tral point of convergence and interaction achieving vertical
integration according to ISA-95 functional layers.

Li et al. [56] observe that ecosystem architecture only
describes ICT application systems and notice that improve-
ment of the enterprise infrastructure cannot be found in the
architecture which excludes cloud, big data, IoT, CPS, digital
twins and other I4.0-related technologies. In their conclusion,
NIST’s smart manufacturing standardization is considered to
be suitable primarily in the field of application.

This conclusion is justified considering that SME relies
on the manufacturing pyramid whose vertical structure is not
consistent with typical I4.0 convergence of the OT and IT lay-
ers. Nevertheless, even if manufacturing standards landscape
classification is built on top of such defined dimensions,
it presents a valuable starting point for ICS transition toward
smart manufacturing concept.

2) GERMAN INITIATIVE AND RAMI4.0
In contrast to the multiple initiatives and resulting archi-
tectural models introduced by various reference institutions
and companies in the USA, in April 2013 the German
government, acting through the Ministry of Education and
Research (BMBF) and the Ministry of Economic Affairs
and Energy (BMWI), published a national strategy Industrie
4.0 [100] with recommendation for implementation [101],
which led to a unique but comprehensive and widely accepted
RAMI4.0 [8] leveraging key concepts of the Internet of
Things and Services (IoTS), CPS, and smart manufacturing
with in depth focus on production scenarios, connectivity,
integration, value stream and life cycle management rely-
ing on existing IEC 62264 [102], IEC 62890 [103], IEC
61512 [104] standards and setting new pre-norm IEC PAS
63088 [105]. The idea of RAMI4.0 is not a specific architec-
ture definition but rather a minimum requirement framework
for the class of architectures to be modeled [106]. Such an
approach allows a gradual migration from legacy industrial
plants to smart factories relying on broadly accepted stan-
dards. The key elements for the realization of this flexible
implementation of the architecture model are the seman-
tic interoperability achieved by virtual representation of
I4.0 components (via asset administration shell), ‘‘type’’ and
‘‘instance’’ through which life cycles and value streams are
addressed.
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The Visual presentation of the complex and comprehen-
sive I4.0 concept of diverse viewpoints is simplified into
a three-dimensional form that describes the fundamental
aspects of I4.0 across three axes and six layers. Whereas
the right horizontal axis relies on the ISA 88/95 techni-
cal report [107], IEC 61512 and IEC 62264 standard of
functional hierarchy expanded with ‘‘product’’ at the bot-
tom level and ‘‘connected world’’ at the top level exceed-
ing plant facility boundaries, the left horizontal axis relies
on the IEC 62890 standard and represents life cycles with
associated value streams followed by continuous data acqui-
sition enabling rapid and dynamic response to demand
changes [76]. Within the life cycle of a product or system,
there is a clear distinction between the development and
use stages. While the product is in the planning, design
and development phases, it is considered to be a ‘‘type’’
that has its own life cycle segment (design, maintenance,
usage). Once a product is ready for production, it becomes an
‘‘instance’’ of a type with a unique identifier and a life cycle
(production, maintenance, usage) that continues to be tracked
by data collection throughout the full extent of its lifespan.
Whether a product is considered to be a type or an instance
depends on the position of the individual stakeholder, i.e.
entry point in the system. The vertical axis contains six
layers (businesses, functional, information, communication,
integration, asset) which present the decomposition to var-
ious perspectives and thus form an IT representation of an
manageable I4.0 component. More specifically, these six
layers address communication behavior, virtual presentation
of hardware/software entities, business process, functional
descriptions, protocols, data formats, transmission, formal
definitions of functions, data processing and integration,
data mapping etc. According to the goals and advantages
of RAMI 4.0 introduced by the working group on reference
architectures, standards and norms [108], the second dimen-
sion, i.e. the layers, should provide answers to the following
questions:
• Asset: how to integrate the product (hardware, software,
documents) with the industrial process and to progress
in the real world from a development and utilization
perspective considering the entry point of the product
into the system from the point of view of individual
stakeholders.

• Integration: which elements of the asset are, or may
become, digitally available on the network respecting
the product life cycle.

• Communication: how will the users in their respective
roles (operator, developer, customer, designer, manage-
ment) access data in a uniform way and at any point of
the product life cycle.

• Information: what information about the asset can
be provided relevant to the industrial process or the
asset/product itself.

• Functions: what are the specific rules and functions
defined for the process/product in question, i.e. what is
it supposed to do.

• Business: what is the added value from the commercial
perspective.

From the perspective of interoperability and connectivity
as the enabling forces of I4.0 in the core process of physical to
digital conversion, the initial and crucial transformation takes
place at the Asset layer as the entry point for the digitalization
of any hardware or software element of concern. The asset
layer defines basic elements with communication capability
placed in relation to other elements in the form of uniquely
identified objects in order to make their data available across
the network.

In accordance with the digital factory framework IEC
62832 standard [109], an asset is defined as a managed
physical or logical object whose properties can be accessed
through the administration shell with which it is uniquely
related and thus forms Industrie 4.0 component. The basic
structure of the Asset Administration Shell (AAS) is roughly
divided into a header that contains identifying details and a
body containing submodels as structured asset-specific prop-
erties that can refer to data and functions in a standardized
format based on the IEC 61360 common data dictionary. Thus
defined, domain-specific submodels i.e. manifest of the asset
administration is constantly available via interaction manager
residing within the administration shell stored in the asset or
in a database [110] and enabling interaction patterns in stan-
dardized data exchange, achieving semantic interoperability
through the entire asset and instance life cycle, i.e. from
design and construction through commissioning to operation
and maintenance [85] as one of the Industry 4.0 core objec-
tives. Another intention behind the administration shell is to
accelerate the implementation of non-proprietary solutions as
part of the I4.0 network [8], which is additionally facilitated
in the part two of administration shell specification [111] by
introducing technology neutral specification of the applica-
tion programming interface (API) available in different tech-
nologies such as HTTP/REST, MQTT and Open Platform
Communications United Architecture (OPC UA).

3) GLOBAL IMPACT AND PREVAILING REFERENCE
ARCHITECTURE MODELS
The reference architecture models have been developed as
a result of recognizing the global phenomenon of disruptive
technology potential in implementation across industry sec-
tors, and within the boundaries of national strategies and ini-
tiatives addressing the fourth industrial revolution. As such,
even if they are not domain-oriented, they inevitably reflect
the national industry landscape and domains of strategic inter-
est. However, recent technological advancement, followed
by international industry standards, have global impact and
cannot be reduced to isolated national frameworks, nor should
any architectural model strive for an isolated ecosystem. The
harmonization of existing reference architectures on a global
scale is imposed as a practical long-term solution.

Addressing the state of the art and future trends of Indus-
try 4.0 reference architectures, Nakagawa et al. [112] have
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pointed out the popularity of RAMI4.0 and IIRA, whose
appearance in scientific work is over ten times more fre-
quent in comparison to other relevant architectures in their
research. According to another research conducted by Bader,
Maleshkova and Lohmann [113], IIC and Platform I4.0 ranks
in the top three IIoT reference frameworks ranked by Google
scholar in terms of research relevance. This alone is not
absolute proof of the international level of acceptance, but
it is significant in identifying current and future development
trends led by the scientific community that potentially result
with new international standards that reaffirm these two ref-
erence models at a global scale.

Two key factors for global acceptance are present in the
concept of these two reference architecture models: 1) Both
models address the cutting edge of advanced technologies
and concepts of concern for the world’s leading innovation-
oriented industries, leading to a short time to implementation
providing current use cases, and thus accelerates standardiza-
tion and increases acceptance rate. Furthermore, it paves the
way for the future development of industries that currently
follow a different approach, as it is the case with China [91].
2) International collaboration between IIC and Platform I4.0,
that began in 2015 in the early stages of architectural model
development and resulted in architecture alignment and inter-
operability, thus ensuring a comprehensive model for wider
acceptance.

In the case of RAMI 4.0, international cooperation and
harmonization of architectural models was the approach from
the very beginning by defining the structure of the admin-
istration shell through trilateral cooperation of Italy, France
and Germany, i.e. their national initiatives Piano nazionale
impresa 4.0, Alliance industrie du futur and Plattform Indus-
trie 4.0, respectively [114]. Furthermore, the work of the
Sino-German Standardization cooperation commission has
resulted in alignment with China Intelligent manufacturing
system architecture (IMSA), originally formed in November
2016 [115]. Between 2016 and 2020, the German-Japanese
cooperation for the standardization of Industry 4.0 and the
Industrial internet of things formed three work groups focus-
ing on standardization (use cases and applications), digital
business models and cyber and industrial security [116] under
the common strategy for I4.0 and IIoT [117].

E. THE IMPORTANCE OF THE REFERENCE ARCHITECTURE
MODEL FOR THE EVOLUTION OF ICS AND SCADA
SYSTEMS WITHIN CONTINUOUS PRODUCTION FACILITIES
When it comes to ICS, and thus the SCADA system, the
reference architecture is, among other things, important for
the transition from legacy ICS to the smart factory concept,
i.e. cloud, IIoT and service-oriented SCADA system. ICS
systems do not upgrade or get replaced unless there is a valid
and obvious reason to do so. Industrial production facilities,
and particularly the continuous production process that runs
continuously 24 hours a day, does not stop if the reason for
the downtime is not a breakdown or planned maintenance.
Every other production interruption, especially multi-day

ones, must justify not only the overhead costs, but also the
lost profits caused by the cessation of production, which in the
case of the production process in Fig. 2 can reach millions of
dollars per day. If the reason for the shutdown is a replacement
or a major upgrade of the ICS system, the new system must
justify the time spent, which may ultimately exceed the cost
of the ICS system itself.

Similarly, providing an overview and background of Indus-
try 4.0 concept, and addressing the current state of indus-
try, Rojko [118] has drawn attention to the following basic
prerequisites that must be met to facilitate the transition of
the industrial production system to the new smart factory
concept:

• Stability of the production process in the transition phase
must be guaranteed.

• Gradual approach to the transition due to significant
financial investment is necessary for major technology
transfer.

• Know-how protection is necessary (extending to the
cybersecurity domain).

Following Industry 4.0 concept introduction, in October 2015
The Cologne Institute for Economic Research and Aachen
University [119] published results of a more comprehensive
analysis of the readiness of the German companies for tran-
sition to Industry 4.0, applying evaluation model with the
following six dimensions:

• Strategy and organization (investments, innovationman-
agement).

• Smart factory (digital modeling, equipment infrastruc-
ture, data usage, IT systems).

• Smart operations (cloud usage, IT security, autonomous
processes, information sharing).

• Smart products (data analytics in usage phase, ICT add-
on functionalities).

• Data-driven services (share of revenues, share of data
used).

• Employees (employee skill set, skill acquisition).

The study was conducted on 268 mechanical and plant engi-
neering companies and showed that 56.5% of all companies
covered by the survey do not meet any requirements of con-
cern to implement Industry 4.0 concept, and only 0.3% of
companies have sufficiently addressed all six dimensions of
the evaluation model.

For these reasons, most manufacturing facilities associated
with continuous and expensive industrial processes such as
the steel industry, continue to operate on legacy ICS, with
upgrades occurring in micro-phases as part of regular main-
tenance cycles. Exceptions to this practice are usually the
following cases: 1) Revamping of the entire plant or major
part of the equipment, usually with the aim of improving
the overall control of the production process, for which the
existing control system has become inadequate; 2) Outdated
ICS with known security risks that may directly or indirectly
affect the stability of production; 3) Implementation of a new
function, i.e. addition of software/hardware to existing ICS,
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TABLE 1. Digital/smart manufacturing strategies and reference architecture models.
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resulting in improved process control and/or final product;
4) Disrupted supply chain resulting in ICS critical spare parts
being unavailable (depending on locally available services,
support or spare parts, this instance can be addressed within
the regular maintenance cycle).

Regardless of which of the above cases the transition of
the overall ICS or only SCADA system is carried out, it is a
continuous iterative process that takes place in phases. It is
important that the ICS system, in any of its parts, changes in
accordancewith a clear vision of the direction of development
and the general picture of the final form of the system. At the
same time, it is to be expected that the vision and final
shape of the system will change over time in several potential
directions, whichmay not be consistent with any architectural
model. In this sense, an important role in the construction,
maintenance and expansion of ICS has a reference model that
is flexible enough, i.e. capable of covering multiple system
development scenarios and providing a comprehensive con-
cept within which all system levels can be defined. A system
built in this way can remain relevant for a longer period of
time, and be flexible enough to implement technologies that
are yet to come within the existing framework.

F. ARCHITECTURAL MODELS SIGNIFICANT TO SCADA
SYSTEMS AND STEEL INDUSTRY DOMAIN
Although all the reference architecture models listed in
table 1 are related to Smart factory and aim to facilitate the
development of ICS, they do not have the same significance
and impact on SCADA systems when it comes to the contin-
uous production processes in the metal industry for several
reasons:

1) Most of the existing SCADA systems in the metal
industry belong to 2nd and 3rd generation, and have
only been partially developed with 4th generation-
specific elements maintaining the ISA-95 structure.
In this regard, each use case is very specific and
implements only part of the smart manufacturing con-
cept. For such cases, URM-MM provides a mapping
methodology for cross architecture elements in accor-
dance with existing standards, and therefore better suits
a particular use case scenario than any reference archi-
tecture in particular.

2) The specificities of the continuous production process
are reflected in the design and control system require-
ments and may exceed the capabilities of the reference
frameworks generally applicable to multiple industries,
such as healthcare, transportation and public domain.
For an appropriate approach to the development of ICS
and SCADA systems applied in the steel industry, espe-
cially when building a new system, a better orientation
would be achieved by a reference architecture with an
in-depth orientation to the manufacturing industry such
as RAMI4.0.

3) In the area of the steel industry, in the communication
with the OT layer, SCADA systems are primarily based

on proprietary protocols. With the introduction of IIoT
technologies and I4.0 concepts, where the protocol map
changes significantly due to IT / OT convergence, the
key importance in the implementation of the reference
architecture lies in communication and integration lay-
ers, which is the strong point of IIRA / RAMI4.0 archi-
tecture alignment.

4) Steel manufacturing plants are relatively independent
systems and with a rather low level of human inter-
action. In this regard, reference architectures such as
Japanese IVRA focusing on the national strategy of
‘‘Connected Factories’’ and ‘‘Connected Workplaces’’
would not provide satisfactory results.

5) In the domain of steel manufacturing, SCADA sys-
tems tend to become complex structures due to
the process control requirements, interconnection
of different control systems, overlapping of dis-
tributed and centralized functions and other previously
addressed industry-specific requirements. Taking this
into account, SCADA system development process,
maintenance and further evolution during its life cycle
would benefit from a decomposition providing clear
separation of functions, integration mechanisms, com-
munication protocols, data acquisition and interpreta-
tion models with the resulting information on which
functions to leverage in control of industrial pro-
cesses. Considering that data, information, internal
rules and functions are plant specific, and to some
extent case-specific as well, it is crucial that the archi-
tecture model provides a framework for such decom-
position, which RAMI 4.0 does in three dimensions.

With these considerations in mind, Fig. 6 shows the SCADA
component of ICS, transferred to the three-dimensional struc-
ture of the RAMI 4.0 reference model. The ICS example
is taken from the previously shown extension of the ISA-
95 structure with IIoT components in the service-oriented
structure of the Smart factory concept. In order to avoid
confusion in the display of the three-dimensional structure,
only the elements sufficient to understand the structure and
display the decomposition of the SCADA system through
the layers are transferred. The hierarchy levels on the right
axis follow the IEC 62264 standard, which means that the
automation pyramid can be functionally translated into one
of the three dimensions of the RAMI 4.0 model. In doing
so, the Product level does not play a significant role from
the SCADA point of view, given the characteristics of the
product in steel manufacturing, which is one-dimensional and
passive, i.e. the possibilities of life cycle monitoring at the
level of the product itself are extremely limited. Since the
RAMI4.0 model is in depth oriented to the manufacturing
industry, the left axis follows the life cycle through all hier-
archy levels involving development (Type) and production
(Instance) i.e. usage. In Fig. 6a, the emphasis is on showing
the structure of the SCADA system in operation, thus empha-
sizing the right side of the left axis, i.e. the Instance.

VOLUME 10, 2022 109411



M. S̆verko et al.: SCADA Systems With Focus on Continuous Manufacturing and Steel Industry: A Survey

Looking at the vertical axis, the following can be observed
across the layers: Asset layer represents the real-world phys-
ical and software components where the field devices and
SCADA software life cycle, i.e. value streams, are shown.
The Software product, developed from functional specifica-
tions, documents and algorithms along the axis at the station
level, is further transferred to the PLC and SCADA server
located at the control and station levels of the integration
layer. This one-to-many relation is possible due to the inte-
grated development model in which PLC and HMI/SCADA
software share the same IDE, e.g. the Siemens TIA portal.
Accordingly, physical devices are developed along the field
device level and digitized at the Integration layer by AAS.

Integration layer performs the acquisition and digitization
of information from the industrial process, i.e. connects it
with computer-aided control, which includes a major part
of the traditional SCADA system. This is where a digi-
tal image of the physical process is created, leveraging on
AAS that enables I4.0 compliant in-layer communication
between field devices and IT equipment. In this example,
the virtual representations of the plant devices exchange data
with each other in a direct connection that further extends
to the PLC and SCADA server (control and station levels)
via router, using the communication protocols available at
the communication layer. Although this example works well
in case of I4.0 component integration, legacy field devices
using various proprietary protocols cannot benefit from this
arrangement which presents a barrier for 2nd or 3rd generation
SCADA systems that gradually implements IoT and progress
to the I4.0 concept with field devices that do not comply with
I4.0 components.

As OPC UA is the preferred communication standard for
RAMI 4.0 [114], [120], it is prevalent in I4.0-related case
studies and proof of concepts [121], [122], [123]. How-
ever, addressing the problem of existing fieldbus protocols,
an AAS containing an OPC UA Server according to the IEC
61131–3 specification was proposed in [123], whereas Seif,
Toro and Akhtar [124] presented a use case of AASmodeling
to adopt devices that are not compliant with the I4.0 compo-
nent by parsing a comma-separated file (containing the device
definition and characterization) and creating a submodel seri-
alized in JSON (or XML) format. They also recognize the
benefit of using an IoT platform with a smart gateway able
to map device-specific data from various low-level protocols.
In approach to hybrid cloud architecture for AAS, Bauer and
Makio [125] proposed administration shells conceptualized
around the usage of the Actor Model, applicable in the area of
edge and cloud computing. Devices become OPC UA ready
by interconnecting assets that contain an additional hardware
module acting as a gateway. This modification extends AAS
to a gateway that provides protocol conversion for legacy
field devices. This may seem unnecessary since these field
devices already have an existing communication channel with
the PLC via the fieldbus protocols, but this way these devices
become IIoT enabled and therefore a valuable data source
horizontally interconnected within ICS SoA. Additionally,

using the same principle, the integration of individual ele-
ments from other control systems of significance is possi-
ble as well, e.g. direct measurements reading from devices
located on the SAS communicating over the IEC 61850 stan-
dard protocol. Such amodel of AAS connectionwith physical
assets in the form of legacy field devices enhanced with smart
gateway as a protocol converter is depicted in Fig. 6.

In addition to the virtualization of physical devices through
ASS, and consequently, monitored physical process, another
concept of virtualization is evident at the station level in the
form of type1 or type 2 hypervisors, i.e. virtual machines on
SCADA servers that provide a virtual environment for HMI
server-client systems and servers redundancy. Although this,
when implemented, is a key segment of the SCADA system,
from the perspective of reference architecture it should be
considered as a black-box, i.e. its functionality should be
accepted as a service at the hardware and software level with-
out the need for further decomposition or standardization.

Communication layer standardizes communication using
a uniform data format and provides services and mechanisms
for data transmission (interfaces, communication channels,
ports, data providers, protocols), harmonizing communica-
tion toward Information layer, while simultaneously enabling
direct communication over the real-time network for time
sensitive applications [126]. Although all components are
interconnected at the Integration layer, the actual commu-
nication is enabled by the Communication layer. In this
instance, components at the Integration layer are associated
with the appropriate protocols used in the interactions of
IT components and edge devices with the interconnected
AAS. The Communication layer, shown as part of the RAMI
4.0 structure in Fig. 6, contains only the protocols used by
I4.0 component compliant field devices according to the AAS
specification part2 [127]. If an AAS, communicating via
the smart gateway shown in Fig. 6, were to be used, the
Communication layer would be significantly expanded with
supported fieldbus protocols.

Information layer is concerned with the processing and
integration of collected data. It provides a general virtual rep-
resentation of I4.0 component’s individual meta-data, such as
the AAS manifests, and any information related to real-time
data acquisition or controlled process rules-related informa-
tion, thus acting as a key link between data gathered at the
Integration layer and decisions made as a consequence of
the data interpretation, i.e. information. Industrie 4.0 compli-
ant communication is therefore a crucial precondition in the
Integration layer in order to provide relevant information at a
higher level here.

Function layer describes the functions and services neces-
sary for the decision-making logical process, i.e process capa-
bilities. This is where the application runtime environment
(HMI, reporting, analytics, client interfaces) is executed. All
available functions are plant-related, i.e. derived from each
individual industrial process controlled by a dedicated ICS.
To ensure the integrity of the information provided along with
integration at the technical level, remote access and horizontal
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integration are only available at this layer. According to [8],
the Asset layer and the Integration layer can be accessed
from the Function layer for direct communication to devices
(requesting diagnostic data, or trigger device-related calibra-
tion sequence). This is an exception to the RAMI 4.0 com-
munication pattern, where each layer is interconnected and
communicates only with adjacent layers. However, this is
considered a temporary connection for maintenance purposes
only, and is not relevant for permanent horizontal integration.

G. REFERENCE ARCHITECTURE STANDARDS
Despite the high level of integration and interconnectivity that
extends to cloud-based and service-oriented solutions, result-
ing in overall convergence and thus flattening out the tradi-
tional automation pyramid, the IEC 62264 standard remains
the starting point, i.e. the common ground for standard-
based (RAMI4.0, IIRA, IMSA, SME) and empirical (IBM)
architectures. Weather it is implemented in only one layer,
as in the RAMI4.0 Asset layer, or it takes the central point
in the cross-sections of dimensions as in SME. ANSI/ISA-
95, the reference point of IEC 62264 standard is primarily
a functional hierarchy, which makes it relevant for under-
standing the core of ICS functionality, elements, and thus
the structure of the SCADA system with associated standards
distributed through the functional layers of the manufacturing
pyramid [128], [129].

Table 2 contains existing standards to which reference
architectures are associated, and the new standards defined
by addressed reference architectures. Given the wide range of
different industry domain-related standards implemented by
the reference architectures, they are not entirely a reflection of
the I4.0 concept, and thus not of the 4th generation of SCADA
systems as well. They are rather the result of attempts to cover
multiple fields of implementation by encompassing broader
domain-related norms, frameworks and existing solutions.
To provide a clear comparison of implementation against
reference architectures, we have excluded domain-specific
automation standards such as IEC 61672-2, ISO/IEC 12812-
1, ASME Y14-5. In addition, the publication years of the
standards in Table 2 have been reduced to the most significant
period of eight years (2015 – 2022) given the time span in
which the majority of reference architectures were defined
in accordance with data in Table 1, and established globally
through multilateral initiatives, aimed at reference architec-
ture alignments.

The following relations to standards are considered:
1) Existing standards with which the architectures are
explicitly compliant. Although this does not cover all the stan-
dards to which a particular reference architecture is compli-
ant with, they are documented in the official documentation
and research papers related to the respective architectures,
e.g. Asset Administration Shell (AAS) of RMI4.0 [130].
2) New standards defined by reference architectures. These
are the standards such as ISO/IEC 30141 and IEC-PAS-
63088, which are, in fact, the definition of the respective
architectures or one of their inner components, as in the

case of IEC 63278, which defines AAS within RAMI4.0.
These standards are essentially a subset of the previous set of
standards. 3) Standards that reference architectures implicitly
apply, i.e. they are implied with regard to specific areas
of application, e.g. data interoperability, asset management,
production engineering, etc., although not explicitly stated in
the official documentation of the relevant regulatory body.

In the comparison between the reference architectures
there is alignment in compliance with the standards explicitly
related to the IoT, communication, data model and integration
(IEC 62601, IEC 62541, IEC 62591, IEC 62657, IEC 61784-
2, ISO/IEC 30161, IEC 20924) as a result of the common
research interest of all addressed reference architectures. Fur-
thermore, looking at the Edition column, 17 new standards
have been defined (two of which are under development),
including five groups of standards, which makes the total
of over 50% of the covered standards. Although the data
in Table 2 are rather indicative, this is a good indication of
the effort invested in regulating the design of the next gen-
eration of industrial automation systems that paves the way
for further concrete guidelines on how to design, implement,
operate and maintain SCADA systems, such is the work of
the ISA112 SCADA Systems standards committee [131].

1) LOOSE STANDARD APPROACH AND
PROCEDURAL GUIDELINES
The reference architectures RAMI4.0 and SME generate
most of the standards in the table as they are architec-
tural frameworks that have emerged from the initiatives
focusing on alignment and international standardization in
the field of IoT and I4.0, i.e. Smart manufacturing [114],
[115], [116], [132], [133], [134] through cooperation
between standardization committees and national strategies
[95], [96], [117], [135].

Alternatively, the Japanese approach through the IVRA
(IVRA-next) reference architecture [136], [137] seeks to
achieve an ecosystem of interconnected manufacturing enter-
prises throughout the value chain. Following the concept of
loosely defined standards (LDS), IVRA is not based on a pre-
defined set of national or international standards, but rather
seeks to achieve a common ground for interfacing unique
entities through a scenario-based set of rules for entity-to-
entity connection [138]. This concept strictly implements
only data model standards to provide a basis for system inte-
gration, whereas the implementation of available integration
methods, techniques and components as off-the-shelf solu-
tions [139] developed by numerous advanced study groups
(ASG) [140] is subject to change. In this way, data and the
consequent knowledge are available throughout the network
of digital twins among companies with loosely defined com-
ponents and structure [141].

Similarly, a collaboration between Germany and Japan
introduced the URM MM, which can be considered a con-
tinuation of the IVI approach in the form of a procedural
guide that enables stakeholders to navigate relevant interna-
tional standards and available reference architectures from
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FIGURE 6. 3rd generation SCADA System in transition to IIoT/Services integration, presented in RAMI4.0 3D structure.

pre-categorized models to address specific use cases for each
development process [132]. TheURMMMcolumn in Table 2
includes the standards referenced through the Canvas, Use
case, Function and Data phases of URM MM [142], [143].
Although these international standards are explicitly stated
in the cited paper [142], the relationship is marked as implicit
due to the concept of URM MM, i.e. relying on the use of
existing predefined models. For the same reason, basic com-
munication and IoT-related standards are not marked because

it is expected that the predefined models used are already
compliant. Principles similar to LDS can be found in the
European IoT-ARM, resulting from the IoT-A project based
on the current state of the art, rather than using a clean-slate
approach [144]. This kind of approach is therefore orientated
towards in-depth analysis that has been methodologically
conducted on existing concepts and solutions in the domain
of connectivity [13], [145], Orchestration of distributed IoT
services [146] and security [147].
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In this regard, IoT-ARM does not explicitly implement
international standards. Instead, they are inevitably included
through the implementation of existing and well-known
approaches of views and perspectives that IoT-A fol-
lows [148]. To facilitate navigation through them, a Unified
requirement list [149] has been introduced to map to the
corresponding views and perspectives from the reference
model. Each requirement in the list consists of a unique
identifier, requirement type, category, description, rationale,
view, perspective, functionality group, functional component
and domain model. The purpose of such a dynamic table is to
assign each requirement to the components of the reference
model in a standardized way, and therefore has the role of
IoT-ARM internal standard.

2) LOCAL STANDARDS PREVALENCE
An exception within the standard-oriented reference archi-
tectures is the Chinese national strategy and the corre-
sponding IMSA, which, despite the implementation of the
global I4.0 paradigm, is oriented toward national stan-
dards. To define the reference architectures, standards and
guidelines for smart manufacturing, in February 2015 the
Department of Equipment Industry within the Ministry of
Industry and Information Technology (MIIT) established a
working group whose technical committees include four
main institutions: Information Technology of Standardization
Administration of China (TC28), China National Technical
Committee for Automation Systems and Integration Stan-
dardization (TC159), Industrial Process Measurement and
Control of Standardization Administration of China (TC124)
and China’s National Information Security Standards Tech-
nical Committee TC(260) [150]. According to an update of
the five-year plan published in February 2021, a total of
285 national standards related to the manufacturing industry
have been published [151]. Furthermore, the Guidelines for
construction of a national smart manufacturing standards
system [152] aim to define and revise more than 100 national
smart manufacturing standards by 2023, structured in three
parts:

A Foundational and general purpose: general purpose,
security, reliability, testing, evaluation, Personnel
capabilities)

B Key technical:

BA Smart equipment (additive manufacturing equip-
ment, inspection and testing equipment, human-
computer collaboration systems, CNC machines,
industrial robots, processing equipment, other)

BC Smart supply chains (supply chain construc-
tion, supply chain management, supply chain
evaluation).

BD Smart services (mass customization, O&M ser-
vices, networked collaborative manufacturing).

BE Intelligent enabling technology (artificial intel-
ligence, industrial big data, industrial software,

industrial cloud, edge computing, digital twins,
blockchain).

BF Industrial networks: industrial wireless net-
works, industrial wired networks, industrial net-
work convergence, industrial network resource
management.

C Industry application (shipping and marine engineering
equipment, building materials, petrochemical, textiles,
iron and steel, rail transportation, aerospace, non-
ferrous metals, electronic information, electrical equip-
ment, automotive, other).

In addition, the Study on the application framework and
standardization demands of AI in intelligent manufactur-
ing [153] highlighted the crucial role of AI in the future devel-
opment of China’s next generation intelligent manufacturing
system with a rather limited number of existing AI standards
for industrial implementation, thus leading to new standards
to meet current demands for AI technology.

Despite the national focus of the standardization
guidelines, orientation towards the smart factory concept
and globally available technology applied in already defined
architectural frameworks, it inevitably implements interna-
tional norms in technical part (B). This particularly applies
to the BA, BE, BF and partly BD sections dealing with the
integration and interconnection of hardware and software
systems, along with data management, virtualization, asset
digitization and cloud solutions. From the perspective of
the steel manufacturing industry (covered by Part C) and
especially the SCADA system, they significantly affect the
layers of assets, integration, communication and information
layers in RAMI4.0.

Given that the function layer is case-specific, we can
expect the IMSA reference architecture to be in line with
international standards in the part related to the 4th gener-
ation SCADA systems, i.e. an implicit implementation can
be considered for the above segments in Table 2, cautiously
excluding those standards that primarily define structural
elements, product and life cycle management that might be
approached from different angles to comply with the Chinese
industry landscape [91].

3) EMPIRICAL AND BEST-PRACTICE APPROACH
As a commercial and empirical model derived from the
generalization of practical experience, IBM’s I4.0 refer-
ence architecture is declared to be open, modular, plant-
specific, and vendor-independent. These key features address
the non-functional requirements of performance, scalability,
maintainability, availability, security, volume, manageabil-
ity, and usability [154]. However, standards-based, as one
of the key features, is somewhat scarcely defined. IBM’s
lead-by-architecture approach toward consumerization in
manufacturing [154] references to ISA-95 layers in achiev-
ing hybrid cloud-based production IT by leveraging on the
mostly proprietary solutions, applied within a three-layer
architecture that separates the edge layer located within
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TABLE 2. International standards implemented by reference architectures.
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OT/IT convergence, from plant-level and enterprise-level
IT solutions. Given the IT components used across lay-
ers, IBM’s reference architecture overlaps with the other
considered architectures (IIRA, IoT-ARM, RAMI4.0, SME)
on a technological and technical level. This affects device
management, communication, control flow, data flow and
data model, integration, security and connectivity at all three
layers, and therefore explicitly implements the appropriate
standards accordingly. Considering the general approach of
openness, partnership solutions, open source and the mission
of adapting to customer needs, which implies the gradual
transformation and integration of existing systems, interna-
tional standards derived from the aforementioned initiatives
and strategies can only be implicitly or partially implemented
on a use-case level.

The IIC’s mission is digital transformation across indus-
tries and accelerating IoT adoption by identifying best
technology practices and delivering transformative business
value [155], [156]. As such, IIRA and IICF, although devel-
oped on the ISO/IEC/IEEE 42010 concepts and models,
implement multiple industry-specific standards [157]. These
standards are not comparable to those reference architectures
shown in Table 2 that are local standards-oriented (IMSA),
rely on the concept of Loosely Defined Standards (IVRA,
I4.0-RA), in-depth manufacturing oriented (RAMI4.0) or
provide procedural guidance (URM-MM). In addition, IIC is
an Object Management Group (OMG) program, and imple-
ments related standards (UML, BPMN, COBRA, UML,
SYSML, DDS) accordingly [158]. In the process of align-
ment and interoperability between IIRA (IICF) and Plat-
form I4.0, the core connectivity standards (OneM2M, DDS,
Web Services and OPC UA) were emphasized [134]. In that
respect, a parallel can be drawn with IoT-ARM [159]
which addresses multiple fields of application (transporta-
tion/logistic, smart home, smart city, smart factory, retail,
e-health, environment) through the definition of a domain
model. However, IoT-ARM does not explicitly address the
same international standards as IVRA, but is predominantly
focused on OASIS [160], W3C [161], OMG [158] standards
and modeling languages [162], whereas the ISO/OSI/IEEE
standards listed in Table 2 are rather implicitly adopted on a
use case basis, depending on the domain model, i.e. field of
application, and are therefore marked respectively.

4) ECLASS – CLASSIFICATION STANDARD
As stated in [163]: ‘‘Without a unified underlying ontology,
no communication with universally recognized significance
can take place, which undermines cross-domain functional-
ity’’. Following this statement, and in order to make refer-
ence architectural models applicable for ICS development
and deployment in real-world smart factories, standardization
and harmonization of various reference models is an obvious
necessity. Nonetheless, if a cross-industry classification sys-
tem and a common language of electronic data exchange are
not defined and globally accepted, interoperability and inter-
connectivity at the product and service level, as pillars of IoT

networks, will be compromised. This is significant, not only
for providing machine-interpretable data valid throughout the
product life cycle, but also for the development, maintenance
and future revampings of SCADA systems that rely on inter-
operable hardware and software components attainable in the
global marketplace.

Founded in 2000, Eclass [164] provides standard descrip-
tions of products and services, together with their functions
and structural elements based on the ISO, IEC and ETIM
compliant data model with data structures implementing IEC
61360, ISO 13584 and German national DIN 4002 standards,
wheres belonging properties are restructured in accordance
with DIN 4002. Although Eclass is predominantly oriented
towards product classification and the related common data
language, achieving a uniform application of relevant data
across the development, manufacturing and sales phases, it is
also machine-interpretable, and thus enables communication
across devices and services in IoT networks using BME-
cat, AutomationML, Administration shell and OPC UA data
format ensuring sector-independent semantic interoperability
at the asset level, scaling up to ERP, PLM, MES systems
and further through the value chain enabling communication
and cooperation of partners. Globally recognized, Eclass is
already the de facto standard in B2B applications used by
3,500 companies worldwide. It currently provides 45,000
product classes with 19,000 belonging property descriptions
with unique, machine-readable identifiers [165].

Eclass is not an architectural model and is therefore not
included in Table 2. Nevertheless, in the context of I4.0,
it brings a standardized product classification and a mech-
anism for the unhindered information flow that can be imple-
mented across multiple reference architectural models as
a prerequisite for data-driven smart manufacturing (IIRA,
RAMI4.0, IoT/ARM), and the backbone of the connected
factory concept (IVRA, IVRA/Next).

V. SCADA SYSTEM SECURITY
The security aspect of SCADA systems and ICS in a broader
context is not the primary concern of this paper and it is not
necessary for understanding the concept, architecture, design
and other aspects of SCADA systems within I4.0 that have
been discussed in previous sections.

However, it is necessary to keep in mind the importance of
this topic in todays’s ICS and SCADA systems, which are
significantly more exposed to cyber threats by implement-
ing I4.0 enabling technologies, and consequently, reaching
a higher level of connectivity and integration that no longer
keep OT out of the reach of IT network, such as this was the
case with the first three generations of SCADA systems.

A. RESEARCH INTEREST
The importance of the security aspect in research is evident
from the results of the database search. Applying the follow-
ing search string:
(‘‘Abstract’’:‘‘SCADA’’ OR ‘‘Abstract’’:‘‘Supervisory con-

trol and data acquisition’’ OR ‘‘Abstract’’:‘‘ICS’’ OR
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‘‘Abstract’’:‘‘industrial control system*’’ OR ‘‘Abstract’’:
‘‘distributed control system*’’) AND (‘‘Abstract’’:‘‘industrial
automation’’ OR ‘‘Abstract’’:‘‘industry 4.0’’ OR ‘‘Abstract’’:
‘‘IIoT’’ OR ‘‘Abstract’’:‘‘industry’’ OR ‘‘Abstract’’:
‘‘‘‘cyber?physical’’ ) AND ( ‘‘Full Text.AND. Meta-
data’’:‘‘process control’’ OR ‘‘Full Text.AND. Meta-
data’’:‘‘manufacturing’’ OR ‘‘Full Text.AND. Metadata’’:
‘‘industrial process’’ OR ‘‘Full Text.AND. Metadata’’:
‘‘process control’’)

in IEEE Xplore alone, resulted in 284 titles published in
the last five years, which, when reduced to 124 titles based on
the context relevance, still contained 41 titles, i.e. 33% with
security as dominant topic, although there was no keyword
security or cybersecurity in the search string.

The reason for such an emphasized presence of the
research topic lies in the significant importance that ICS
security has gained in the last decade due to the exponential
growth in the number of cyber attacks, their increasing level
of sophistication, and severe impact on industry and critical
infrastructure.

Although cyber attacks on SCADA systems are not a new
problem, the number of reported incidents began to increase
dramatically after the year 2000, i.e. when SCADA sys-
tems able to communicate via TCP/IP protocol were intro-
duced [167]. However, the security aspect of ICS and SCADA
systems was not considered a global issue until the discovery
of the Stuxnet worm, developed in 2010 with the specific
purpose of targeting ICS [168], and two years later, the
Shamoon virus responsible for the attack on Saudi Aramco,
the world’s largest oil company [169], [170]. In addition,
the 2015 Black energy cyber attack on the Ukrainian power
grid [171] exposed the weakness of critical infrastructure
and raised questions about the security of other power grids
around the world.

These and other attacks that followed, raised the level
of awareness of the importance of ICS, SCADA and
Cyber-physical systems security issues, and resulted in a
growing interest of the scientific community in exploring
the current state of cybersecurity and providing solutions to
protect industrial facilities form cyber attacks.

As a result, multiple surveys, reviews and systematic lit-
erature overviews have been published, covering the domain
of security within I4.0, CPS, ICS, SCADA systems and the
manufacturing industry in general, providing insight into the
security risks and implementation of digital security mea-
sures in these environments [167], taxonomy of attacks [172],
[173] and security standards developed for SCADA net-
works [173], intrusion detection systems [57], general attack
vectors and potential mitigation strategies [174], quantitative
evaluation and comparison of vulnerabilities and potential
impacts [175].

B. PRACTICAL SIGNIFICANCE
The better domain knowledge, which resulted from afore-
mentioned research, provided a strong basis for building
simulation environments that are proposed in form of various

SCADA testbeds [57], [176], able to visualize the stages of
a cyber attack [177], and a toolbox for attack simulation to
train and test the security mechanisms [178].

These simulation environments and tools have provided
methods for analyzing various types of threats such as
stealthy attack [179], or new family attacks such as Heuristic
InferenceAttacks [180], related system vulnerabilities as well
as exploring new ways to protect critical infrastructures such
as Blockchain [181] and implementation of AI algorithms
for intrusion detection systems (IDS) such as Support vector
machine (SVM) access to Modbus TCP protocol [182].

Furthermore, numerous solutions have been proposed,
enhancing SCADA security within various domain of imple-
mentation, such as cyber attacks on cloud SCADA sys-
tems [183], end-to-end encryption between SCADA and
Open PLC [184], fuzzing SCADA protocols in smart
grids [185], and cryptographic considerations addressing
legacy structures using insecure communication proto-
cols [186].

The bottom line is that with the increased level of intercon-
nectivity and exposure to the internet, the overall exposure
to threats is rising as well. As a consequence, attacks on
ICS are inevitable. Accordingly, there are multiple security
recommendations and guidelines from relevant institutions,
such as the National Institute of Standards and Technology
(NIST) [86] and the European Union Agency for Cyberse-
curity (ENISA) [188]. Considering the difference between
standard IT system and ICS/SCADA system, Thames and
Schaefer in Cybersecurity for Industry 4.0 [189] suggest
following generic steps in forensic incident response model:

• Prepare: Understand ICS/SCADA system architecture,
requirements, and related possible attacks.

• Detect: Determine type of attack and affected areas.
• Isolate: Isolate infected areas.
• Triage: Identify and prioritize data sources.
• Respond: Perform data analysis and acquisition.
• Report: Update system architecture, requirements,
review findings and create reports.

When an incident occurs, it is essential to undertake a forensic
response. However, the above steps can vary significantly
depending on the architecture of the ICS/SCADA system,
the implemented technology, the level of connectivity and
convergence of OT/IT networks and IoT devices on the pro-
duction floor. In this respect, the first step is crucial. Without
knowledge the system architecture and the controlled indus-
trial process, it will be difficult to determine the key threats
and the appropriate defense mechanisms.

VI. OPEN ISSUES AND CHALLENGES
A. DIVERGENCE OF REFERENCE ARCHITECTURES AND
ARCHITECTURAL STANDARDIZATION
In this paper we have considered significant I4.0 architectural
models with regard to their presence in scientific literature,
global recognition, relevance for the manufacturing industry
and the 4th generation SCADA systems. But even in this
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reduced set, the divergence of reference architectures and
implemented standards is evident, arising from different start-
ing points and applied approaches.

1) NARROWING THE FIELD OF IMPLEMENTATION
The German Industry 4.0 initiative leads in the attempt to
reduce disparities between reference architectures through
numerous international collaborations with aim of harmoniz-
ing reference architectures [114], [116], [134], [135].

As constructive as these architectural alignments are, they
also bring to the surface the fundamental differences in some
aspects that prevent higher degrees of convergence between
the reference architectures. Apart from the starting view-
points and approaches, these differences are partly the result
of the application of different basic and industry-specific
standards [4], [107] with the further intention of uniform
implementation across industries.

In these circumstances, in parallel with the harmonization
of architectures, additional efforts are needed to match the
reference architectures with the desired industry and imple-
mentation domain with the corresponding classification of
adopted industry-specific standards, and to define multiple
use scenarios across industries as a guideline for the imple-
mentation of the available reference architectures.

Although this work has already been done to some extent
with numerous case studies and pilot projects in the case of
RAMI4.0, and also IBM-RAwhich is derived from use cases,
these examples are intended to demonstrate a wide applica-
tion of respective architecture models across the industries,
rather than finding the best match for a given field within
the industry. This approach is not wrong, but no matter how
flexible a reference architecture may be, advocating ‘‘one size
fits all’’ approach might slow down the process of adopting
I4.0 concept in cases where the implementation of the chosen
reference architecture model proves to be too complex, e.g.
when current industrial landscape demands retrofitting of
existing equipment [190].

2) REDEFINING THE SCADA SYSTEM
In addition to the already adopted standards that expand IT
and IoT vocabulary (IEC 20924, ISO/IEC 2382) in accor-
dance with the I4.0 concept and reference architectures,
SCADA systems need to be redefined in this regard as well.
This relates to the previously discussed common misconcep-
tions, ambiguous definitions and overlapping functions as
a consequence of extending traditional ICS with disruptive
technologies. Without establishing a common ground and a
clear understanding of today’s SCADA system, its boundaries
and the range of its functions distributed across its elements,
it will be difficult to proceed with a smooth transition to
the next phase in evolution of industrial automation control
systems.

In this regard, there are multiple standards that affect
SCADA systems, including all standards in Table 2. How-
ever, there is a lack of international standards focusing on
SCADA systems in general. Inserted into the ISO standards

advanced search engine,1 the keyword ‘‘SCADA’’ found zero
standards with the exception of International Classification
for Standards document, whereas IEC webstore2 offered
205 documents related to SCADA systems, the vast majority
of which relate to power systems, energy management and
electric utility, and neither of those refers to SCADA as a
topic in focus. The need to address recent changes in evolving
SCADA systems, structurally and functionally altered by
I4.0 paradigm, was recognized by the ISA112 SCADA Sys-
tems standards committee established in 2016 to address the
system design, implementation, operation, and maintenance
of SCADA systems in a range of industries and to support the
overall integrity and reliability of these systems [191].

Although the I4.0 paradigm offers a common ground for
different industries, there is a big difference in application
and architecture. For example, IoT networks across indus-
tries (transport, health, agriculture, utilities, energy, manu-
facturing) have significant differences in architecture, quality
requirements and the type of devices included in the control
systems. As a consequence, the SCADA system can be inter-
preted differently as well, and needs to be defined accord-
ingly. These interpretations should not affect the standards,
but need to be addressed within the reference architectures
instead. Nevertheless, in addition to developing a series of
ISA standards and technical reports, the purpose of ISA112
is to document best practices and industry-specific guidelines
to complement the developed standards.

B. DEVELOPMENT AND TRANSITION OF SCADA
SYSTEMS TOWARD I4.0
According to the conclusions of the workshop with European
technology leaders on enabling technologies for Industry
5.0 held in 2020 [192], Industry 4.0 is still unfolding, i.e.
its concept and associated technologies are still not broadly
adopted, which, apart from small and medium-size com-
panies, considerably affects traditional industries as well.
SCADA systems are no exception to this trend, and partic-
ularly those that can be found in steel plants.

1) OBSOLETE TECHNOLOGY AND ARCHITECTURAL
INCONSISTENCY RESULTING FROM GRADUAL UPGRADES
One obvious reason for dated SCADA systems is the oper-
ative lifetime of the equipment in such industrial facilities,
which easily extends over twenty years. Although this cannot
be the case for IT hardware, a common practice in replac-
ing or upgrading IT hardware is to gradually migrate the
existing SCADA software to the new one. This practice has
numerous disadvantages, but it reduces the downtime needed
for commissioning of the new SCADA system, which could
otherwise take weeks and greatly impact the production plan.
For the same reason, major revamping or replacement of the
entire SCADA system is not considered unless there is an
obvious and significant improvement in question. Another

1ISO search engine: https://www.iso.org/search.html?q=scada
2IEC webstore search: https://webstore.iec.ch/searchform&q=scada#
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reason is related to the potential risk for stability in process
control due to the human element, i.e. operators who need
time to adjust to the new SCADA system after years of
using the old one. As a consequence, it is more common to
perform partial upgrades, i.e. improving the existing SCADA
systemwith new functionalities or adding new software pack-
ages and equipment that operates independently or can be
integrated into the existing system to some extent. When it
comes to smart manufacturing, these targeted upgrades may
involve IIoT devices on plant floor, process optimization,
predictive maintenance, advanced data collection, real-time
analytics and reporting, access to cloud services and various
virtualization solutions and platforms. As previously shown
in Fig. 5, these elements significantly influence traditional
ICS and thus SCADA systems as well by creating the struc-
ture that no longer benefits from the separation of functional
layers of the ISA-95 model, and also does not fit to any of
the discussed architectural models. This sort of unconformity
is additionally emphasized by integration and interconnec-
tion issues within such structures that are greatly influenced
by proprietary protocols, monolithic applications and closed
SCADA systems.

2) PROPRIETARY SCADA AND LEGACY
SYSTEMS DRAWBACKS
A systematic approach is necessary to address the above
issues of integration, interconnection and architectural incon-
sistency.Whereas the first two are covered by reference archi-
tecture models at the ICS level in the domain of horizontal
and vertical integration across layers or levels (RAMI4.0,
IIRA, IVRA-Next, IBM Industry 4.0 RA), andwithin the SoA
concept encompassing IoT heterogeneous networks, SCADA
systems are somewhat left behind. One of the reasons is
because SCADA system development, when it comes to com-
plex production processes, is normally in the hands of system
integrators, and the production facility only uses the final
product. Another reason is the complexity of SCADA system
development tools, i.e. Integrated Development Environment
(IDE) platforms which are traditionally developed by major
industrial companies, such as General electrics, Siemens,
Schneider Electric, Yokogawa, Honeywell, ABB, Rockwell
automation,Mitsubishi electric and Emerson, which typically
make up the top ten SCADA vendors on industry-related
reports and websites [193], [194], [195]. Considering the
SCADAmarket size valued at USD 35.38 billion in 2021 and
expected to reach USD 61.22 billion by 2030 [196], with con-
tinuous growth rate of 6.64% in the period 2017–2021 [197]
and IIoT market expected value of USD 276.79 billion by
2029 [198], neither vendors nor system integrators have an
interest in reducing the SCADA market divergence, product
differentiation, or directing SCADA systems towards open
source solutions.

Proprietary SCADA systems in themselves are not
necessarily an obstacle to advance toward higher levels
of integration and interconnectivity, which are the objec-
tives embedded into each reference architecture considered.

Ignition industrial application platform [199] is a good exam-
ple in this regard, with server-centric web-deployment, mod-
ular configurability, cross-platform compatibility, embracing
IIoT, open standards and seamless connectivity. However,
decades of SCADA systems IDEs continuous development
and evolution in a closed circle of global companies mani-
fests the following: 1) Vendors offering industrial hardware
and software as complete solutions in the field of industrial
automation expectedly favor the integration of their own
products, e.g. Totally Integrated Automation Portal [200]
which integratesmultiple basic development software achiev-
ing integrated engineering and development of multiple prod-
ucts and solutions. Whereas this is a good approach for
reducing development time, minimizing bugs in software,
raising the level of security and unifying the development
platform, it is a closed system. Although integrated plat-
forms of this type additionally support open network proto-
cols, cross-network data exchange and cloud solutions, the
level of integration within a defined SCADA network is
significantly limited; 2) As previously mentioned, the ser-
vice lifetime of industrial equipment spans over decades.
For this purpose, industrial control systems are built with
longevity in mind. As their integral part, SCADA systems
are forced to follow the same approach which faces signif-
icant challenges. In order to ensure backward compatibility
with previous versions over such a long period of time, it is
very difficult to perform a clean slate in adopting new tech-
nologies, while simultaneously ensuring compatibility with
stand-alone monolithic desktop applications. This is particu-
larly emphasized nowadays, in the era of I4.0 and emerging
IIoT. Global companies are able to provide integrated and
robust solutions that have significant value in the indus-
trial environment, but these systems, burdened with obsolete
technology, have difficulty to progress toward web and IoT
technologies as a comprehensive solution, i.e. development
environment and SCADA product.

3) SCADA DEVELOPMENT, DEPLOYMENT
AND VENDOR SUPPORT
SCADA systems differ across the industries. These differ-
ences are related to size, architecture, complexity, level of
integration and interoperability, etc., and significantly affect
the development process in terms of complexity and time.
In the case of steel plants, as the one depicted in Fig. 2, the
total time from the planning of the entire project to the plant in
production takes years. Fig. 7 shows the basic concerns and
activities affecting the SCADA system development across
the life cycle phases of such a production facility, that empha-
sizes the dependencies of respective concerns in relation to
others within the same time frame. These dependencies are
marked as indirect, when there is no immediate mapping
to SCADA system development process, i.e. intermediate
activities are implied, or direct in case the modification of
the SCADA system is an immediate consequence of changes
in the given elements.
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FIGURE 7. SCADA development considerations within the broader context of production plant development life cycle.

Placing the development of SCADA in this broader context
is significant for understanding the importance of the time
component in the overall process. Although SCADA devel-
opment begins at later stages, its key elements are defined in a
contract signed prior to any development activity. This initial
phase alone can take months through extensive negotiations
in the sales process, especially if the client is a state or state-
owned company.

Depending on the size and complexity of the plant facil-
ity, additional technical and logistic data gathering through
plant survey is required. The success of this phase greatly
influences the rest of the process as its purpose is to estab-
lish actual field conditions, align contract details with site
conditions, and gain direct contact with the client’s technical
personnel who can be of great assistance in later stages.
Once the necessary data is obtained, the planning phase is
approached according to the defined scope of supply and
agreed deadlines. Depending on the availability and engage-
ment of adequate experts, forming teams in this phase is chal-
lenging. These two phases extend through several months.

The design and development phase encompasses design
and construction of heavy machinery, medium voltage dis-
tribution, electrical, hydraulics, water and heating, ventila-
tion and air conditioning (HVAC) projects. ICS development
may overlap with these activities in the OT segment and
network projects, but SCADA system development depends
on a wide range of data and documentation generated by all
previous development segments and process control software,
as shown in Fig. 7. Therefore, even if it overlaps with other
activities, the SCADA system develops last. The timeline
for the overall phase of design and development may vary
significantly depending on the scope of the project. In the
case of greenfield projects, there will be significantly more
work in the domain of hardware design and development,

whereas revamping projects will greatly reduce this part, but
will emphasize the SCADA segment in the integration and
adaptation of existing equipment and solutions. All taken
in consideration, a time frame of two to three years can be
considered realistic for this phase.

The duration of the start-up and commissioning phase
largely depends on how well prepared and executed all pre-
vious phases are. In addition, it reflects the flexibility of
the contracting parties in case of any deviations between the
agreed and the delivered. Realistically, minor modifications
to the system are expected prior to and after cold and hot
tests, and even later, in assistance to production. The overall
expected duration is six to twelve months, although various
types of delays are expected in this phase as well.

Considering the external aspects of steel manufacturing
plants construction, such as financial, geostrategic and polit-
ical, global steel demand and price fluctuations, regional
conflicts and crises, there are also a number of external
influences as well that can significantly extend the duration
of development.

In conclusion, the time frame for an entire project of
this size is difficult to estimate. However, even a roughly
estimated time duration across the project life cycle phases
results in a total duration of at least four to five years, and
reveals the problem of the prematurely obsolete SCADA sys-
tem entering production. Taking into account the equipment
and the overall ICS lifetime, the SCADA system is expected
to be modified and upgraded multiple times over the years,
and vendor support is essential to the expected compliance
issues when dealing with OS upgrades, connectivity and
third party software packages integration, and even SCADA
components.

However, the support life cycle for SCADA components
from major vendors is limited to five years from release
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date [201], [202], [203]. Under these circumstances, cus-
tomers are forced to upgrade the SCADA system, as well as
licenses, immediately after the plant start-up and to continue
to do so in five-year cycles. While licensing represents only
unwanted additional expenses, each of a SCADA project
containing customized constructs, such as custom-developed
code or ActiveX controls, may result with functionality
problems for individual elements or even extend to other
SCADA components. Following standard safety procedures,
any activity of this typemust be tested which requires produc-
tion stoppage causing additional costs. In consequence, this
is one of the practical reasons that slows down transition of
existing SCADA systems toward the I4.0 concept.

This may not affect all life cycles of all SCADA systems
equally. Minor and partial projects can be developed within
a few months. However, these projects are modifications or
additions to existing larger SCADA systems that already
manifest the issue in question, and in case of any incompati-
bility with existing SCADA systems, they are most likely to
face the same lack of support due to end of life cycle.

VII. FUTURE DIRECTIONS BEYOND I4.0
The concept of Industry 4.0 is still not widely accepted, but
innovation shows no signs of deceleration. It pushes the
boundaries even further and continues to change the land-
scape of the industry. However, driven by emerging technolo-
gies, focused on the efficiency and flexibility of production,
and geared towards short-term economic value, technological
progress in the industry so far does not make sense without
wider significance for society, i.e. future directions beyond
I4.0 needs to align with our priorities as a society.

A. SOCIETY 5.0 AND INDUSTRY 5.0
The I4.0 paradigm shift, which extends to wider social sig-
nificance, was first addressed by the Japanese government
in 2016, in the document The 5th Science and Technology
Basic Plan [204], under the initiative ‘‘Society 5.0’’ [6]Where
the Society 5.0 is defined as ‘‘A human-centered society that
balances economic advancement with the resolution of social
problems by a system that highly integrates cyberspace and
physical space’’. Thus defined, it implies a high degree of
convergence between the virtual and physical worlds, conse-
quently leveraging on ubiquitous pervasive technology.

Consistent with the idea of broader societal impact, several
concepts and plans have been adopted under the umbrella
of Japan’s New Industrial Revolution (NIR) that address
implications for inclusive and sustainable industrial devel-
opment [89], leading to Connected industries [205] as the
fundamental concept supporting Society 5.0.

Narrowing it down to the industrial domain, the more
common term is ‘‘Industry 5.0’’ (I5.0) and it is directly
or indirectly addressed by numerous initiatives aimed at
industry and technology advancement projections for this
decade [192], [206], [207].

Although it is the next number in the sequence, I5.0 is
not a chronological continuation of the I4.0 paradigm, nor

its alternative. I5.0 rather complements and extends existing
concepts beyond a purely techno-economic vision by adding
environmental and social dimensions as decisive factors for
the integration of industry into the future society [208].
In the simplest terms, I5.0makes I4.0more complete, human-
oriented, resilient and sustainable in the long term, thus
becoming a provider of prosperity for society, i.e. stakehold-
ers instead of shareholders. To achieve this, I5.0 leverages
continuous and rapid advancement of technology. Analysis
and identification of current research trends in domain of
I5.0 [209] singled out AI, Big data, supply chain, digital
transformation, ML and IoT as key enablers identified by
researchers. The Implementation of these technologies ele-
vate the level of broadly applied automation to multiple
domains of human activity, building an ecosystem that will
extend sustainability to other domains, such as environmen-
tal, social and political [210].

Orientation to new values has not been initiated by design.
Instead, it is a result of the implementation and maturing
process of I4.0. Regardless of the relatively short period
of existence, i4.0 has revealed three negative aspects of
its primary orientation toward short-term economic value:
1) A worker is considered a cost within his/her limitation to
continually adapt to evolving technology.With such a view of
the worker, it is logical to try to replace him with appropriate
technology, i.e. to exclude humans from the process where
possible; 2) The primary focus on increasing cost efficiency
and maximizing profit does not reflect well on long-term
sustainability, i.e. respecting planetary boundaries and the
global consensus on reducing greenhouse gas emissions,
waste and environmental impact; 3) Globalized production
without resilient strategic value chains and failure do include
sustainability in industrial processes that addresses the energy
consumption and alternative resources, have led to the system
becoming vulnerable to regional geopolitical shifts and crises
such as Brexit, energy crisis due to the war in Ukraine and
sanctions against Russia, or the previous Covid-19 pandemic,
the last two of which highlighted the fragility of energy-
intensive manufacturing industries.

B. SHIFT IN WORKFORCE DUE TO CHANGES IN SOCIETY
Whereas aspects of sustainability and resilience, however
complex, can be addressed through the adoption and imple-
mentation of appropriate strategies that are subject to plan-
ning and for which specific time frames can be set, the
firstly addressed aspect involving insufficient and/or inade-
quate manpower, partly the result of a decade-long imple-
mentation of a human-exclusive concept, is a significantly
more complex problem to solve. In addition, the workforce
that currently constitutes the majority relies significantly on
millennials who are conceptually not the same as the previ-
ous generation of workers. Recent research finds millenni-
als differ from previous generations in ideas, expectations,
perceptions, behaviors and engagement [211], [212]. They
are not driven by common objectives unless aligned with
their personal goals, but are attracted to challenging tasks,
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FIGURE 8. SCADA transition toward Industry 5.0 influenced by social values.

lifelong learning, a diverse and dynamic working environ-
ment, and self-achievement. In general, millennials can be
considered as their own achievement oriented individuals and
team-oriented at the same time, with an attitude of diver-
sity and desire to participate in organizational and strategic
decisions [7]. More broadly, millennials have strong attitudes
toward community and employee relations, service and prod-
uct quality, global governance, diversity, individual values,
and share a common concern for sustainability [213].

Viewed in a broader social context, these characteris-
tics, attitudes, perceptions, habits and behavior, impacts
employment and working environment, and consequently
the approach of employers as well. Survey of exper-
iments discussing the younger generation as a driv-
ing force toward achieving the sustainable development
goals [214] has portrayed millennials as socially conscious
with pro-environmental behavior and work value, preferring
sustainable lifestyles and sustainable consumption, and con-
cluded thatmillennials are attracted to sustainable companies.
Furthermore, in the context of Sustainable Development

Goals (SDGs), the study has shown that people are willing to
accept lower salaries in order to be employed by a company
that is more focused on the SDGs.

These findings are a good indicator for companies to
review their employment policies and accept changes in soci-
ety in order to remain competitive in the employment market.
Taking into account the aforementioned social preferences
and characteristics, this will be particularly challenging for
the manufacturing industry, which is energy-intensive and the
furthest from achieving the SDGs.

C. IMPACT OF HUMAN-CENTRIC APPROACH
TO SCADA SYSTEM
Addressing the transition towards a sustainable, human-
centric and resilient European industry, as well as its tech-
nological frameworks [192], [208], six categories have been
identified as enabling technologies: 1) Individualized human-
machine-interaction; 2) Bio-inspired technologies and smart
materials; 3) Digital twins and simulation; 4) Data trans-
mission, storage, and analysis; 5) Artificial Intelligence;
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6) Technologies for energy efficiency, renewables, storage
and autonomy;

With the exception of Bio-inspired technologies, they all
have an impact on ICS, whereas individualized human-
machine interaction, digital twins and AI directly affect the
functionality, structure and life cycle of SCADA systems.

Addressing the human-centric approach as one of the three
key motives for the transition to I5.0, Fig. 8 depicts the
transition of the SCADA system from I4.0 to I5.0 driven by
the aforementioned changes in society, i.e. social values and
the expectations of the the new generation of workforce.

Broken down into its basic segments, which are directly
affected by the human-centric approach in the transition to
I5.0 (Technology, Data Management, AI, Analytics, Dig-
ital Twins, HMI), the SCADA system aligned with the
I4.0 concept is functionally oriented towards efficiency and
productivity implementing corresponding solutions associ-
ated with each segment respectively, as shown in the figure.

Taking into account societal values and expectations in
given categories (Work Expectations, Workplace, General
Characteristics, Lifestyle), the I5.0 compliant SCADA sys-
tem shown on the right has undergone changes resulting
in more inclusive people and personalized technology, with
workers involved in the design and implementation process,
data management and an increased level of understanding of
implemented AI solutions and analytics. Furthermore, digital
twins extend to real-time learning platforms and simulations
that can model entire systems (virtual factory) evolved to
meet changing worker skills, training requirements and raised
levels of operational safety. HMI, which uses AI, becomes
significantly more individualized by adapting to the cognitive
abilities of the operator by providing a customizable GUI and
real-time decision support systems.

Such an inclusive SCADA system, and the industry in
general, can further benefit from a participatory society that
has a strong attitude towards community and knowledge shar-
ing. These are the principles that underpin open innovation
which has already proven to be beneficial in numerous fields
including the manufacturing industry [215], and can bring
new values that can be propagated throughout the entire
system.

VIII. LIMITATIONS
In this paper, we provided a comprehensive view on the
SCADA systems within the I4.0 paradigm and the smart
factory concept with a focus on implementation in the con-
tinuous production process control within the steel indus-
try domain. As important this is for the practical aspect,
i.e. deeper insight and better comprehension of dedicated
SCADA systems in the domain of design, development,
deployment and overall adaptation to industry-specific con-
ditions and requirements, as a consequence of narrowing the
field of implementation with simultaneous goal to encompass
a broader context so that is clearly understood, following
limitations stands out: 1) Detailed assessment of industrial
and IoT protocols, and networks. Although some protocols

are addressed in Sect. IV, covering reference architectures,
there is more to address on this subject which is significant
for overall ICS quality requirements, i.e. availability and
reliability. 2) Digital twins in SCADA systems, their role and
significance for overall smart manufacturing. Sect. VI intro-
duces digital twins as part of SCADA transition toward I5.0,
i.e SCADA segment responsible for real-time based learning
platforms, simulations, virtual factory, training and forecast.
However, these roles and concepts are not further elaborated,
as well as the concept of digital twins itself. 3) Analysis of
the existing SCADA systems on the market and comparison
between proprietary and free open-source solutions, relevant
to discussion in Sect. V, has not been performed.

Although all of the above points are significantly rele-
vant to the matter in hand, considering the depth of the
field, each represents a separate topic, and thus exceeds the
limits of this work. In addition, this paper has only partially
addressed I4.0 enablers, leaving out enabling technologies
and assets that includes robotics and collaborative robots
(cbots) in particular, as well as smart products, 3D printing,
bio-inspired technologies and smart materials. As relevant
as these enablers are for the overall concept of I4.0 and
manufacturing industry in general, they have been omitted
on account of their relevance to the discussed specific field
of implementation. However, this does not mean that some of
them are not relevant in a more detailed discussion of future
trends and advancement of process control systems within the
I5.0 paradigm.
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