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ABSTRACT Diabetes, in all of its types, costs countries of all income levels unacceptably enormous
personal, societal, and economic expenses. To predict type-2 diabetes, this work aimed to develop an
analytical predictive model based on machine learning techniques and a web-based personalized diabetes
monitoring system. The history of a patient will be collected and ready for analysis purposes based on
machine learning techniques by continuously monitoring the patient’s vital data. A diabetes monitoring
system is proposed by utilizing the patient’s QR card that allows the patients and doctors to be connected
to the Internet of Things. So, they can deliver real-time information (such as insulin records) about their
health status and can visit different healthcare institutions. The proposed system can help doctors to make
data-driven decisions and enhance patients’ treatment. Several machine learning algorithms that are Decision
Tree, Support Vector Classifier, Random Forest, Gradient Boosting, Multi-layer Perceptron’s, Artificial
Neural Network, k-Nearest Neighbors, Logistic Regression, and Naive Bayes are used. The proposed
analytical model is evaluated based on two different datasets a synthetic dataset and PIMADiabetes Dataset.
The performance of the classification models was analyzed in terms of accuracy, recall, and precision based
on the cross-validation strategy. The findings show that the ANN model has better prediction accuracy than
other models. The evaluation findings are analyzed and compared with other existing models. The system
has dashboard graphs displaying the number of patients in Saudi Arabia cities. It also contains visualized
graphs that include more detailed classifications for patients’ states (Normal, Pre-Diabetes, and Diabetes).

INDEX TERMS Artificial neural network, data analytics, data visualization, diabetes, Internet of Things
(IoT), machine learning, algorithms, QR code.

I. INTRODUCTION
Diabetes is a very common chronic disease in which blood
sugar or blood glucose levels reach high. The three major
types of diabetes are: Type 1, Type 2 andGestational diabetes.
Type 1 occurs when the human body cannot make enough
insulin. Type 2 is a common type in about 90 percent of the
patient where the human body cannot produce or use insulin
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properly. Gestational diabetes will happen during pregnancy
and usually disappears after that [1]. Diabetes is the main
cause of serious health problems such that eye disease, mis-
carriages, heart attack, kidney disease, and nervous system
troubles.

There is no cure for Diabetes disease, but with the healthy
diet and exercise a patient can control it. If diet and exercise
are not sufficient, insulin treatment is needed. The major
indication of Diabetes is frequent urination, increased thirst,
and hunger. One of the vital medical problems is the detection
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of diabetes at early stage [2]. Early diagnosis of Diabetes
diseases help to minimize the risk of patients having more
complex health issues and medical costs. In the world of
growing data, hospitals are deliberately adopting big data
technologies. There are many advantages of utilizing data
analytics in healthcare technologies to improve diagnosis,
perfect outcomes, and minimize costs. Internet of things
(IoT) technologies improve the healthcare system with high
accuracy, lower cost, and save time. IoT is the Collection of
objects connected to the internet which able to intercommu-
nicate with each other. It can notify the hospital staff based on
the patient’s vitals. In addition, the patient’s overall health can
be viewed through prototypes of next-generation emergency
care. Many researchers and engineers are interested in big
data and IoT technologies to advance the next generation
of smarter connected devices. Also, the data of embedded
medical devices can be accessed anywhere in the world, and
healthcare outcome is shared by hospitals, clinics, and health
organizations [3], [4].

Machine learning techniques have an efficient accuracy
rate in classification as compared with current classification
algorithms. Machine learning aims to develop algorithms that
make computer programs access and learn data by intelli-
gence way. ML is the main branch of Artificial Intelligence
(AI) and heavily relies on statistics. For more definitions
of the ML see [5]. ML has solved several complicated and
complex real-world problems in the application areas. Also,
ML techniques have been used for the prediction and diag-
nosis of various diseases. It will be able to understand the
input data, prediction, andmake decisions. So, the researchers
are developing many machine learning systems for diabetes
prediction.

In this study, the proposed diabetes classification and mon-
itoring system is developed to help the doctors to manage
the time and make decision about the patient status. The
system facilitates the secure data transferring and reducing
the cost for patients based on the QR card. Also, patients
can follow up their health condition continuously remotely.
The efficiency of the proposedmethodology is proved and the
performance of the analytical proposed models can be used
for prediction with satisfactory results and achieve improved
rating optimization.

The paper is organized as follows: Section 2 presents a
literature review. Section 3 covers the details of the machine
learning algorithms. Section 4 describes the methodology.
Section 5 shows the obtained results. Section 6 has the con-
clusion.

II. RELATED WORK
A literature review shows various results on diabetes dis-
eases conducted by different methods and tools of diabetes
diseases. Researchers have established various prediction
models using ML to predict diabetes diseases. Salian and
Harisekaran [6] suggest a system to identify the critical
causes that cause readmission to diabetic patients. Predictive
modeling has been used by employing the decision tree clas-

sification method. Authors in [7] analyzed diabetic treatment
in the healthcare system utilizing big data analytics. Design-
ing a predictive analysis system for diabetic treatment will
improve data and give the greatest results in healthcare. For
the prediction of diabetic diseases in pregnant women, the
authors used Decision Tree and Naïve Bayes for prediction
using the Hadoop / Map Reduce environment [8]. Sadhana et
al. [9] analyzed the Pima Indians Diabetes Diseases dataset
using a proposed structure that comprised Hive and R which
is a phase of the big data concept.

The diabetic data warehouse was formed by an inte-
grated healthcare system in the New Orleans area including
30,383 diabetic patients. Classification and regression tree
approacheswere used to analyze the above-mentioned dataset
[10]. Saparkhojayev and Mukasheva give a short description
of how Big Data technology is used in medicine, especially
for diagnosing diabetes. Kopitar et al. used a machine learn-
ing prediction model for type 2 diabetes diseases. Early pre-
diction and improvement clinical prediction [11]. Authors
in [12] designed a system for diabetes disease classification
via Support Vector Machine (SVM). They used Pima Indian
diabetes dataset for proving the validatity of their approach.
The accuracy was 78% based on the Radial Basis Function
(RBF) kernel of SVM as the classifier model.

Krishnaveni and Sudha [13] proposed different techniques
for predicting diabetic disease. They used discriminant anal-
ysis, KNN Algorithm, Naïve Bayes, SVM with linear kernel
function, and SVM with RBF kernel function. The result
proves the superior of Naïve Bayes. Naz and Ahuja created
a multilayer feedforward neural network algorithm using
deep learning for early prediction effectively. The algorithm
attained a 98.07% accuracy rate in analyzing diabetes [14].
The authors introduced a diabetes risk prediction model using
enhanced DNN. The model can detect whether someone will
have diabetes disease in the future [15]. Alharbi and Alghah-
tani [16] established a hybrid model based on a genetic algo-
rithm and Extreme LM algorithm to diagnose type 2 diabetes
disease. The accuracy of that model was 97.5%. Harleen and
Pankaj [17], [16] suggested a system based on data mining
for predicting diabetes disease. The proposed system was
evaluated with J48 and Naive Bayes. The achieved accuracies
are 73.8% and 76.3%. Dimitrov [18] (see Figure 1) proposed
mIoT as a critical piece of the digital healthcare transforma-
tion. The paper reviews mIoT and big data within healthcare.
One of the best features of IoT in healthcare is the remote
health monitoring system.

III. MACHINE LEARNING ALGORITHMS
The use of ML and its applications had grown exponentially
in recent times. ML is a method of computer algorithms that
improve automatically with more data and training.

A. RANDOM FOREST
The RF algorithm is a type of Classification and Regression
methods that is formed via combining decision trees. Deci-
sion trees are easy to build, use, and interpret. RF combines
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FIGURE 1. mIoT system [18].

the simplicity of decision trees with flexibility resulting in a
huge improvement in accuracy. RF can handle large datasets.
The trees were built using the classification methodology and
the gradient trees. In tree group construction, RF uses two
types of randomization: first, each tree is planted using a
part of the training data. The second part of randomization is
added when cultivating the tree by selecting a random sample
of predictors in each node to select the best split [19].

The number of predictors specified in each node and the
number of trees in the group are the two main parameters of
the RF algorithm. RF developers have stated that the method
does not require much synthesis of parameters and the default
values usually generate good results formany problems. Once
the forest is built, a new instance of a class is assigned by
collecting trees, using a majority vote. Because of using a
sample of boot training data, a third of the samples are deleted
when each tree is constructed. These are called outside sam-
ples that can be used to evaluate workbook performance and
build important measures [20]. A random forest is a meta
estimator that fits a number of decision tree classifiers on
many subsamples of the dataset and use averaging techniques
to improve the prediction accuracy and control overfitting
[20].

We can summarize RF algorithm as the following:
1- Chose random samples from a given dataset.
2- Build a decision tree for every sample. Then get the

prediction result from every decision tree.
3- Vote for every predicted result.
4- Chose the greatest voted prediction result since the last

prediction result. See Figure (2).

B. K-NEAREST NEIGHBORS
KNN is one of the simplest supervised ML algorithms that
used to solve classification and regression methods. KNN
supposes the similarity between the new data and available
data and place the new data into the category that is most
similar to the available categories. When new data appears

FIGURE 2. Random forest.

FIGURE 3. k-Nearest neighbors.

then it is easy to classify into a well suite category by based on
KNN. At the training data just stores the dataset and when it
finds new data, KNN classifies that data into a category that is
much similar to the new data [21]. KNN is a simple algorithm
that stores all available data and classifies new data based on
a similarity measure (e.g., distance functions). The Euclidean
distance between two points x and y is given by Equation (1)
(Figure 3) [22].

Euclidean distance =

√√√√ k∑
i=1

(xi − yi)2 (1)

The KNN algorithm:
1- Input the data
2- Initialize the number K of the neighbors
3- Calculate the Euclidean distance of K number of neigh-

bors using Equation (1).
4- Chose the K nearest neighbors.
5- Assign the new data to the nearest category.

C. NAÏVE BAYES
The Naïve Bayes algorithm is a supervised learning prob-
abilistic algorithm that is based on the bayes theorem and
is used for classification, estimation, and prediction prob-
lems. It is used in disease classification that contains a high-
dimensional training dataset. The Naïve Bayes algorithm
is one of the simple and effective classifiers in developing
fast machine learning models that can build quick prediction
models.
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FIGURE 4. Logistic curve.

The Naïve Bayes control several limitations including
oversight of complex iterative estimations of the parameter.
It can be applied to a large dataset in real-time. Using Bayes
theorem posterior probability P(C|X) can be calculated from
P(C), P(X), and P(X|C) [23]. Therefore, the Naïve Bayes
formula is defined in Equation (2).

P(C|X) = (P(X|C) P(C))/P(X). (2)

where P(C) is class C’s probability of being true, P(X)
is the predictor’s prior probability, P(C|X) is the target
class’s probability, and P(X|C) is the predictor class’s
probability [23].

D. LOGISTIC REGRESSION
Logistic regression is one of the most popular supervised
learning techniques. It is a model used to predict the categor-
ical dependent variable based on a given set of independent
variables. Logistic regression analysis studies the relation-
ship between a categorical dependent variable and a set of
independent variables. It gives the probabilistic values that
lie between 0 and 1.

Mathematically, a logistic regression model is used to
predict P(Y = 1) as a function of X that used for many
classification problems like Diabetes prediction and cancer
detection, etc. The curve from the logistic function specifies
the likelihood of something. When the response is a binary
variable and X is numerical, logistic regression fits a logistic
curve to the relationship between X and Y . It uses the sig-
moid function mapping predicted values to probabilities as
Equation 3 [24].

S (X) =
1

1+ e−X
(3)

where S(X ) is the probability estimate (between 0 and 1), X
is the input function, and e is the base of the log

See Figure 4.

E. MULTILAYER PERCEPTRON
Multilayer Perceptron is a parallel distributed information
processing structure entailing a compound number of pro-
cessing elements called nodes. The nodes are interconnected
by unidirectional signal channels called connections. Multi-
layer Perceptron contains one input layer, one output layer,

FIGURE 5. Multilayer perceptron.

and one or more hidden layers. All layers comprise one or
more nodes represented as small circles. The lines between
the nodes use to clarify the flow of information from one node
to another. The input layer gets signals from external nodes.
The outputs from the input layer aremoved to the hidden layer
by the weighted connection links. In which calculations are
performed and then the result is moved to the output layer via
weighted links. The outputs from the hidden layer move to
the output layer for computations and then produce the result
see figure 5 [24].

The working of Multilayer Perceptron in the following
steps:

1. Data entered in input layer for processing, which yields
a predicted output.

2. Calculate the error value by subtracting the expected
outputs from the actual outputs

3. The network uses a back-propagation algorithm to adjust
weights.

4. The weights adjusting process starts from weights
between output layer nodes and last hidden layer nodes and
works backward through the network.

5. When backpropagation is finished, the forwarding pro-
cess will initiate a new start.

6. The process will be iterated until the error becomes small
between the expected and actual output [25].

F. ARTIFICIAL NEURAL NETWORKS
The ANN most commonly machine learning algorithms that
used for a wide variety of problems. It is based on a super-
vised procedure and include three layers: input, hidden, and
output. There are a large number of extraordinary kinds of
networks, but they are all characterized using the following
components: a set of nodes, and connections among nodes.
The nodes can be viewed as computational units. They collect
input data, which multiple by weights and compute by a
mathematical function process to get an output see Figure 6.
The connections determine the data go with the flow between
nodes. They can be unidirectional, when the data flows solely
in one sense, and bidirectional, when the data flows in either
sense. The interactions of nodes even though the connections
lead to a global behavior of the network, which cannot be
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FIGURE 6. Artificial neural networks.

FIGURE 7. Sample decision tree structure.

detected in the factors of the network. This global behavior
is stated to be emergent. The fact that the abilities of the
community supersede the ones of its elements makes network
a very powerful tool [26].

The learning process might be very simple, so it takes place
by inputting the dataset to be trained by the network. The
information from the input layer is circulated to the hidden
layer for information exchange. Then, the output layer will
further process the received information to get the results. The
predicted values are then compared with the desired values
for error calculations [26].

G. DECISION TREE
Decision tree is the most common supervised machine learn-
ing technique for solving both classification and regression
problems. It is a tree-structured classifier using nodes and
internodes. The root and internal nodes represent features of a
dataset. The branches represent the decision rules while each
leaf node represents the result [26].

There are two nodes in a decision tree: the decision node
and the leaf node. The decision node is used to make a deci-
sion and has many branches, while the leaf node is the output
of those decisions and does not contain any branches see
figure 7 [27]. The decision tree provides a powerful technique
for the classification and prediction of diabetes.

H. SUPPORT VECTOR CLASSIFIER
Support vector classifier is one of the supervised learning
algorithms used for classification, regression, and detection.
The goal of the SVC is to build an optimal line or decision

FIGURE 8. Support vector classifier.

boundary that can segregate N-dimensional space into classes
and create a plane that has the maximum margin. We can
easily put the new data in the correct category. The decision
boundary is called a hyperplane. The dimension of the hyper-
plane depends on the number of features. When the number
of features equals two, then the hyperplane is a line. When
the number of features is three, then the hyperplane becomes
a two-dimensional plane see Figure 8.

For N data points is defined by Equation 4.

(
−→
X1,Y1),

(
−→
X2,Y2

)
, . . . ,

(
−→
XN ,YN

)
. (4)

where X1 is real vector and Y can be 1 or −1 represent the
class that X1 belongs.
A hyperplane constructed as to maximize the distance

between classes y = 1 and y = −1 is defined by Equation 5:

−→
W ·
−→
X = −N . (5)

where
−→
W is normal vector and N∥∥∥−→W ∥∥∥ is offset of hyperplane

along
−→
W [28].

I. GRADIENT BOOSTING
Gradient boosting is a machine learning technique for
regression and classification problems. It is a method for
transforming a collection of weak classifiers into one strong
classifier. Gradient Boosting model combines the predictions
from many decision trees to create the final predictions as in
Figure 9.

The objective of Gradient boosting is to define a loss
function and minimize it. Loss defined as shown in
Equation 6.

Loss =
∑(

yi − yni
)2 (6)

where yi is ith output data and yni is ith prediction. Gradi-
ent boosting prediction based on finding the value of loss
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FIGURE 9. Gradient boosting.

FIGURE 10. QR code structure (version 2 – level L) [31].

function is minimum as Equation 7.

yni = yni + a · σ
∑ (

yi − yni
)2

σyni
(7)

where a is learning rate and
∑(

yi − yni
)
is sum of residuals.

The main objective is to make the sum of our residuals close
to 0 or minimum and predicted data close to actual data [29].

IV. QR CODE TECHNOLOGY
Denso-Wave, a Japanese company, developed the Quick
Response (QR) code, a two-dimensional barcode or matrix
code, in 1994 [30], [31]. It is developed to quickly encrypt
or decrypt data which is encoding data in both horizontal
and vertical directions. While it can encrypt and encrypt data
quickly, it cannot store vast amounts of data and is also
capable of error-correction [30], [32]. It can also encode a
variety of data types. So, in several sectors, QR codes have
grown in popularity due to their effective robustness and
information density [32]. In our daily lives, we utilize QR
codes extensively as a means of transmitting information.

Due of their advantages in quick readability and high
capacity, QR codes are widely used in daily lives as a
means of transmitting information [31], [33]. They can
be used for tracking automotive parts in factories, nav-
igation, advertising, mobile marketing, mobile payments,
electronic ticket/coupon, identification, academics, mobile
devices, information security, access control, OMR sheet
tampering detection [32], [34]. Digital government services

FIGURE 11. Encrypted QR code concept.

FIGURE 12. Proposed system architecture.

can also employ QR codes to efficiently share important
information. Further, QR codes are used to improve users’
participation [32]. An effective and secure authentication
method for a physical access control system based on QR
code technology using a mobile phone and standard equip-
ment was presented by Kao et al. [30]. The researchers save
the secret information in QR codes and take OTP’s one-time
use benefit. According to the research, the proposed solution
strengthens the physical access control system’s security [30].

QR code includes a number of white and black modules
(squares or dots) where the modules number or the module
configuration varies between each version [31], [34]. There

105662 VOLUME 10, 2022



R. Marzouk et al.: Analytical Predictive Models and Secure Web-Based Personalized Diabetes Monitoring System

FIGURE 13. Proposed system use case, ERD, and DFD diagrams.
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are forty different versions of QR codes, and each version has
four levels of user-selectable error correction to encapsulate
the message of QR code. The QR structure (version 2) with
level of error correction (L) is shown in Figure 10. each
QR code includes functional patterns like alignment patterns,
position detection patterns, timing patterns, version patterns,
and error correction codewords [31].

In a system that uses encrypted QR codes, data is
first encrypted using cryptographic algorithms before being
applied to the QR code generator (encoder) to produce the QR
code. The information is obtained by decryption algorithms
after this QR Code has been scanned and deciphered using a
QR decoder. The description of the encryption and decryption
processes of QR code technology is shown in Figure 11 [34].

V. METHODOLOGY
Most diabetics have some knowledge about their health qual-
ity or the factors of risk that they will face before diagnos-
ing. In this work, a model is proposed based on machine
learning techniques to analyze and predict diabetes (type 2).
In this model, we try to improve the performance of the
prediction model based on different machine learning algo-
rithms besides making the model adapt to more than one
dataset. Moreover, these days the healthcare institutions need
a healthcare information platformwhich fulfill the interaction
between medical devices, medical institutions, and patients.
Our proposed system (see Figure 12) is developed as a per-
sonalized healthcare developing system to support patients
to better health situation self-management. The proposed
system website is used to monitor, provide feedback, and
facilitate communication with medical staff. The main idea
behind of our proposed system is to collect patient’s health
data by medical devices or sensors for diabetic and then sent
this data through a wireless network for remoting service
platform. Then the data analytics method will be applied
to the received data in the healthcare domain. Moreover,
the different classifiers are utilized to classify the diabetes
patient and predict the diabetic risk. QR card for each patient
will include his information that helps the patients and the
healthcare institutions, where it is used to support patients to
view in their health status: health patterns and future changes
prediction. QR card includes the user information such as
age, blood, glucose, diabetes pedigree, pregnancies, pressure,
BMI, skin thickness, insulin, function, age, outcome, and
date.

Our proposed system has a use case diagram (Figure 13(a))
that interacts with four actors (administrator, doctor, IT staff,
and patient) and an Entity Relationship Diagram (ERD) (Fig-
ure 13(b) that interacts with four actors (administrator, doctor,
IT staff, and patient). The Data Flow Diagram (DFD) for
the proposed system (Figure 13(c)) displays how data flows
through the system and how all users must sign in to use it.
The system then uses the credentials to identify and authen-
ticate the users (username and password). After logging in,
a user can access the system’s services.

FIGURE 14. Proposed analytical model architecture.

A. PROPOSED DIABETES ANALYTICAL MODEL
In this work, the proposed analytical model (see Figure 14)
was developed using Python based on nine ML algorithms to
diagnose diabetes in women using 8 important attributes. The
proposed model starts with the preprocessing stage where the
operations performed on the dataset are replacing the miss-
ing data and values normalization. Then processed dataset
pass-through feature selection in which sets of attributes are
removed from the dataset. After that nine ML algorithms
are employed. Finally, for model creation, we apply Split
methods and cross-validation. The model output is used to
help patients to view in health status their ongoing health
patterns and future adjustments.

1) DATASETS
In this work, the proposed analytical models are evaluated
based on two different datasets that are Synthetic dataset (SD)
and the PIMA diabetes dataset (PIDD) [35]. SD dataset was
generated by merging more than datasets specifically from
the Kaggle data repository and includes medical details of
7691 instances for female and male with seven attributes.
It is prepared by removing the noisy and inconsistent data
and then a new column (height) was computed by the
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FIGURE 15. Distribution of healthy and diabetes people.

TABLE 1. Dataset description.

TABLE 2. Dataset sample.

average height for the women and men to calculate the
BMI which is the main factor for diabetes and conse-
quently a new column (BMI) was added using the formula
(weight / height ∗ height ) and the (weight, temp ) columns
were removed. Then a new column (risk) was added using
this rule (=IF(AND(name of glucose column >=126; name
of glucose column<500);’’2’’;IF(AND(name of glucose col-
umn >=100; name of glucose column<126);’’1’’;’’0’’))
[36]. PIDD was taken from the UCI data repository and
includes medical details of 768 female patient instances.
In addition, the dataset includes 8 attributes of numeric value.
Where the value of one class ’0’ is handled to test negative
for diabetes and the value of another class ’1’ is handled
to test positive for diabetes. See description of Dataset in
Table 1. The dataset sample is indicated in Table 2. There
are 500 healthy people in the dataset, and 268 people with
diabetes as shown in Figure 15.

Figure 16 shows a correlation heatmap of various
attributes; the correlation coefficient between ’Glucose’ and
’Outcome’ is 0.47. The significant correlation between ’Age’
and ’Pregnancies’ is 0.54, which is self-explanatory there-
fore as a woman’s age increases; the pregnancy rate tends
to increase. Figure 17 depicts the relationships between all

FIGURE 16. Correlation heatmap.

FIGURE 17. Relationship between all attributes.

attributes concerning one another using the pairplot method
in seaborn. The hue property could be used to distinguish
between distinct classes of each feature. The ’Outcome’ of
the dataset is the hue employed. The figure demonstrates
an increase in the risk of diabetes as glucose levels rise,
where the blue color indicates Outcome = 0 and Outcome =
1 for the orange color. Figure 18 displays the significance
of features, where skin ‘‘Thickness’’ is the least important
attribute and ‘‘Glucose,’’ ‘‘DiabetesPedigreeFunction,’’ and
‘‘BMI’’ are the most important.
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FIGURE 18. Significance of the features.

2) DATA CLEANING AND TRANSFORMATION
Using Data Visualization in python, the attributes can be
sorted in different ways to view patterns and values. Some
attributes have values of zero despite the fact that it can’t
be an appropriate value (missing value). Those invalid values
should be replaced with median as central tendency and sub-
stitute when value is zero for the attributes Plasma-Glucose,
Diastolic BP, and BMI. So in data transformation, the masks
were created for invalid values of each column, then all
invalid values were replaced with zeros. As the distribution
of all data is either normal or skewed, the median would be
calculated as a central tendency and substitute when the value
is zero. All attributes haven’t transformed because for some
of them can be zero (like ‘‘Number of times pregnant’’).

3) DATA PREPARATION
Data preparation aims to ensure that the data prepared for the
analysis is accurate and consistent, so BI results andAnalytics
applications will be valid. Data is often generated with miss-
ing values, errors, or other errors. In addition, datasets that
are stored in separate files or databases often contain different
formats that need to be reconciled. Debugging, checking, and
joining datasets are a big part of the data set-up process.
In large data applications, data preparation is a highly auto-
mated task, as IT staff or data analystsmay take a lot of time to
correct each manual field in each file to be used for analysis.
Machine learning algorithms can check data fields, filling
empty values automatically, or renaming specific fields to
ensure consistencywhen data files are joined. In our proposed
system, the input data is processed to improve the system.

Regarding PIDD, the ranges of numerical attributes differ
from each other, such as the range of BMI (18.2 - 67.1)
and Plasma-Glucose (44.0 - 199.0). This type of variation
can lead to a trend variable with a greater range to have an
unnecessary impact on the results. Also, the dataset stan-
dardize the scale of effect for each variable by normalizing
their numerical variable [37]. Standard Scaler is used in this
research. It assumes data is normally distributed within each

feature and will scale them such that the distribution is now
centered around 0, with a standard deviation of 1. The mean
and standard deviation are calculated for the feature and then
the feature is scaled based on Equation (8):

xi− mean(x)
stdev(x)

. (8)

The process of data preparation stage is shown in

Algorithm 1 Data preparation
Input : PIDD dataset
Output: prepared dataset

Start
Step 1: load the PID dataset
Step 2: remove the noisy and inconsistent data
Step 3: add a new column (risk) using this function (=IF
(AND (name of glucose column>=126; name of glucose
column<500);‘‘2’’; IF (AND(name of glucose column
>=100; name of glucose column<126);‘‘1’’;’’0’’))
Step 4: return prepared dataset

End

4) TECHNIQUES FOR CROSS-VALIDATION AND DATASET
SPLITTING
The dataset was split into a training dataset of around 80%
and a test dataset of around 20% as it is a very important
step for supervised machine learning models. The first part
was used to train the model, and then the trained model
was used to make predictions. K-folds cross-validation was
conducted based on the dataset. For each K experiment,
(K-1) numbers are used for training and the remaining one
for testing. K-Folds with 5 shuffled folds were created to
validate the dataset used to design the Success rate for
detection.

5) CLASSIFICATION PHASE
In the classification phase, each pattern of the records that
occurred from the preceding stage will be allowed to whether
wholesome or diabetic. See the steps of the proposed classi-
fication approach (Algorithm2) as follows:

Algorithm 2 Classification
Input: Prepared dataset
Output: Classification results

start
Step1: Load the input dataset
Step2: Divide the input data into number of subsets
Step3: Run classifier on each subsets
Step4: Apply voting majority on the collected results
Step6: Return (classification result)

End
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FIGURE 19. Workflow of implementation.

B. PROPOSED WEBSITE IMPLEMENTATION
Website is the most frequently used technology in diabetes
care. The main features of the proposed website are the QR
card system, communication and data visualization system,
and Sending web-alert emails to patients to alert the patient
of diabetic risks. The web development tool that was used is
the Sublime Text, using HTML, PHP, CSS, and JavaScript;
the database used to store patients’ and doctors’ information
is MySQL. Also, many free and open-source frameworks are
utilized such as BootStrap for an open-source front-end web
framework, Laravrel PHP is an open-source PHP web frame-
work andVue.js is an open-source JavaScript framework. The
Implementation workflow is indicated in figure 19.

QR card system (see Figure 20), we can get QR code-
based medical identification alerts and an in-hospital patient
identification system by the proposed model. Each patient
in the system is took a unique QR code tag; to assist with
medical identification alerts. The most important feature in
our system is the QR card that collects the user information
such as age, glucose, insulin, blood pressure, BMI, diabetes
pedigree function, skin thickness, pregnancies, outcome, and
date. This QR card is owned by the patient to move easily
between the health centers. QR card is used to recognize the
person and get his/her necessary information. So, the doctor
can access patient information easily. Figure 20 indicates the
process of the proposedQR code systemwhich includes scan-
ning the patient’s QR code and then the patient information
will be displayed.

Regarding the communication and data visualization sys-
tem, all users (doctors, IT staff, admin, and patients) can
access the system. When the QR code is scanned, all patient
information appears as shown in Figure 20. Also, by choosing
the ‘‘User’’ and then viewing the patient, the doctor will be

FIGURE 20. QR card system.

able to see the patient’s information via the QR code, then the
table containing the patient’s information will be displayed to
the doctor. Although the most important and helpful element
is the doctor’s observations, and this will be displayed to
any doctor even in other healthcare institutions when needed.
The web-based application also includes web alert emails to
the patients which provide messages and information about
diabetic patients’ risk of readmission. The message content
will be sent if the glucose of the patient is >122, where the
blood glucose levels were categorized into hyperglycemic
(>126 mg/dl), normoglycemic (70-126 mg/dl), and hypo-
glycemic (<70mg/dl). Theweb-based application is aimed at
the response time to any patient’s concern within a few hours
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FIGURE 21. Main input and output pages in proposed system.

FIGURE 22. Performance of classification models (PIDD).

and continuously any patient can follow up on his/her condi-
tion. Subsequently, that’s will save time and avoids the risk.

The database is a separate part and aims to stores
the collecting data. DataBase on MySQL was established,
including a systematic breakdown of how it works with
different programming languages, and the important advan-
tages are increasing the performance of applications, fast,
portable, reusable, transparent, and also secure. The disad-
vantages is memory usage increased, restricted for complex
business logic also difficult to debug and maintain. First,
the user table was designed including (id, name, email,
email_verified_at, password, phone, type, remember_token,
created_at, update_at, deleted_at). On the admin structure
includes a set of variables (Name, Type, Collection, Attribute,
Null, Default, Comments, Extra, Action), which is the pri-
mary key is (id), and the foreign key is (email, city_id).
This Admin attribute is applied to the rest of the DB tables
such as patient, IT and doctor. In the roles table, there is a
list of variables which is (id, name, guard_name, created_at,
updated_at). Figure 21 shows the main input and output
webpages in proposed system.

VI. RESULTS AND DISCUSSION
A. DIFFERENT FEATURES OF THE PROPOSED SYSTEM
The developed platform via which a patient’s diabetic data
is gathered, processed using machine learning methods to
decide whether the patient has diabetes or not, and then a card
is made for the patient to help him navigate between medical
institutions and turn it into an electronic health record. The
system has a dashboard that shows the number of patients
in Saudi Arabian cities. Additionally, it has statistical charts
that show the classification of patients’ conditions (normal,
Pre-Diabetes, Diabetes). The developed system has different
features to achieve further functions (see Table 3) in addition
to the data analysis and prediction model construction of
diabetes diseases.

B. DIABETES CLASSIFICATION MODELS
This section summarizes the findings of the experiments from
the evaluation of the analytical model based on SD and PIDD
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TABLE 3. Different features of the proposed system. TABLE 3. (Continued.) Different features of the proposed system.

TABLE 4. Performance measurements (PIDD).

datasets. Each dataset is split into training and testing subsets.
In terms of accuracy, recall, and precision, the classification
models’ performance was examined based on the method of
K-fold cross-validation. The evaluation findings are analyzed
and compared.

The performance of DTC, RF, LR, ANN, NB, KNN,
SVC, GB, and MLP models based on PIDD dataset is
shown in Table 4 and Figure 22. The findings are found
that the ANN approach has better performance than other
approaches. By applying the ANN method, four layers were
added with the ReLU activation function with 50 units
in each layer. After the data analysis, the classification
of patients’ data was analyzed into three types that are
(0-Normal, 1- Pre-Diabetes, and 2- Diabetes) as shown in
Figure 23. Where a new column (Risk) was added using
the formula (=IF(AND(name of glucose column >=126;
the name of glucose column<500);’’2’’; IF(AND(name of
glucose column >=100; the name of glucose column<126);
’’1’’;’’0’’)) [36].
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FIGURE 23. Diabetic patients’ risk of readmission.

TABLE 5. Performance measurements (SD).

FIGURE 24. Performance of classification models (SD).

Table 5 and Figure 24 represent the performance of
classification algorithms based on SD dataset that includes
7691 instances. The results are 81.7% using LR, 72.2%
using KNNAlgorithm, 80.07% using NB, 82.8% using SVM
86.85% using RF, 87.36% using DTC similar result with GB,
83.45% using MLP, 83% using ANN. So the performance
of DTC and GB can predict diabetes with more accuracy as
compared to other algorithms. Table 6 indicates a comparison
between the proposed models and some existing classifica-
tion models.

C. DIABETES MONITORING SYSTEM
This work aims to develop an analytical predictive model
based on machine learning techniques and a web-based per-
sonalized diabetes monitoring system to predict type-2 dia-

FIGURE 25. Number of diabetics in Saudi Arabia.

FIGURE 26. Number of who are at risk in Saudi Arabia.

betes. The whole history of a patient can be captured and
ready for future analysis using machine learning algorithms
by continuously monitoring the patient’s vital data. The pro-
posedmonitoring system should be scalable enough to handle
an increasing volume of patient data without loss of per-
formance. The proposed system keeps track of the users’
various health-related activities. It can also be considered a
healthcare records platform that facilitates communication
between patients and medical organizations. The system’s
major goal is to gather patient data and present it to specialists
so that they can give the appropriate responsible decision.
The code can be scanned with any QR Code reader to obtain
emergency contact health information, but when the code
is scanned with QR Code Identity, additional information is
gathered and revealed (see Figure 20).

D. CITIES DASHBOARD BASED ON DATA VISUALIZATION
Data Visualization helps people to understand the data by
placing it in visual information. Powerful data visualization
and dashboards can be built by utilizing JavaScript data
visualization and many Libraries in JavaScript. So, by using
web technologies (chart.js library), different types of Charts
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TABLE 6. A comparison between the proposed and existing models.

can be drawn based on HTML5 canvas element. The number
of diabetics and the number of who are at risk in Saudi
Arabia was needed to be displayed, described and illustrated
the data. So, the proposed website based on the data visual-
ization has Cities webpage as an interactive dashboard (see
Figures 25 and 26) to help the website Healthcare users to
view the diabetics’ information in Saudi Arabia for analyzing
data and gleaning insight and consequently make decisions.

For productive data exploration, the Tableau desktop appli-
cation was used to generate Statistical reports (see Figure 27)
depending on the Modified PIMA dataset and Saudi Arabia
diabetes Statistics in the year (1432H (Hijri) - 2010) by using
different visualization types (such as bar charts, line charts,
histograms, and so on).

VII. CONCLUSION AND FUTURE WORK
This work aims to develop an analytical predictive model
based on machine learning techniques and a web-based per-
sonalized diabetes monitoring system to predict type-2 dia-
betes. The data of a patient will be collected and ready for
subsequent analysis based on machine learning models by
constantly monitoring the users’ vital information. This sys-
tem is designed to overcome some problems in the health care
of diabetics. Predictive models were proposed for diabetic
data analysis in big data and IOT. Nine prediction models
are compared LR, KNN, NB, SVC, RF, DTC, GB, MLP,
and ANN for predicting diabetes using the most important
attributes. The development mechanism in the system goes
through stages; First, by designing the site through which the
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FIGURE 27. Statistical reports based on Tableau desktop application.

diabetic data for a patient is recorded. Then analyze the data
based on different machine learning models using Python to
determine if the patient is having diabetes or not, after that,
a QR card is created for diabetes patients to help them move
between healthcare centers and make it an electronic health
record for the patient. The system has dashboard graphs
displaying the number of patients in Saudi Arabia cities.
It also contains visualized graphs that include more detailed
classifications for patients’ states (Normal, Pre-Diabetes, and
Diabetes).

The proposedmonitoring systemwill be modified in future
work to accommodate any other chronic diseases with appro-
priate datasets. Furthermore, the study can be expanded
and enhanced to automate diabetes analysis using various
machine learning algorithms. The proposed model, on the
other hand, can be enhanced to handle images of diabetic
patients as well as audio data collected from them via oral
interactions and other audio devices. It is also intended to
introduce additional features that will make the system more
efficient and provide more services to healthcare institutions.
These capabilities include the ability to construct QR card for
other diseases and convert it to an electronic file, as well as
the insertion of the patient’s medications. Creating alerts and
using them to remind patients of deadlines, provide sugges-
tions and nutrition programs, and submit the results of the
patient’s medical testing through the laboratory analyst.
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