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ABSTRACT Nowadays, researchers from various fields have shown great interest in improving the quality
of learning in educational institutes in order to improve student achievement and learning outcomes. The
main objective of this study was to predict the at-risk student of failing the preparatory year at an early
stage. This study applies several educational data mining algorithms including RF, ANN, and SVM to
build three classification models to meet the objectives of this study. Moreover, different features selection
methods namely RFE, and GA have been examined to find the best subset of the highest influential
features. Furthermore, several sampling approaches are applied to balance the dataset used in this study,
including SMOTE, and SMOTE-Tomek Link. Three datasets related to the preparatory year student from the
humanities track at IAU were used in this study. The collected datasets are imbalanced datasets, SMOTE-
Tomek Link technique has been used to balance the three proposed datasets. The results showed that RF
outperformed other techniques as it records the highest performance for building the models. Moreover,
RFE with Mutual Information finds the best subset of features to build the first model. Finally, this study
not only developed several classification models to identify at-risk students, but it also went a step further
by employing XAI techniques such as LIME, SHAP, and the global surrogate model to explain the proposed
prediction models, explaining the output and highlighting the reasons for the student failure.

INDEX TERMS Educational data mining, identifying at-risk student, LIME, preparatory year, random
forest, SHAP.

I. INTRODUCTION
In recent years, there has been a growing interest in using data
mining to investigate several research questions addressed
by educational research. Applying data mining techniques
on educational data is known as Educational Data Mining
(EDM). The most common problems in the EDM field are
how to predict correctly whether the student is likely to
complete the course or program and identify the student’s
performance level at an early stage in a specific course or
academic year. EDM aimed to leverage the stored educational
data to improve the institutes’ learning environment and
detect valuable information from the massive amount of edu-
cational stored data [1]. The educational data is not limited
to academic grades (course grade and GPA), but it includes
various data such as data collected from online platforms
(Learning Management System (LMS)), demographic data
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(age, nationality, gender), as well as admission data (entry
test and high school grade) [2].

The term ‘‘at-risk student’’ is commonly used in the
field of education to describe a student who has a high
risk of academic failure and frequently requires the support
and intervention of instructors to achieve academic success.
Increasing the number of at-risk students is a serious concern
and identifying students whomay be at risk of failing a course
at an early stage is of interest to many educational researchers
(instructors and institutions). Increasing the number of at-
risk students, course failure and student attrition rates are
major factors influencing the universities’ ranking. There-
fore, many universities have applied EDM techniques and
take the advantage of stored data to predict students’ perfor-
mance at an early stage and provide the necessary support to
at-risk students [3].

Nowadays, predicting student achievement has been one of
the major interesting research subjects, due to its great impact
on improving the students’ academic level by applying
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different educational data mining techniques to provide the
necessary support for the struggling students. The first aca-
demic year is a crucial year for undergraduate students so,
the lack of necessary support during this year may lead
to student frustration and cause dropout and failure. It has
been found that students face some difficulties in universities
that apply the preparatory year system. Where students are
under pressure to obtain a high Cumulative Grade Point
Average (CGPA) to fulfil the admission requirements to join
one of the academic programs. In addition, the number of
failed students is increased in some preparatory year tracks,
especially the humanities track. However, existing studies in
higher education at Saudi universities are mainly focused on
predicting the student academic achievement at the gradua-
tion level, and they are very limited to a computer science
major. This study used educational data mining techniques to
propose several models that assist and support undergradu-
ates in their first academic year. However, identifying at-risk
students at an early stage could help instructors and academic
advisors to monitor student achievement and progress.

This study used three datasets related to the preparatory
year student from the humanities track at Imam Abdulrah-
man bin Faisal University (IAU). There is a vast variety of
classification algorithms in the literature but choosing the
optimal one is challenging as they differ in many ways, such
as learning rate and the dataset used in training [4]. Three fre-
quently used algorithms, Random Forest (RF), Support Vec-
tor Machine (SVM), and Artificial Neural Network (ANN)
have been evaluated in this study to build the three clas-
sification models. The main objective of this study is to
classify the CGPA level of the preparatory year student.
So that the student at risk of failing the preparatory can be
identified. Moreover, this study enhances the explanation of
the prediction model by applying XAI techniques. For the
successful completion of the preparatory year program at
IAU, students must have to pass all the courses and achieved
a CGPA ≥ 3 [5]. To accomplish the aim of this study, three
classification models were constructed.

In order to identify the at-risk student of failing the prepara-
tory year at an early stage, the first model was constructed
to find the most influence features (courses) that identify the
at-risk student where the model classifies the student into
two categories At-risk and Not At-risk. The second and third
prediction models were used to classify whether or not the
student will fail the course, as it has been found from the
first model that the most influential courses for identifying
the at-risk student are ENGL 103 and ENGL 114. Finally,
the Local Interpretable Model-agnostic Explanations method
(LIME), SHapley Additive exPlanations (SHAP), and global
surrogate model were used to explain the predictions of the
complex black box classification models used for educational
decision-making.

A. CONTRIBUTION
This study contributes to the literature in different ways.
First, three real-world datasets for the preparatory year

students at IAU were analyzed. Second, several data mining
classification algorithms including RF, ANN, and SVM in
addition to different pre-processing techniques were eval-
uated for classifying the CGPA and identifying the at-risk
student. Third, three classification models using data min-
ing techniques were developed to predict at-risk students at
an early stage. However, the performance of the proposed
classification models exceeds the prediction models in the
literature that had similar targeted objectives. Fourth, this
study differs from previous studies in the way that it used
datasets collected about the humanities track students from
the deanship of preparatory year and supporting studies at
IAU, located in KSA. Also, this study is not only built several
classification models to identify at-risk students, but also
it went deeper than that, where this work applied explain-
able artificial intelligence techniques including LIME, SHAP,
and global surrogate model to explain the proposed predic-
tion models (black box models), to explain the output and
highlight the reasons behind the failure. Finally, classifying
student CGPA, finding the most influential features on the
CGPA, and identifying at-risk students at an early stage will
contribute to solve the study problem. As a result of using the
proposed models, instructors and academic advisors will help
students to increase their GPA and advise them to put more
effort into the most influenced courses on the CGPA as well
as help them to pass the preparatory year.

Moreover, the universities aim to graduate highly qualified
students that meet the needs of the labor market. The findings
from this study will help decision-makers to provide deserv-
ing students with additional guidance. Moreover, this model
will help preparatory year administration to find the reasons
behind the failure.

This study is organized into seven sections. The first
section is the introduction where it highlights the addressed
problem, the main objectives, and the contribution of this
study. Section 2 discusses the previous studies that predict
student academic performance. In section 3, the adopted
methodology and common techniques used in themain stages
of this study are explained. Section 4 explains the empirical
study that covers the experimental setup and the description
of the datasets. Section 5 discusses the results of all experi-
ments conducted to achieve the aim of this study and presents
the explanation of the black box prediction model by using
different XAI methods. Section 6 discusses the findings.
Finally, the conclusion of this study and the future work are
presented in section 7.

II. RELATED WORK
When Many studies related to educational data mining have
been conducted during the last several years. This section
focused on reviewing published studies that aim to pre-
dict student performance in higher education using EDM
techniques.

Authors in [6], [7], [3], and [8] applied several educational
data mining techniques to predict student achievement on the
course level. A study carried out by [6] identified students
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at risk of failing the course at an early stage. For the ear-
liest prediction, the student performance during the course
was divided into six stages: 0%, 20%, 40%, 60, 80%, and
100% of the course length. In this study, the authors used
a public dataset named Open University Learning Analytics
Dataset (OULAD) that contains 32,593 student records and
31 attributes, including student demographics, course assess-
ments’ scores, and student online interaction. They applied
six machine learning techniques, including K-Nearest Neigh-
bor (KNN), Random Forest (RF), Support Vector Machine
(SVM), ExtraTree (ET), AdaBoost, Gradient boosting clas-
sifier, and Artificial Neural Network (ANN) to build the
prediction model at various stages of the course length. The
proposed model classifies the student into one of the four
classes: withdrawn, fail, pass, and distinction. The feature
engineering technique was used to enhance the performance
of the prediction model. The multi-classes problem was
converted into a binary classes problem by grouping the
withdrawn and fail labels to form the fail class label and
combining the pass and distinction labels to create the pass
class label. Finally, they found that RF scored the highest per-
formance compared with other classifiers, where it recorded
79% for precision, recall, f-score, and accuracy at 20% of the
course duration. Besides, RF improved the model’s perfor-
mance to 88% precision, recall, f-score, and accuracy at 60%
of the course duration. At 100% of the course duration, the
RF scored 92% precision and 91% for recall, f-score, and
accuracy.

Similarly, another study [7] applied the Bagging ensem-
ble method and eight machine learning techniques: KNN,
RF, SVM, Logistic Regression (LR), Naïve bayes (NB), and
three different topologies of ANN to identify at-risk stu-
dents who may fail the course. Two datasets for two courses
were utilized in this study to classify the students into one
of the three classes called Good, Fair, and Weak. The first
dataset was collected from the e-learning platform about the
assessments’ marks for a group of 52 engineering students
in one course, while the second dataset contains different
tasks grades, including assignments, quizzes, and exams for
486 science students. The results showed that the Bagging
ensemble model outperformed other techniques where the
first dataset’s Bagging model achieved an accuracy of 66.7%
when considering 20% or 50% of the coursework, while the
second dataset’s bagging model scored 88.2% and 93.1%
accuracy when considering 20% and 50% of the coursework,
respectively.

The study [3] identified at-risk students of failing the
final exam of introductory programming course at an early
stage using the first two weeks of formative assessment tasks
(exercise and homework) grades. The predictive model was
deployed using the RF ensemble technique to classify the
students whether they are at risk of failing the final exam or
not. The proposed RF model was trained and tested using the
dataset, including two predictors for 289 students registered
in a programming course. The proposed classification model

overfitted where it achieved 72.73% accuracy for training and
59.64 % accuracy for testing.

Moreover, the authors in [8] applied ANN, Decision Tree
(DT) (J48), SVM, and NB to predict the student that may
fail in the programming courses. Two different datasets have
been analyzed in this work. The first dataset contains 161 stu-
dent records from traditional learning (face to face), and
the second one includes 262 student records from online
distance learning. As a result of preparing the datasets and
searching for optimal parameters (fine-tuning), SVM got the
best performance with an F1-score of 92% and 83% for
distance and on-campus datasets. SVMwas able to predict the
student performance when the student performed at least half
of the distance education course duration, unlike on-campus
learning that required a student to complete at least a quarter
of the course duration.

Several studies were made to predict student achievement
at the graduation time [9], [10], [11], [12]. Authors in [9]
conducted a study on 339 computer college students at Imam
Abdulrahman Bin Faisal University to classify the student
CGPA at graduation based on the preparatory year achieve-
ment. The proposed model used classification algorithms
based on DT, including J48, Random Tree, and REPTree,
to classify students into three classes: High, Average, and
Below Average. The final prediction model achieved 69.3%
accuracy when using the optimal parameter’s value for J48
and reducing the number of features to 4 out of 14 attributes.
Authors found that the CGPA of the first year, an introductory
math course, a computer skills course, and a communica-
tion skills course are the most influential factors from the
first-year courses on the graduation CGPA.

Moreover, 15 classification techniques were applied in
this study [10] to predict the final CGPA for a computer
college student. Authors found seven classifiers, namely NB,
Hoeffding Tree, SMO, RF, LMT, Simple Logistic, and KNN,
achieved accuracy higher than the average accuracy of the
15 classifiers. The proposed classification model was built
using a computer college dataset containing 530 records and
64 features, including the final CGPA class. The highest
accuracy, 91%, was scored by NB and Hoeffding Tree. The
authors specified some courses that significantly impacted
the CGPA: Operating Systems, Statistics, General Physics,
Computer Programming, and Algorithms.

A study that analyzed 1841 engineering students’ data
in [11] examined the impact of the first three years GPA on
the final CGPA. Several classification techniques, such as
ANN, RF, DT, NB, Tree Ensemble, and LR, were used to
classify the final CGPA with high accuracy of 89.15% using
LR. Moreover, the authors found that the highest influenced
feature is the third year’s GPA, followed by the second then
first year.

Similarly, another study [12] compared several classi-
fication techniques to examine whether the pre-admission
requirement and the personal information affect the final GPA
or not. Two DT (C4.5 and ID3), NB, and KNN classification
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methods were used to predict the final GPA level. The exper-
iment was applied on 2281 undergraduate students, and the
result showed that NB is an efficient algorithm and obtained
the highest accuracy of 43.18%. Also, it was found that the
pre-admission requirement and the personal student informa-
tion have the highest impact on the graduation GPA.

Recently, several studies [13], [14], [15], [16] have focused
on predicting the student’s performance at the end of the
academic year. A study in [13] proposed a three predictive
model trained and tested using 9652 students’ records col-
lected from a Portuguese Higher Institution. The dataset was
collected at three different times: entry time, the end of the
first semester, and the end of the first year. Four classification
algorithms including RF, DT, ANN, and SVMhave been used
to build three prediction models where each model was con-
structed using different collection times. The first prediction
model used 30 features collected at the entry time, while the
second model used 44 features collected at the end of the
first semester, whereas the last third model used 68 features
collected at the entry end of the first academic year. The three
prediction models that classified the first-year students into
binary classes are ‘‘Failure’’ and ‘‘Success’’. They found that
SVM outperformed other classification algorithms where it
achieved 77% and 91% AUC for the first, and second models
whereas the RF and SVM achieved equal performance which
is 93% for the last third model.

A study carried out by [14] used family information vari-
ables to predict the freshmen student performance at the
end of the first semester of the first academic year. In this
study, the authors used a dataset collected from a university
in Taiwan which contains 2407 student records and 18 inde-
pendent variables of personal information, including demo-
graphic features, parents’ jobs, family income. They applied
four machine learning techniques, including DT (CART),
DT (C5.0), RF, and ANN to build the prediction model at
different output cases. This study examined different cases
of the target output where the first case classified students
into five classes namely Excellent, V. Good, Good, Average,
and Poor. The second case classified the student into three
classes which are Excellent, Normal, and Poor. While that
last case classified the student as either Excellent or Poor.
Finally, by using the binary class labels to predict student
performance the model was achieved the best results. Also,
they found that RF and DT (CART) scored the highest per-
formance compared with other classifiers, where DT (CART)
recorded 80% accuracy and the RF got 79.9% accuracy.
Besides, they found also that the mother’s jobs, department,
father’s jobs, the main source of living expenses, and the
admission status are the highest influential features for pre-
dicting the students’ learning performance at the end of the
first semester.

A group of researchers in [15] proposed a prediction model
to classify students’ performance as pass or fail in the aca-
demic program. The proposed model was built by evalu-
ating several machine learning methods, including ANN,
KNN, K-Means Clustering, NB, SVM, LR, DT, and Voting

ensemble. The collected data from academic institutions in
UAE contains 1491 student records and 13 features, including
gender, age group, school system, math level, english level,
and scholarship. The Voting ensemble model outperformed
othermodels, where it scored 75.9%overall accuracy. Finally,
the authors found that the prediction model’s accuracy was
improved after applying the Synthetic Minority Oversam-
pling Technique (SMOTE) to balance the proposed dataset.

Moreover, authors in [16] developed a new prediction
model that integrated several classifiers, including NB, SVM,
and DT classifier with Bagging and Stacking ensemble meth-
ods to classify student achievement into one of the four
classes: Excellent, Good, Average, and Poor. The proposed
ensemble model was trained and tested using a dataset that
contains 233 instances with 45 attributes categorized into stu-
dent personal information, learning pattern, behavior, emo-
tional and cognitive factors. The proposed ensemble model
achieved the highest accuracy of 97%, followed by bagging,
stacking ensemble, NB, then SVM, and finally DT.

A group of studies have examined the relationship between
the admission requirements such as the pre-university test
and the student achievements. However, researchers have
not agreed on whether the admission requirements have a
strong relationship with student achievement or not. There
are some studies ([38], [39]) conducted in the Kingdom
of Saudi Arabia to find out whether the admission require-
ments affect the student’s performance or not. Both studies
were conducted on computer science students. However, their
findings were different. The first study [38] found that the
student’s GPA of the secondary school affects the student’s
performance in higher education, while the pre-university
tests such as SAAT and GAT do not affect the student’s
performance. However, study [39] showed that the admission
test, namely SAAT, significantly predicts the student’s CGPA.
Moreover, most of the previous studies classified student’s
CGPA at graduation or predicted the student performance
in a specific course, but unfortunately there is a minimal
number of studies focusing on predicting student’s level
at the first academic year. So far, the existing studies on
classifying student’s achievement at the first academic year
examined the non-academic factors that may affect student
achievement [40] or tried to evaluate admission criteria and
their impact on student’s performance at the first-year [39],
[41]. Additionally, it has been noticed that most of the previ-
ous works analyzed student data from Computer Science or
STEM (Science, Technology, Engineering, and Math) major.
In contrast, a few studies have examined student data in Arts
and Humanities major, indicating the need to investigate and
analyze the student data in these academic disciplines.

Table 1 summarizes the previous studies that focus on
predicting student performance.

III. DESCRIPTION OF THE CHOSEN TECHNIQUES
This section presents the research methodology that was
followed to achieve the objectives of this study. The essen-
tial phases of the research methodology are illustrated in
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TABLE 1. Summary of the related studies on predicting student performance.

Figure 1. The following subsections discuss the main stages
of the proposed methodology. Section A presents data pre-
processing methods, section B discusses the feature selection
methods applied in this study. Section C explains the clas-
sification methods that are used, while section D presents
the eXplainable Artificial Intelligence (XAI) techniques that
were applied in this study.

A. DATA PREPROCESSING
Pre-processing has a critical role in data mining. The primary
goal of the data preparation stage is to make the raw data
suitable for data mining techniques to be implemented. This
section introduces the essential data pre-processing methods
that were applied in this study, where the collected dataset
contains missing data in some attributes. For the students
in the 2018-2019 academic year, the date of birth attribute
has missing data. Age is a derived attribute generated from

the date of birth. It has been noticed that the age attribute
correlates with the school graduation time attribute. Thus,
iterative imputer is used to impute the missing values in
the age attribute. Iterative imputer builds a regression model
by using the attribute containing missing data as a target
and the remaining attributes as independent features. The
model will be trained using samples of non-missing values,
then the missing data will be estimated using the prediction
model [21].

1) DATA DISCRETIZATION
Data discretization by binning is used in this study to con-
vert the continuous attribute’s values (numeric) to a cat-
egorical value (nominal/ordinal). In dataset #1 The target
attribute (CGPA) has converted to an ordinal attribute where
first class is Not At-Risk for a CGPA greater than or equal
to 3, second class is At-risk for a CGPA less than 3.
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FIGURE 1. The proposed methodology of this study.

In addition, all the courses grades have converted to an
ordinal attribute based on the IAU grading system where
A+ (final grade >=95), A (90<= final grade <95), B+
(85<= final grade <90), B (80<= final grade<85), C+
(75<= final grade <80), C (70<= final grade <75),
D+ (65<= final grade<70), D (60<= final grade<65), and
F (final grade <60). Furthermore, the target class in dataset
#2 and dataset #3 is the final course grade (out of 100). The
target class has been converted into two categories which are

Pass and Fail. The first class (Fail) is the positive class for
a course grade less than or equal to 60, whereas the second
class (Pass) is for a course grade greater than 60.

2) DATA ENCODING AND STANDARDIZATION
Ordinal encoding and label encoding were used in this study
to map the categorical features to numerical data for fur-
ther processing. StandardScaler technique (z-score normal-
ization) was applied in this study to standardize features by
rescaling the numeric attribute to have 0 for the attribute’s
mean and 1 for the attribute’s standard deviation.

3) DATA BALANCING
The collected datasets are imbalanced datasets that have
unequal class distribution. To overcome the class imbalance
problem, SMOTE [22], and SMOTE-Tomek Link [23] sam-
pling methods were employed to balance the datasets used in
this study.
• SMOTE

SMOTE [22] stands for Synthetic Minority Oversampling
Technique. SMOTE is an over-sampling technique that gener-
ates synthetic minority class samples by selecting a random
minority class sample X and producing new minority class
samples along the lines connecting X and each nearest minor-
ity neighbor.
The steps of SMOTE algorithm are
- Select a random minority class sample X from the minor-

ity class samples M.
- Find the k- nearest neighbors from the minority class

samples M for sample X.
- Place a synthetic sample along the lines between minority

class sample X and its k- nearest neighbors from M.
- Repeat previous steps until the dataset is balanced.

FIGURE 2. SMOTE algorithm.

• Tomek Links
Tomek Links algorithm [42] is an under-sampling technique
that finds the nearest majority class sample (y) for every
minority class sample (x) to generate a pair of samples from
different classes, then the majority class sample (y) from the
pair will be deleted.

The steps of the Tomek Links algorithm are:
- The closet sample for sample x is y.
- The closet sample for sample y is x.
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- Sample x and y belong to opposite classes. Where x
belongs to the minority and y belongs to the majority class.

- Delete sample y.

FIGURE 3. Tomek link algorithm.

• SMOTE-Tomek Link
SMOTE-Tomek Link [23] is a hybrid-sampling method
that combines over-sampling and under-sampling techniques,
which are SMOTE and Tomek Link algorithms. This algo-
rithm starts by applying the SMOTE to generate synthetic
samples for the minority class then the duplicated samples
are cleaned by using the Tomek Link algorithm.

B. FEATURE SELECTION
Feature selection methods remove the irrelevant or redun-
dant features from the dataset, where a small subset of rel-
evant features will be used to build the final model. It has
been observed that the wrapper feature selection methods
including Recursive Feature Elimination (RFE) [24], [9],
and Genetic Algorithm (GA) [25] have proven their success.
However, in this study RFE with Pearson correlation coeffi-
cient, RFE with mutual information and GA techniques are
applied to find the best relevant features for constructing the
final prediction model.

C. CLASSIFICATION METHODS
The main objective of this study is to employ supervised
learning techniques in order to build prediction models
to identify at-risk students of failing the preparatory year.
Artificial Neural Network (ANN), Support Vector Machine
(SVM), and Random Forest (RF) are the classification tech-
niques used in this study to predict the students’ performance.
This section presents the classification algorithms that were
used in this study to build the prediction models.

1) ARTIFICIAL NEURAL NETWORK (ANN)
Artificial Neural Network gains wide attention in different
areas, including the educational field. It has proven great
success in analyzing complex large-sized datasets and detect-
ing the nonlinear relationship between the features and the
target attribute [26]. The architecture of ANN is inspired by
the working of the human brain structure to simulate the
human brain’s learning process [27]. ANN structure consists
of a group of connected artificial neurons where each link
has an associated weight. Multilayer Perceptron (MLP) is

the most common feed-forward neural network that feeds
the information forward from the input to the output layer’s
neurons. The network neurons are organized into three layers,
namely the input, hidden, and output layers, as shown in
Figure 4. The input layer neurons receive the input values,
where the number of neurons in the input layer is associated
with the number of independent variables. In the ANN struc-
ture, at least one hidden layer computes the weighted sum of
the input values then the activation function will be applied
to produce the value of the output layer. Backpropagation is
the learning algorithm used to adjust and modify the weight
to get different better results [28], [29].

FIGURE 4. Two layers MLP-ANN structure.

2) SUPPORT VECTOR MACHINE (SVM)
Support vector machine is a supervised learning technique
used for classification and regression to classify linear and
non-linear data. SVM performs well when using a small
training dataset. Moreover, SVM can handle the high dimen-
sionality data in which the number of features in the dataset
is greater and also if the number of attributes is greater than
the number of samples.

In the case of the training data is linearly separable, SVM
uses a mapping function called kernel to transfer the training
data to a new higher dimensional space in which the data
can be separable. Linear, polynomial, radial basis function
(RBF), and sigmoid are some of the popular kernel functions
in SVM [30]. SVM was developed to deal with the binary
classification problem, where the optimal hyperplane is used
to separate the data into two classes [31]. SVM finds the
optimal hyperplane using the support vectors (training sam-
ples that touch the hyperplane’s margins) and the margins as
shown in Figure 5, where the optimal hyperplane produces
the lowest classification error [32]. SVM can be used to
classify multi-classes problems where a group of two-classes
SVM is combined [33].

3) RANDOM FOREST (RF)
Random forest was introduced by L. Breiman in 2001 [34].
RF is a supervised machine learning algorithm that is used
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FIGURE 5. Optimal support vector machine.

for both classification and regression problems [35]. The RF
has proven to be highly extremely successful in predicting
student performance as it outperformed other classification
techniques such as KNN, SVM, NB, and LR [34], [8], [3],
[4], [36].

RF is an ensemble model that combines a group of decision
trees as a base learner to get a powerful prediction model
that decreases the overfitting of the training dataset. The main
advantage of the RF is that it has less training time. The RF
algorithm is relatively easy to learn, but it takes a long time
to make predictions once it has been learned. Also, for more
accurate forecasting, more trees are required, resulting in a
slower and more complex model. Moreover, using multiple
decision trees decrease the risk of overfitting. Furthermore,
RF has the ability to estimate themissing data and it combines
a group of decision trees to have a more accurate and stable
prediction model. Decision trees are extremely sensitive to
the training data, which might lead to a high variation. As a
result, the DT model may be unable to be generalized. How-
ever, RF which is a group of multiple decision trees that is
used randomness in the model construction is less sensitive
to the training data.

D. EXPLAINABLE ARTIFICIAL INTELLIGENCE (XAI)
Recently, the field of XAI has become increasingly signifi-
cant with the increase of AI applications around the world.
Machine learning is one of the most popular applications
that build high-performance predictive models. Although
the prediction models are high-performance, some models
are complex and difficult to explain, therefore the need for
XAI techniques to develop high-performance and explainable
models has increased. Even though the terms (explainable
and interpretable) are sometimes used interchangeably, the
expert analysts highlight the major distinction between the
two, as the humans can understand what a model has done
when it is interpretable. Whereas humans should be able
to explain and figure out why and which features have a

significant influence on the prediction outcome if the model
is explainable [37].

Tree-based data mining methods are the most often used
non-linear models nowadays. A variety of data mining mod-
els were utilized in this study to detect at-risk students at
an early stage. In this study, the RF which is a tree-based
approach, performed the best comparing to other data mining
techniques. In educational data mining applications, such
as identifying at-risk students, it is frequently important to
have models that are both accurate and interpretable, where
interpretable means that the model is understandable so that
the user can understand how the input features were used to
arrive at the model prediction.

1) LIME
LIME [17] stands for Local Interpretable Model-Agnostic
Explanations where it explains the model at the individual
level where it considers the outcome of a single prediction
instead of the entire dataset (local interpretability). Moreover,
LIME can be applied to anyMLmodel (model-agnostic) after
the model had been trained (post-hoc). To explain global ML
models (the black box models), local surrogate models which
are interpretable models are utilized. LIME trains surrogate
model to approximate the original model’s predictions by
building local surrogate model that explains individual pre-
dictions rather than a global surrogate model. Figure 6(A)
shows the globalmodel or a black boxmodel that differentiate
between two classes blue and red. LIME method builds local
surrogate model that explain the predictions of sample X1 as
shown in Figure 6(B). A local dataset around X1 is generated
by using random sampling. The labels of the local dataset will
be defined by using the global prediction model. Finally, the
local surrogate model used to fit the local dataset.

FIGURE 6. Local interpretability using LIME method.

2) SHAP
SHAP [18], which stands for SHapley Additive exPlanations,
is a model-agnostic method. SHAP is based on the shapley
value from game theory, which focuses on how much each
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participant in a game (player) contributes to the pay-out,
the shapley value attempting to fairly distribute the pay-out
among the players assuming each player contributes differ-
ently to the game. Shapley value for player x is the amount
of money that this player will receive, and it is the player’s
marginal contribution (which is calculated by running this
gamewith and without this player for every possible subset of
players). In ML, the shapley value indicates how much each
feature contributes to the final prediction, where each feature
is a player, and the prediction value is the pay-out. SHAP
works for both local and global interpretability. In local inter-
pretability SHAP answers how much each feature value of
an instance contributes to the prediction output such as force
plot and waterfall plot. While for the global interpretability,
the summary plot presents the most significant features and
their impact on the black box model.

3) GLOBAL SURROGATE MODEL
A global surrogate model is an interpretable model that
approximates a complex (black box) model, where the global
surrogate model could be any explainable model (decision
tree, linear regression, etc.) that is trained using the same
dataset of the black-box model and the black-box model’s
prediction output are used as a target variable. The global sur-
rogate model is primarily used to explain the global behavior
of a ‘‘black box’’ model.

IV. EMPIRICAL STUDIES
A. EXPERIMENT SETUP
The experiments were set up on Intel(R) Core (TM)
i7-1065G7 CPU@ 1.50 GHz, 16 GB RAM, 64-bit Win-
dows 10 OS using Anaconda and Jupyter notebook. Ana-
conda is an open-source R and Python distribution that
includes a variety of Python modules and packages to
make package management and deployment easier. However,
Jupyter is an open-source interactive web tool, that allows
researchers to combine program code, computational out-
put, and visualizations into a single document. Jupyter is
named by the programming languages supported by this tool:
Julia, Python, and R. This tool is used in many applications
including machine learning, data mining, data cleaning, and
data visualization [19]. The experiment is carried out using
Python 3.7.6 scripts for constructing the predictive mod-
els. The Python libraries used are pandas, numpy, imblearn,
sklearn, genetic_selection, mlxtend, matplotlib, missingno,
shap, lime, and dalex.

B. THE DESCRIPTION OF THE DATASET
This study uses three real datasets related to the preparatory
year student from the humanities track at ImamAbdulrahman
bin Faisal University (IAU). The humanity track is the track
offered by the Deanship of the Preparatory Year and Sup-
porting Studies at IAU. The proposed datasets were collected
from several data sources, including Student Information

System (SIS), Learning Management System (Blackboard),
and Deanship of Preparatory Year and Supporting Studies.
Students at humanity track study six courses in the first
semester and seven courses in the second semester [20]. The
collected data covers student information, including demo-
graphic data, pre-university data, courses grades, Cumula-
tive Grade Points Average (CGPA), and assessments marks
(detailed grades) for each course. The demographics data
(date of birth, nationality, gender), pre-university data (high
school grade, SAT1, SAT2), and university data (CGPA, the
final grade of the 13 preparatory year courses) were extracted
from the SIS databases. While the detailed grades for each
course were extracted from the Deanship of the Prepara-
tory Year and Supporting Studies’ databases. On the other
hand, some assessments were carried out on the Blackboard
system, including online testing and assignment, and this
resulted in some data being extracted from the Blackboard
system.

C. DATA MINING IMPLEMENTATION
In order to identify the significant features that differenti-
ate between the performance of the preparatory year stu-
dents; feature selection methods including recursive features
elimination (RFE), and genetic algorithm (GA), and three
data mining classification algorithms (SVM, ANN, RF) were
compared. This studywent through several phases to build the
classification models to meet the research objectives. Three
different classification models were developed in this study,
the first model used dataset #1 to classify the student as
at-risk of failing the preparatory year or not and find the
most influential features that were used to identify the at-
risk student. After finding the highest influence courses, two
models were constructed using dataset #2 and dataset #3 to
predict the performance of the student in the highest influence
two courses. In this study, each model was constructed by
evaluating several data mining models and using different
feature selection methods. Moreover, all the models were
evaluated using the 70:30 holdout method (70% of the dataset
used for training and validation and 30% of the dataset used
for testing). Furthermore, accuracy, precision, recall, and
F1-score are the performance metrics that are used in this
study to evaluate the classification models.

V. RESULTS AND DISCUSSION
A. RESULTS OF THE FIRST MODEL
In order to identify the at-risk students at an early stage,
some experiments were conducted to find the most influen-
tial courses for identifying whether the student is At-risk of
failing the preparatory year or not. The first model aims to
find the most influential features for identifying the at-risk
student. Thus, the classification problem has two classes,
namely At-risk, and Not At-risk. Each model went through
several stages and the result of each stage is presented in the
following sections.
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1) RESULT OF USING THE BALANCING METHODS
To address the problem of class imbalance, two sampling
approaches were evaluated to balance the dataset used in
this study, including SMOTE, and SMOTE-Tomek Link.
The testing set results of each classification algorithm using
different sampling methods on dataset #1 are presented in
Table 2. As shown in the results, it has been observed that
the performance of the model increased after handling the
imbalanced data using oversampling (SMOTE) and com-
bined sampling (SMOTE-TomekLinks) methods where the
highest performance of all models was achieved when using
SMOTE-TomekLinks method followed by SMOTE.

TABLE 2. Model performance of the testing set after applying balancing
methods on dataset #1.

2) RESULT OF APPLYING FEATURE SELECTION METHODS
In this study, three feature selection methods have been
evaluated including RFE with Pearson correlation coeffi-
cient, RFE with mutual information, and GA. RF got the
highest performance by using the RFE with mutual infor-
mation as a feature selection method where the number of
features decreased from 21 to 2 features. The results show
that the most influential courses that were used to predict
whether the student At-risk of failing the preparatory year
or not are the English language courses: english language 1
(ENGL104), and english language 2 (ENGL113).

3) RESULT OF OPTIMIZATION TECHNIQUES
To find the best value of hyperparameter for each classifier,
grid search and randomized search have been used. After
balancing the dataset and finding the best subset of features,
fine-tuning is applied to enhance the performance of the mod-
els. In this stage, the 5-fold cross-validation is applied on the
training set to search for the optimal values for each model.
The optimized hyperparameters’ values for each algorithm
are presented in the following tables.

As shown in Table 4, each classification model was built
using the balanced dataset and the best subset of features,
as well as the optimized hyperparameters. Finally, the highest

TABLE 3. The optimal hyperparameters values for the SVM model.

performance model is RF where it achieved the accuracy
of 99.662%. Furthermore, the most influential courses that
were used to predict whether the student At-risk of failing
the preparatory year or not are the English language courses:
english language 1 (ENGL104), and english language 2
(ENGL113). Therefore, the assessments of these two courses
will be used to identify the at-risk student at an early stage.

TABLE 4. The final model performance for the testing set of dataset #1.

B. RESULTS OF THE SECOND MODEL AND THIRD
PMODEL
After finding the most influential features that identify the at-
risk student, two more models have been constructed in order
to predict the at-risk student at an early stage by using dif-
ferent percentages of the course assessment grades. From the
first model, it has been noticed that ENGL104 and ENGL113
are the most influential features in identifying the at-risk
student. This section presents the results of the two courses’
models where the second model of this study used dataset #2
to predict whether the student is at risk of failing ENGL104
or not. Whereas the third model used dataset #3 to predict
whether the student is at risk of failing ENGL113 or not.

1) RESULT OF USING THE BALANCING METHODS
The collected two datasets (dataset #2 and dataset #3)
are unbalanced datasets with binary classes. SMOTE, and
SMOTE-Tomek Link were used to handle the imbalanced
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dataset. As shown in Table 5, using the RF classification tech-
nique with SMOTE-TomekLinks in order to build the classi-
fication model has a great impact on the model performance,
where the model achieved the highest accuracy (91.715%).
Furthermore, Table 6 compares the testing set results of each
classification algorithm using different sampling methods on
dataset #3. As shown in Table 5 using the RF classifica-
tion technique with SMOTE-TomekLinks in order to build
the classification model has a great impact on the model
performance, where the model achieved the highest accu-
racy (95.363%), highest precision (93.322%), highest recall
(97.727%), and the highest F1-score (95.474%). Finally,
SMOTE-TomekLinks was used as a balancing method with
RF, ANN, and SVM classification methods to handle the
unbalanced dataset and build the prediction model.

TABLE 5. Model performance of the testing set after applying balancing
methods on dataset #2.

TABLE 6. Model performance of the testing set after applying balancing
methods on dataset #3.

2) RESULT OF USING DIFFERENT PERCENTAGES OF THE
COURSE ASSESSMENT GRADES
In this study, several prediction models were constructed
using several classification algorithms and considering

TABLE 7. Model performance of the testing set using different
percentage of the ENGL 104 course length (dataset #2).

different percentages of the coursemodule length. Thismodel
aimed to identify the at-risk student of failing the course at an
early stage (before the final exam). However, the model pre-
dicts the student’s final grade of the course using the student’s
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assessment grades over multiple periods of the course length.
Based on the course syllabus used at the deanship of the
preparatory year and supporting studies, several prediction
models were built based on different assessment grades dur-
ing the academic semester (16 weeks before the final exam).
Table 7 presents the prediction models for the ENGL104
course using different percentages of the course length (as
shown in appendix) and the best sampling method of each
classification algorithm discussed in the previous section.
Many experiments have been done for each classification
algorithmwhere the highest performance was achieved by RF
followed by SVM, and ANN. RF model achieved the highest
accuracy (92.20%), and the highest F1-score (92.49%) when
considering 17 features including the admission features
(SAT 1, SAT 2, School GPA, School Graduation time, Nation-
ality, School type, Admit term, age), and 40% of the assess-
ments’ grades (the assessments up to week 12: WP 1, WP 2,
E-Learning, Practice test, Midterm 1, WP 3, WP 4,
Midterm 2, WP 5).Whereas SVM andANN obtained approx-
imately the same accuracy as the SVM model achieved
90.66% when considering the admission features and 40%
of the assessments’ grades (the assessments up to week 12:
WP 1, WP 2, E-Learning, Practice test, Midterm 1, WP 3,
WP 4, Midterm 2, WP 5), while the ANN got 90.94%
when considering the admission features and 50% of the
assessments’ grades (the assessments up to week 15: WP 1,
WP 2, E-Learning, Practice test, Midterm 1, WP 3, WP 4,
Midterm 2, WP 5, Attendance, Participation.)

In addition, Table 8 presents the prediction models for the
ENGL113 course using different percentages of the course
length (as shown in the appendix) and the best sampling
method of each classification algorithm discussed in the pre-
vious section. Many experiments have been done for each
classification algorithm where the highest performance was
achieved by RF followed by ANN, and SVM. RF model
achieved the highest accuracy (95.36%), the highest precision
(93.91%), and the highest F1-score (95.44%) when consid-
ering 18 features including the admission features (SAT 1,
SAT 2, School GPA, School Graduation time, Nationality,
School type, Admit term, age), First semester GPA (GPA 1),
and 60% of the assessments’ grades (the assessments up to
week 15: WP 1, E-Learning, Midterm 1, WP 2, Midterm 2,
WP 3, Speaking, Attendance, Participation). Whereas ANN
and SVM obtained approximately the same accuracy as the
ANN model achieved 93.70% while the SVM got 93.09%
when considering 16 features including the admission fea-
tures (SAT 1, SAT 2, School GPA, School Graduation time,
Nationality, School type, Admit term, age), First semester
GPA (GPA 1), and 50% of the assessments’ grades (the
assessments up to week 14: WP 1, E-Learning, Midterm 1,
WP 2, Midterm 2, WP 3, Speaking).

3) RESULT OF OPTIMIZATION TECHNIQUES
Grid search and randomized search were used to find the
optimal hyperparameters’ value for each classifier. After han-
dling the imbalanced dataset and finding the best percentage

TABLE 8. Model performance of the testing set using different
percentage of the ENGL 113 course length (dataset #3).

of the course length, the optimization is applied to enhance
the performance of the models. In this stage, the 5-fold cross-
validation is applied on the training set to search for the opti-
mal values for each model. Table 9 shows the performance of
the models after applying the optimization technique where
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the optimal hyperparameters’ values that used to build the
prediction models for ENGL104 and ENGL 113 datasets
are presented in Table 10. As shown in Table 9, the per-
formance of the ANN model was improved after applying
the fine-tuning technique where the accuracy increased from
90.94%% to 92.00%, the precision from 88.29% to 89.07%,
the F1 from 91.25% to 92.29%, and the recall from 94.41% to
95.76%. Moreover, Table 9 presents the performance of the
models for the ENGL113 course where the performance of
RF, SVM, and ANN was improved after applying the fine-
tuning technique.

TABLE 9. The testing set model performance using the optimized
hyperparameters values for the ENGL104 and ENGL113 models.

TABLE 10. The optimized hyperparameters’ values for the ENGL104 and
ENGL113 models.

C. RESULTS OF EXPLAINABLE ARTIFICIAL
INTELLIGENCE (XAI) TECHNIQUES
1) LIME EXPLANATIONS
As mentioned earlier LIME explains the prediction at the
instance level where it explains the prediction outcome of
a single instance. LIME generates a series of explanations
that show how each feature value contributes to the pre-
diction result. LIME offers a local explanations as well as
determining which feature will have the highest effect on the
prediction outcome. Figure 7, and Figure 9 show a visual
explanation created by LIME for Pass and Fail data samples.
The left graph of LIME visualization shows the prediction
probabilities for binary class label (Fail and Pass), whereas

the right table shows the actual value for each feature, with
only features utilized in the explanation shown. The most
significant features are returned in the center graph. Two
colors represent the binary classification problem, orange and
blue. The orange bars show the features support the Pass
class, whereas the features support the Fail class are shown in
blue. The relative significance of each feature is represented
by float point numbers on the colored bars.

Figure 7 shows the results of the sample explanation for
the Fail sample of the ENGL 104 course dataset (dataset #2).
As shown in Figure 7, the prediction probability for the class
to be Fail in this instance is 0.87. Therefore, the highest
three features that support the prediction (Fail class) and
have a negative influence on the prediction are Midterm 2,
Midterm 1, and Nationality. The Fail class is supported
by Midterm 2 = 3.98, Midterm 1 = 4.39, and National-
ity = 0 (Saudi). Midterm 2 = 3.98 has a coefficient value
of −0.31, Midterm 1=4.39 has a coefficient value of −0.19,
and Nationality= 0 has a coefficient value of−0.17, showing
that they have an impact on the final predictive outcome.
Additionally, Figure 8 presents the coefficient, which depicts
the impact of each feature on the final prediction class label.
Moreover, the explanations of Figure 8 are presented in
Table 11.

FIGURE 7. Results of LIME explanation for RF model applied to first Fail
class sample of the ENGL 104 dataset (dataset #2).

FIGURE 8. Explanation and coefficient of the fail sample.

Figure 9 shows the results of the sample explanation for
the Pass sample of the ENGL 104 course dataset (dataset #2).
As shown in Figure 9, the prediction probability for the
class to be Pass for this instance is 1. In this case, the

VOLUME 10, 2022 107661



S. Alwarthan et al.: Explainable Model for Identifying At-Risk Student at Higher Education

TABLE 11. Descriptive explanation for the top 5 features of Fail sample.

highest three features that support the prediction to be Pass
and have a positive influence on the prediction value are
Midterm 2, Midterm 1, and WP 2. The Pass class is sup-
ported by Midterm 2 = 7.30, Midterm 1 = 8.60, and
WP 2 = 3. Midterm 2 = 7.30 has a coefficient value of
0.34, Midterm 1 = 8.60 has a coefficient value of 0.30, and
WP 2 = 3 has a coefficient value of 0.2, showing that they
have an impact on the final predictive outcome. Additionally,
Figure 10 presents the coefficient, which depicts the impact
of each feature on the final prediction class label. Moreover,
the explanations of Figure 10 are presented in Table 12.

FIGURE 9. Results of LIME explanation for RF model applied to first pass
class sample of the ENGL 104 dataset (dataset #2).

2) SHAP EXPLANATIONS
SHAP explains the MLmodel using the shapley value, as this
value is used to measure the contribution of each feature to
the predictivemodel. SHAP is useful for both local and global

FIGURE 10. Explanation and coefficient of the pass sample.

TABLE 12. Descriptive explanation for the top 5 features of pass sample.

FIGURE 11. SHAP summary plot for entire ENGL 104 dataset explanation
(dataset #2).

explainability since it can explain predictions for a single data
sample as well as for the entire dataset.
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FIGURE 12. The first three layers of the global surrogate DT model for the complex RF model of ENGL 104 (dataset #2).

SHAP, as previously stated, displays the global contribu-
tion or importance of features across the entire dataset. All
data points were shown on the summary plot with colored
dots, as illustrated in Figure 11. The shapley value is shown
on the x-axis, and the features are sorted using the absolute
sum of the shapley values of all samples on the y-axis.
In addition, the color of the dot indicates whether the data
point has a higher or lower value (red denoting a higher
value and blue denoting a lower value). Lower values of
Midterm 2 and Midterm 1 have a positive influence on the
prediction in the ENGL 104 dataset, whereas higher values
have a negative impact, since Fail is the positive class in
this study. Moreover, school GPA which is a pre-admission
feature has the fourth highest influential feature on the predic-
tion model. However, the remaining pre-admission features
including age, nationality, SAT 1, admit term, and SAT 2
scored the lowest impact and contribution on the prediction
model.

3) GLOBAL SURROGATE MODEL
Figure 12 depicts surrogate decision tree models that approx-
imate the complicated RF model of the ENGL 104 dataset.
The RF model achieved 92.20% accuracy as shown in
Table 9. Figure 12 shows the first three layers of the global
surrogate model that achieved 91.84 accuracy when using
5 variables as maximum depth and at most 5 variables to train
the surrogate model.

Table 13 summarizes the extracted rules from the surrogate
DT model in Figure12. Table 13 presents the top 12 rules that
are based on a large number of samples.

As shown in Table 13, Midterm 2, and Midterm 1 can
determine the CGPA level of the preparatory year students.
From Table 13, rules 1, 4, 8, and 9 show that most of the
Pass students achieved greater than 5.599 in Midterm 2 and

FIGURE 13. Results of LIME explanation for RF model applied to first fail
class sample of the ENGL 113 dataset (dataset #3).

at least 5.033 in Midterm 1 while the Fail students achieved
in Midterm 2 less than 5.599 and less than 5 in Midterm 1 as
shown in rules 3, 6, and 7. In addition, a student’s score of
more than 5 in Midterm 1 is not a sufficient indication of his
success, as shown in rule 12.

The same explanations used for explaining the RF model
(black box model) of ENGL 104 dataset have been applied to
final prediction model of the ENGL 113 dataset (dataset #3).
Figure 13, Figure 15 show the result of applying LIME
explanation for the RF prediction model that was built using
ENGL 114 dataset (dataset #3). However, the explanation and
the coefficient of each LIME explanation are presented in
Figure 14, Figure 16.

SHAP, as previouslymentioned, shows the global contribu-
tion of each feature across the entire dataset to the prediction
model as illustrated in Figure 17.

Figure 18 depicts surrogate decision tree models that
approximate the complicated RF model of the ENGL 113
dataset. The RF model achieved 95.36% accuracy as shown
in Table 9. Figure 18 shows the first three layers of the global
surrogate model that achieved 92.56% accuracy when using 5
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TABLE 13. Extracted rules from surrogate DT of ENGL 104 (dataset #2).

FIGURE 14. Explanation and coefficient of the fail sample.

variables as maximum depth and at most 5 variables to train
the surrogate model.

Table 14 summarizes the extracted rules from the surrogate
DTmodel in Figure 18. Table 14 presents the top 12 rules that
are based on a large number of samples.

As shown in Table 14, Midterm 1, and the Midterm 2 can
determine the CGPA level of the preparatory year students.
From Table 14, it has been noticed that most of the Pass
students achieved at least 5 out of 10 in Midterm 1 while the
Fail students achieved in Midterm 1 less than 4.9 as shown in
Rule 2, 6, 8, 9, and 10. In addition, from rules 1, 4, and 11, the
Pass students achieved greater than 5.164 in Midterm 2 while

FIGURE 15. Results of LIME explanation for RF model applied to first
pass class sample of the ENGL 113 dataset (dataset #3).

FIGURE 16. Explanation and coefficient of the pass sample.

FIGURE 17. SHAP summary plot for entire ENGL 113 dataset explanation
(dataset #3).

the Fail students achieved less than 5.164 as shown in rules 3,
and 9.

VI. FINDINGS AND DISCUSSION
In recent years, researchers have shown great interest in
providing a solution for existing academic problems that were
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FIGURE 18. The first three layers of the global surrogate DT model for the complex RF model of ENGL 113 (dataset #3).

TABLE 14. Extracted rules from surrogate DT of ENGL 113 (dataset #3).

faced by students such as failure, low academic achievement,
and dropout. As mentioned before, one of the problems
that students faced in most Saudi universities that apply
preparatory year system is getting a low CGPA that does
not qualify them to enroll in the college/major of their inter-
est. Similarly, the number of failed students is increased
in some preparatory year tracks, especially the humanities
track. Thus, identifying the at-risk preparatory year student

at an early stage will contribute to solve the previous prob-
lems. Moreover, this study aims to classify the CGPA of
the preparatory year student and identify the influencing
features that affect the CGPA level of the preparatory year
students.

In this study, three prediction models have been developed
by applying several EDM techniques to achieve the objectives
of this study. The study was conducted using three datasets
of preparatory year students at the humanity track enrolled in
IAU. The students’ first-year courses and grades were used
to construct three classifiers; where the first model classifies
the student into two classes: At-risk and Not At-risk of failing
the preparatory year. The second and third models predict
whether the student will pass the course or not, however the
second and third models are constructed using the assess-
ment and the detailed grades of ENGL104 and ENGL113,
respectively.

Moreover, three well-known data mining algorithms,
namely: RF, ANN, and SVMhave been evaluated. The results
show that RF scored the highest performance when construct-
ing the three models. Furthermore, to show the most influen-
tial courses for identifying whether the student is at-risk of
failing the preparatory year or not, several feature selection
methods including RFE with Pearson correlation coefficient,
RFE with information gain, GA have been used. Moreover,
the results from the first model shows that the most influential
courses for identifying whether the student is at-risk of failing
the preparatory year or not are ENGL104 and ENGL113.
However, by using the highest impacted courses selected by
RFE with mutual information and the RF model, the first
model was able to classify the at-risk student with 99.662 %
accuracy.

Additionally, the second and third models were built to
identify at-risk students of failing the preparatory year at
an early stage, where they were able to identify the at-risk
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student of failing the preparatory year by using 20% of the
course assessments grades, where the RF achieved an accu-
racy of 90.1% after applying the first midterm of ENGL104
course in week 6, and accuracy of 93.9% after applying
the first midterm in week 6 of the ENGL 113 course.
Furthermore, the outcomes of this study revealed that pre-
admission requirements could be used to predict the CGPA
level of preparatory year students, indicating their value in
forecasting the CGPA level of preparatory year students
and identifying at-risk students at an early stage. RF and
the best subset of pre-admission features including SAT 1,
SAT 2, School GPA, School Graduation time, Nationality,
School type, Admit term, age were able to predict at-risk
students of failing ENGL 104, ENGL 113 course at an
early stage with reasonable accuracy 75.43% % and 80.84%,
respectively.

Finally, to enhance the explainability of the prediction
model, the explainable AI techniques including LIME,
SHAP, and global surrogate model were applied in this study
to explain the complex prediction models, explain the predic-
tion output and highlight the reasons behind the failure.

VII. CONCLUSION AND FUTURE WORK
In conclusion, the findings of this study show that using
pre-admission data, university grades, and demographic data
were able to train DM algorithms including RF, SVM, and
ANN to identify at-risk students of failing the preparatory
year at an early stage. The RF outperformed other classi-
fication methods. Moreover, applying the feature selection
technique was also improve the prediction results. Addition-
ally, using the balancingmethods have a significant impact on
enhancing prediction accuracy. Finally, the proposed models
identify the student that has a low CGPA at early stage and
providing early warnings to student at risk. The result of this
study will help decision makers to provide the student with
an additional guidance for deserving students. Moreover, this
model will help preparatory year administration to explore
the reasons behind failure and identify the courses that mostly
affect the CGPA.

The main limitation of this work is that the dataset was
collected from IAU automated system (SIS), thus some
features such as student personality, parent education, and
parent job were not considered in this study. As men-
tioned before, all the classification models were built by
using the datasets collected from a single Saudi Arabian
university (IAU). Therefore, the results are not general-
izable. As future work, researchers should include data
from several universities to further verify and validate these
outcomes. Furthermore, there is a need to consider more
factors that could affect student performance including stu-
dent personality, family income, parent jobs, and parents’
education level, and student eLearning activities such as
student clicks, and student participation in discussion room
that could be collected using the LMS (Blackboard) and
questionnaire.

APPENDIX
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