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ABSTRACT In this paper, we proposed a ‘‘Multi-Level Attention Network’’ (MLAN), which defines a
multi-level structure, including layer, block, and group levels to get hierarchical attention and combines
corresponding residual information for better feature extraction. We also constructed a shared mask attention
module (SMA) which can significantly reduce the number of parameters compared with conventional
attention methods. Based on the MLAN and SMA, we further investigated a variety of information fusion
modules for better feature fusion at different levels. We conducted classification task experiments based
on the ResNet backbone with different depths, and the experimental results show that our method has a
significant performance improvement over the backbone on CIFAR10 and CIFAR100 datasets. Meanwhile,
compared with the mainstream attention methods, our MLAN performs better with higher accuracy as well
as less parameters and computation complexity. We also visualized some intermediate feature maps and
explained why our MLAN performs well.

INDEX TERMS Multi-level structure, sharedmask attention, hierarchical attention aggregation, information
fusion.

I. INTRODUCTION
The attention mechanism is a technology widely used in natu-
ral language processing (NLP) [1], [2], [3], [4], [5], statistical
learning [6], [7], image detection [8], [9], [10], [11], speech
recognition [12], [13], [14], [15] and other fields since the
rapid development of deep learning [16], [17]. When a scene
enters our vision field, we always pay attention to some key
points in the scene first, such as dynamic points or abrupt
colors, and the remaining static scenes may be temporarily
ignored [18]. The attention mechanism imitates this point
and makes the neural network able to focus on important
information with high weight and ignore irrelevant informa-
tion. It can also continuously adjust the weight so that the
important information can be selected in different situations.
Therefore, it makes the model obtain higher scalability and
robustness [19]. However, the traditional attention methods
generate the attention mask only based on specific layers
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but ignore that the attention could also have hierarchical
structures.

With the development of Computer Vision (CV), more dif-
ficult visual tasks require deeper networks as well as more
complex structures to extract features. However, the com-
plexity of the network will inevitably lead to an increase in
computable parameters. Hence, how to obtain attention struc-
tures with lightweight but good effect is a hot topic in current
research. MobileNet [20] introduced the depthwise separable
convolution to reduce the parameters in the convolution pro-
cess. SqueezeNet [21] achieved the same goal by replacing
the 3× 3 convolution operation with 1× 1 and reducing the
number of channels.

In this paper, we proposed a Multi-Level Attention Net-
work (MLAN) to take advantage of the hierarchical attention
information. Meanwhile, in order to decrease the parameters
of the attention module, we introduced a new attention mech-
anism SMA, which is short for Shared Mask Attention. The
MLAN takes the ResNet [22] as the backbone and modifies
it to multi-level structures, including layer, block, and group
levels. And to make full use of the information, we built a
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correspondingly hierarchical attentionmechanism that aggre-
gates layer attentions for block attentions and then aggregates
block attentions for a group one. The residual information and
attention information of the same level will be fused through
the fusion module, and then transmitted to the next layer.
Moreover, for sake of the relatively optimal fusion method,
we designed four different fusion methods and carried out
experiments respectively.

The SMA is a lightweight module and unlike traditional
attention mechanisms, it does not generate a mask with the
same channels as the input feature. Instead, it only generates
a single channel attention mask, and then uses the broadcast
mechanism to multiply the input feature by this shared mask,
which greatly reduces the number of parameters and compu-
tation. And to avoid the performance decrease caused by the
sharedmask structure, we decided to generatemultiple shared
masks one time, take the mean of which for the final result of
the whole SMA module.

We conducted comparative experiments with the up-to-
date attention methods and the experimental results show
that our method has better and more stable performance.
In Fig.5, we visualized the features extracted from the atten-
tion network and found that our attention method can learn
more critical details. After the article is accepted, an imple-
mentation of our method can be found at https://github.
com/PeinuanQin/MLANor https://github.com/wangqinxuan/
MLAN.

In summary, the main contributions in this paper are as
follows:
• Proposed the MLAN, which divides the network into

three levels (layer, block, and group). Both block and
group levels have their own residual structure to allevi-
ate the information loss caused by network deepening.
We also generated hierarchical attention corresponding
to each level through aggregation to take advantage of
information extracted from different level structures.

• Designed a lightweight attention module, SMA,
to decrease the parameters of the attention mechanism
while maintaining the focus on effective features.

• Conducted comprehensive experimental comparisons
between our method and mainstream attention mech-
anisms on different ResNet structures and datasets in
terms of model parameters, computational complexity,
feature extraction effects, etc., which proved our method
is more competitive.

• Designed four feature fusion modules to fuse the
multi-level residual and attention information into the
backbone and carried out comparative experiments.

The rest article is organized in the following order.
Section II introduces some work related to attention mech-
anisms and multi-level structures. In Section III, we specif-
ically described the MLAN structure, including the SMA,
attention aggregation modules, and fusion modules. Subse-
quently, we designed a series of experiments and verified the
effectiveness of our methods in Section IV on CIFAR10 and
CIFAR100. Finally, Section V makes a full review of our
work and contributions.

II. RELATED WORK
A. ATTENTION MECHANISM
The conception of attention was first proposed by
Bahdanau et al. [23] in the machine translation field for fig-
uring out which parts the model we should pay the most
attention to. After that, it developed well first in the field of
natural language processing (NLP) [1] for mainly handling
sequential decision tasks, and then swept the entire field of
deep learning.

There are diverse forms of attention mechanisms, which
can be roughly divided into soft attention and hard atten-
tion. Typical examples of soft attention are Spatial Trans-
former Networks (STN) [24], [25], [26], [27] and Residual
Attention Networks [28], [29], [30], [31]. This soft-attention
mechanism is differentiable and can be trained through back-
propagation. Hard attention is usually trained by reinforce-
ment learning models since the hard attention model is
non-differentiable and cannot be trained end-to-end.

For classification tasks, combining basic backbone net-
works and attention modules to enhance the performance
has also been proved to be sensible. SENet [32] put for-
ward the Squeeze-and-Excitation (SE) Module, which uses
the attention in the channel dimension to drive the model to
focus on channels with the richest information while sup-
pressing the unimportant channels. SKNet [33] merged a
soft attention mechanism to choose proper receptive fields
for better generalization. Furthermore, Woo et al. [34] pro-
posed a Convolutional Block Attention Module (CBAM),
in which the attention map of features is calculated from both
channel and space dimensions. Misra et al. [35] investigated
light-weight but effective attention mechanisms and pre-
sented triplet attention (TA), a novel method for computing
attention weights by capturing cross-dimension interaction
using a three-branch structure. Combining the advantages of
Non-local [36] and SENet, Cao et al. [37] designed a global
context (GC) block to construct a global context network
(GCNet), which is lightweight and can effectively model the
global context.

Our attention mechanism adopts an idea of sharing atten-
tion weights among all channels of the feature tensor, which
reduces the network parameters a lot.

B. MULTI-LEVEL STRUCTURE
In CV tasks, many works use multi-level network struc-
tures or multi-level information extraction modules to make
better use of information at different scales and levels.
Shi et al. [38] proposed a dual branch multi-level feature
dense fusion-based lightweight Convolutional Neural Net-
work (BMDF-LCNN) to avoid the loss of shallow infor-
mation due to network deepening. In [39], the Multi-level
Convolutional Pyramid Semantic Fusion (MCPSF) frame-
work was proposed to integrate multi-level semantic features
extracted by bag-of-visual-words (BoVW) model and con-
volutional neural network (CNN) model. Zhang et al. [40]
proposed a Multi-scale Time-Frequency Convolutional
Recurrent Neural Network (MTF-CRNN) for sound time
frequence map detection to improve sound event detection

105438 VOLUME 10, 2022



Q. Wang et al.: MLAN: Multi-Level Attention Network

FIGURE 1. Whole view of the MLAN structure. SMA, LA, and BA represent the structures responsible for generating shared mask
attention, block-level attention, and group-level attention, separately. F represents the fusion module. D Block represents the
down-sample block whose first layer stride is 2. A group contains several normal blocks and each normal block has convolutional
layers with stride = 1.

performance. Ding and He [41] proposed an Adaptive
Multi-scale Detection (AdaMD) method, based on the hour-
glass neural network and the Gated Recurrent Unit (GRU)
module, to extract different scale characteristics of time-
frequency map.

The use of multi-level attention and multi-scale attention
to capture key information is also an important idea to solve
visual tasks. Guo et al. [42] proposed an attention-based net-
work, MSANet, which applies an encoder-decoder structure
for image data segmentation to aggregate contextual features
from different levels and reconstruct spatial characteristics
efficiently. To meet the real-time requirement of autonomous
driving, Wang et al. [43] proposed a novel end-to-end recur-
rent multi-level residual learning deraining network featured
with the global attention mechanism and residual network
architecture. Yin et al. [44] introduced a new Visual Atten-
tion Dehazing Network (VADN) by proposing the multi-level
refinement and fusion, which leverages a haze attention map
as a haze relevant prior and learns complementary haze infor-
mation among multi-level features.

Inspired by these design ideas, we divided the network into
a 3-level structure (layer, block, and group), and introduced
hierarchical attention at different levels. Finally, these atten-
tion maps are integrated with the residual information of the
corresponding level and input to the subsequent network.

III. METHODOLOGY
As shown in Fig.1, we constructed the MLAN, which takes
the ResNet as its skeleton and combines our newly proposed
SMA module. In order to comprehensively utilize attention,
on the basis of layer attention, we subsequently built up
the block-level attention by the Layer Attention Aggregation
(LA) module and the group-level attention by Block Atten-
tion Aggregation (BA) module and eventually formed a hier-
archical attention structure.

To alleviate information loss, we also constructed residual
branches on the block level and group level separately to
assist the hierarchical attention.

Then, the residual and the attention would be fused to the
backbone through the fusion module.

A. SHARED MASK ATTENTION MODULE
The generation of the attention mask depends on the feature
values of different regions in the feature map, and the mask is
used to magnify or suppress the original feature map for sake
of effective features. We believed that the way to generate a
weight for all feature values of all channels in a feature map is
likely to be redundant, and too fine-grained operations might
not further improve the effect of attention.

The method of SE [32] compresses the H-dimension and
W-dimension feature values into a single point. After being
processed by the attention mechanism, all pixels on the H-W
plane share the same weight. The TA [35] module squeezes
the features of all channels into two channels through the
Z-Pool method and then outputs a single-channel attention
mask through the convolution layer. Therefore, we consid-
ered that it is necessary to cut down the attention mask in
a certain dimension. To achieve this goal, we proposed a
lightweight SMA method. First, the feature map is integrated
along the channel dimension to obtain a single-channel tensor
containing the information of the entire feature map. Using
this tensor, we can further generate a single-channel mask.
Since this mask is produced based on the global informa-
tion, the calculated attention weights also carry the global
information, so when it is multiplied with the original fea-
ture map, it can ensure the feature extraction is reasonable
and effective. For sharing the same mask among all feature
channels, we implemented the broadcast operation to the
single-channel mask and made it multiply with the origin
feature map. By this means, the parameters and computation
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FIGURE 2. SMA module. It takes several (N) shared masks and averages
them to multiply with the input feature for attention generation.

complexity would be greatly decreased. Practically, in the
generation process of an attention mask, we tended to build
N parallel branches of shared masks and took their average
as the final attention mask. We thought this was a good way
to make the model more robust.

The SMA module is shown in Fig.2

M (i)
s = σ (Conv

(i)(x)) ∈ R1×H×W (1)

Mmean =
6N
i=1M

(i)
s

N
∈ R1×H×W (2)

OSMA = Mmean · x (3)

where x represents the input feature of the SMA module.
C , H , and W respectively represent the channel number,
height, and width of the feature. Conv(·) indicates a con-
volution operation with a single-channel kernel, σ (·) is the
sigmoid activation function.M (i)

s represents the i− th shared
mask in the SMA, and N means the number of shared masks
in an SMA.Mmean is our averaged shared mask by averaging
all these N shared masks, and OSMA is the output of the SMA
module. Traditionally, attention is implemented by producing
amask of the same size as x (C×H×W ) and thenmultiplying
it by x. However, this method may cause parameter redun-
dancy and a great computation increase. SMA solves this
problem to some extent. Besides, the way of averaging mul-
tiple shared masks improves the stability and effect of SMA.
Different from the traditional attentionmethod, the number of
our shared masks N is controllable, and N � C . We finally
multiplied the averaged shared mask by the input x. In this
way, we achieved the goal of sharing attention weights among
all channels of x, and greatly reduced parameters.

B. MULTI-LEVEL ATTENTION AGGREGATION
To make full use of higher-level attention and features,
we adopted hierarchical processing. Layer and block aggre-
gation modules (LA and BA) are established to obtain
block-level attention and group-level attention respectively.
LA and BA modules are shown in Fig.3.

Xl = Cat(x(1)l , x(2)l , · · · , x(p)l ) ∈ R(p·Cl )×Wl×Hl (4)

FIGURE 3. LA and BA module. The attention aggregation module
concatenates the attention of the previous level to obtain a more
informative tensor and then passes it to an SMA module to generate
attention for the next level.

OLA = SMA(Xl) (5)

where x(j)l means the j − th layer attention with a shape of
Cl × Wl × Hl , used for aggregation in a LA module. Cat(·)
represents the concatenation operation, and Xl is the concate-
nated tensor of all p layer attentions. SMA(·) represents being
processed by the SMA module, introduced in Section.III-A.
OLA indicates the output of the LA module. We spliced these
layer attentions along the channel dimension and made them
be processed by the SMA again. In this way, the layer atten-
tions can be aggregated to a block-level one. Moreover, for
the process of producing group-level attention, we still took
this strategy, concatenating block-level attention and finally
using SMA for aggregation.

Xb = Cat(x(1)b , x(2)b , · · · , x(q)b ) ∈ R(q·Cb)×Wb×Hb (6)

OBA = SMA(Xb) (7)

where x(k)b is the k − th block attention with a shape of Cb ×
Wb × Hb, used for aggregation in a BA module. Xb is the
concatenated tensor of all q block attentions. OBA indicates
the BA module output.

C. FUSION MODULE
Since our model designs a variety of attentions hierarchically,
how to effectively integrate them into the backbone network
is also what we focus on. So in this part, we tried to propose
different fusion modules to integrate attention and residual
information at different levels.

1) PLUS FUSION

Oplus = Fplus(xO, xA, xR)

= xO + xA + xR (8)

whereFplus(·) is the plus fusionmodule. xO, xA and xR respec-
tively represent backbone features, block (or group) attention,
and block (or group) residual information. By adding directly,
the attention and residual information can be integrated into
the backbone network and continue to be transmitted to the
next layer.

2) CONCATENATION FUSION

Ocat = Fcat (xO, xA, xR)

= Conv(Cat(xO, xA, xR)) (9)
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Splicing the three kinds of information together along the
channel dimension minimizes the information loss, even if
it brings a rapid increase in the number of parameters. Then
the whole tensor is extracted through a convolution layer and
restored to the channel numbers before concatenation.

3) 1× 1 CONVOLUTION FUSION

Oconv1×1 = Fconv1×1(xO, xA, xR)

= Conv1×1(Cat(xO, xA, xR)) (10)

whereConv1×1(·) is the 1×1 convolution layer used for com-
pressing the concatenated tensor generated by Cat(·) opera-
tions. The kernel number of Conv1×1(·) is consistent with the
number of channels of the input features, which means its
parameters when doing convolution are only 1

9 of the Con-
catenation method (Section III-C2).

4) WEIGHTED PLUS FUSION

Owp = Fwp(xO, xA, xR)

= w1 · xO + w2 · xA + w3 · xR (11)

where w1, w2, and w3 represent the weights of the three input
information respectively. The weighted plus fusion module
is an optimization of plus fusion. These weights are calcu-
lated by average pooling and linear mapping, followed by a
sigmoid function. These weights are learnable and determine
the contribution of the three different components.

IV. RESULT AND DISCUSSION
In this section, we conducted systematic experiments on
CIFAR10 and CIFAR100. We implemented the same data
enhancement method for CIFAR10 and CIFAR100: images
were padded to (36, 36) and randomly cropped back to
(32, 32), and then the image was randomly flipped hori-
zontally. In addition, batch_size = 128 was adopted in all
training processes. SGD optimizer was used with the same
configuration (lr = 0.1,weight_decay = 5e − 4) for all
experiments. The optimizer attenuated the learning rate at
the three milestones [50, 100, 150] by gamma = 0.1 and
we set a total of 200 epochs to train models. In the follow-
up experiments, we uniformly selected N = 3 (E.q.(2)) for
each attention generation and Plus Fusion as the information
fusion method (E.q.(8)).

A. CIFAR10
CIFAR10 [45] is a common dataset, containing 60,000
images which are 32× 32 in size and have RGB color chan-
nels. These images cover 10 different categories. Addition-
ally, the entire dataset is split into a training set and a test set
for 50,000 images and 10,000 images, separately.

In CIFAR10 experiments, we adopted ResNet14,
ResNet20, ResNet26, and ResNet32 to verify the effective-
ness of our MLANmethod in networks with different depths.
Taking ResNet14 as an example, we divided the network
into 3 groups with each group containing 2 blocks, and each

block composed of 2 convolution layers. This design corre-
sponded to our subsequentmulti-level attention structure. The
frameworks and their parameter configurations are described
in detail in Table.1. Different from other papers, in which
each convolution layer always takes hundreds of kernels for
extreme performance, our work concentrates more on test-
ing the efficiency of structures and comparison with other
benchmarks instead of only pursuing the absolute accuracy
performances.

1) MLAN EXPERIMENTS
To verify our MLAN framework performance, we designed
four different ResNet structures (Table.1) to conduct con-
trolled experiments. The results are shown in Table.2 and
Fig.4. We uniformly chose all models to use the Plus Fusion
module for variable control. It is clear that when the train-
ing epoch exceeds about 50, the accuracy-epoch curve of
the MLAN method dominates the accuracy metric. Finally,
the average error rate of our model is 8.6% lower than that
of the backbone method.

After that, we visualized the heat map of the last convolu-
tion layer output in the network to study the feature capture
ability of different models, shown in Fig.5. By comparison,
the features learned by the ResNet backbone are divergent,
while our MLAN method can focus on more critical and
convergent areas.

2) MULTI-LEVEL STRUCTURE EXPERIMENTS
In this experiment, we tried to demonstrate the superiority
of our proposed multi-level structure. We conducted a set
of comparative experiments, one of which was our MLAN,
while the other only took the single-level structure, which
means the layer attention and the block residual are fused in
the fusion module and directly flow to the next layer. Table.3
shows that our MLAN performs better than the single-level
attention structure at different ResNet depths, which proves
that the simple layer-level attention information is not com-
prehensive, and there is also critical knowledge at block and
group levels, which is supposed to be fully utilized.

3) SMA EXPERIMENTS
Full-Mask Attention (FMA) refers to the original attention
design that has not been lightweight. It first generates weights
through a convolutional layer of the same size as the input
feature. After being activated by the sigmoid function, the
input feature is multiplied point by point with these generated
weights. In this part we compared our SMA with FMA and
tended to demonstrate that the meaning of excess parameters
is not very great. Experiments show that our SMA module
not only exceeds the backbone (Table.2) but also surpasses
the FMA (Table.4) on the CIFAR10. From this, we can con-
clude that overly detailed attention operations may not be
completely conducive to the improvement of model results.

4) FUSION MODULE EXPERIMENTS
In this experiment, we carried out comparative experiments
on 4 fusion methods proposed in Section.III-C. We made
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TABLE 1. Configurations of ResNet variants on CIFAR10.

FIGURE 4. Training curve of MLAN on CIFAR10.

TABLE 2. MLAN experiments on CIFAR10 with ResNet variants of
different depth.

TABLE 3. Multi-level structure experiments on CIFAR10 with ResNet
variants of different depth.

TABLE 4. FMA v.s. SMA experiments on CIFAR10.

ResNet20 implement all these methods while keeping other
conditions unchanged. Table.5 displays that the Concatena-
tion Fusion gets the best accuracy (about 0.5% increase), but

TABLE 5. Fusion method experiments on CIFAR10.

it also suffers from the parameter explosion (almost 100%
increase). The other 3 fusion methods don’t have a significant
difference in performance. After consideration, we chose the
Plus Fusion as the standard operation in the following exper-
iments since it wouldn’t produce any computed parameters.

5) COMPARISON WITH BENCHMARKS
Based on the ResNet backbone in Table.1, we reproduced
the benchmarks of attention methods, including CBAM [34],
SEnet [32], TAnet [35], and GCnet [37]. The experimen-
tal results are shown in Table.7, and our MLAN method is
demonstrated to have better performance and the heatmap
visualization (Fig.5) also supports this viewpoint.

To further highlight the advantages of our SMA in terms
of parameters and computational complexity, we made the
mainstream attention methods with the same multi-level
structure as our MLAN. Table.6 shows that although the SE
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TABLE 6. Comprehensive comparison results among various attention mechanisms based on the same multi-level architecture on CIFAR10.

TABLE 7. Comparison of different attention mechanisms for ResNet of
different depths on CIFAR10.

FIGURE 5. Feature visualization of the last feature layer based on
different networks which take ResNet20 as the backbone on CIFAR10. The
bright areas of the heatmap of our method are significantly more
clustered than other methods, indicating that our method pays attention
to more critical details.

method has a slight advantage in inference speed over our
SMA, its parameter quantity is much higher. The reason for
this phenomenon is that the SE module first obtains informa-
tion between channels through global average pooling, and
then uses the fully connected network to generate channel
weights. The global average operation replaces the feature
extraction of convolution, so the SE method can directly
attain the feature value of each channel, thus it is very fast.
However, due to the use of fully connected operations when
generating channel weights, the parameters explode with
the increase of SE module numbers. In contrast, our SMA
increases almost linearly with the change of network depth
with a higher accuracy performance.

The TA module outperforms the SMA module slightly
from the parameter aspect, but the inference speed is much
slower. In detail, the TA module calculates three attention
weights through three parallel branches. In each branch, the
channel dimension of the feature map is pooled to reduce
the channel number, and then the convolution is implemented
for the pooled results to generate weights. The reduction of

FIGURE 6. SMAv2 module. It modifies the SMA module by firstly
averaging along the channel dimension for shared mask generation.

channel number further decreases the parameters of the
convolutional layer, meanwhile, the structure of multiple
branches causes more convolution operations, thus reduc-
ing the inference speed. Therefore, under multiple measures,
we can preliminarily conclude that the SMA method has the
advantages of better accuracy, fewer parameters, and faster
inference speed at the same time.

Furthermore, by analyzing the fact that the SMA cannot
surpass SE and TA roundly, we found that there was still room
for improvement. Concretely, the parameters of our SMA
method mainly come from the convolution operations when
obtaining the shared mask. In order to further decrease the
model complexity, we tried to modify the generation steps of
shared masks and formed SMAv2 (shown in Fig.6).

SMAv2 reduced the channel number of the input feature
before convolution operations, which cut down the compu-
tational parameters a lot. As shown in Table.6, although the
accuracy is inferior compared with the original SMA, it still
transcends all other benchmarks with a brilliant performance
on parameter and computation complexity.

B. CIFAR100
The CIFAR100 [45] is a commonly used dataset in computer
vision. It consists of 60,000 images in 100 categories, which
is suitable for a variety of tasks. All images in CIFAR100
have a similar format to CIFAR10. Different from experi-
ments designed for CIFAR10, in this part, we increased the
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TABLE 8. Configurations of ResNet variants on CIFAR100.

TABLE 9. Comprehensive comparison results among various attention mechanisms based on the same multi-level architecture on CIFAR100.

FIGURE 7. Training curve of MLAN on CIFAR100.

TABLE 10. MLAN experiments on CIFAR100 with ResNet variants of
different depth.

kernel numbers of each convolutional layer but maintained
the network depth unchanged.

1) MLAN EXPERIMENTS
Similar to experiments of CIFAR10, we also adopted
ResNet14, ResNet20, ResNet26, and ResNet32. Their

framework configurations are described in detail in Table.8.
The results are shown in Table.10 and Fig.7.

2) MULTI-LEVEL STRUCTURE EXPERIMENTS
This experiment compares the performance of our multi-level
attention structure with that of the single-level attention
structure. Table.11 also shows that the classification per-
formance of our MLAN is better than the single-level
attention.

3) SMA EXPERIMENTS
This experiment is used to compare the performance of FMA
and SMA. The results show that on the CIFAR100, our SMA
module also surpasses the FMA (Table.12).
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TABLE 11. Multi-level structure experiments on CIFAR100 with ResNet
variants of different depth.

TABLE 12. FMA v.s. SMA experiments on CIFAR100.

TABLE 13. Fusion method experiments on CIFAR100.

TABLE 14. Comparison of different attention mechanisms for ResNet of
different depths on CIFAR100.

4) FUSION MODULE EXPERIMENTS
In this experiment, we took ResNet20 to implement the SMA
with our proposed fusion methods, and the result is shown in
Table.13.

5) COMPARISON WITH BENCHMARKS
Based on the ResNet backbone in Table.8, we also repro-
duced the classic attention methods, CBAM [34], SEnet [32],
TAnet [35], andGCnet [37] tomake a comparison. The exper-
imental results are shown in Table.14.

Comprehensive comparison experiment results are shown
in Table.9, which indicate the same conclusion similar to
Section.IV-A5, and the performance gaps between our pro-
posed SMA and other attention benchmarks become larger.

V. CONCLUSION
In this article, we designed and constructed an MLAN frame-
work with a multi-level structure. Specifically, block and
group levels have their own residual structure and aggre-
gated attention. And to reduce the parameters of the atten-
tion mechanism, we proposed a lightweight SMA module.
Besides, we explored 4 different fusion methods to better
integrate information. Based on CIFAR10 and CIFAR100
datasets, we compared our methods with several acknowl-
edged attention methods and the results verified that our
method has lower computational complexity, fewer param-
eters, and higher accuracy.
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