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ABSTRACT This paper presents a new hybrid neural network controller for time series prediction and
chaotic synchronization. The proposed controller is called as a wavelet interval type-2 Takagi-Kang-
Sugeno (TSK) fuzzy brain emotional learning cerebellar model articulation controller (WIT2TFBCC), and it
consists of a wavelet interval type-2 TSK fuzzy brain emotional learning controller (WIT2TFBELC), and a
wavelet interval type-2 TSK fuzzy cerebellar model articulation controller (WIT2TFCMAC). The proposed
WIT2TFBCC can serve both as a control signal for chaotic master-slave synchronization and as a prediction
output signal for the time series predictor. Moreover, a robust compensator is used to achieve robust ability
of the system. A Lyapunov function was used to establish the adaptive laws and effectively adjust the system
parameters online. Finally, two examples of the application are presented to illustrate the performance of
proposed method.

INDEX TERMS TSK fuzzy system, interval type-2 wavelet function, brain emotional learning control,
cerebellar model articulation controller, 5D chaotic system, Henon map time series.

I. INTRODUCTION
Prediction of chaotic time series is always a major problem
in control engineering when dealing with unknown phenom-
ena with multiple variables in nonlinear systems and time-
varying systems [1]. Prediction has many applications in
various fields of science, such asmedicine [2], economics [3],
COVID-19 pandemic [4], and especially in engineering
[1], [5], [6], [7]. Chandra et al. [8] recommended a hybrid
deep learning methods using convolutional neural networks,
providing another comparison with simple neural networks
that use stochastic gradient descent and adaptive moment
estimation (Adam) for training. Li et al. [9] presented an
echo state network with improved topology for accurate and
efficient time series prediction.
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Furthermore, many studies using the chaotic trajectory
synchronization have been published in recent years, such
as Giap et al. presented a 3D Lorentz chaos system for
secure transmission [10], The applications of synchroniza-
tion of chaotic systems for the secure communication can
be found in [11], [12], and [13]. Lin et al. recommended
a 4D memristive chaos synchronization for image encryp-
tion [14]. Recently, a multilayer type-2 fuzzy control system
was discussed for the synchronization of 5D nonlinear chaotic
systems [15]. Hosny et al. introduced a 4D hyperchaotic Chen
system for color image encryption [16]. Yan et al. presented
a 5D fractional chaotic system synchronization, which could
be a good choice for secure transmission [17]. A type-2
BELC was proposed for 3D Lorentz chaotic systems [18].
Huynh et al. introduced the wavelet type-2 fuzzy brain imi-
tated neural network for the synchronization of 3D chaotic
systems [19]. The synchronization of chaotic systems by
using electronic components can be found in [20].
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In fuzzy systems, there are generally two types, namely
Takagi- Sugeno- Kang (TSK) fuzzy systems (FS) and
Mamdani-Larsen fuzzy systems [21]. In the TSKFS, the
introductory parts of the TSK rules are similar to the ‘‘IF’’
part of the other fuzzy inference (FI) rules. And the ‘‘THEN’’
part of the TSK rules is generally a polynomial function of
the input variable. This means that the constant in a general
inference process is replaced by the linear local equation in
the previous parts of a TSK -based FI model. This makes it
more expressive than the basic FI models. Therefore, the TSK
fuzzy inference model can improve mapping and achieve
accurate approximation performance, which makes it more
powerful for various applications. Therefore, in this work, we
combined TSK with CMAC and BELC channels to develop
a new controller, the wavelet interval type-2 TSK fuzzy brain
emotional learning cerebellar model articulation controller
(WIT2TFBCC).

To date, type-1 and type-2 intelligent control systems based
on fuzzy inference systems (FIS) have developed rapidly in
many fields [22], [23]. Since the type-1 FIS (T1FIS) relies on
fixed membership functions, it cannot efficiently deal with
the uncertainties of the inputs and parameters of nonlinear
systems. To overcome this problem, type-2 fuzzy inference
systems (T2FIS) and interval type-2 FIS (IT2FIS) are gen-
erally used because they are more general than T1FIS, have
greater design freedom to achieve better control performance,
and improve the response to the input uncertainty of mem-
bership functions. Nevertheless, deciding the membership
functions and network dimension for T2FIS and IT2FIS is
certainly a difficult task. The trial-and-error approach is a
common way to constrain the network structure dimension,
but it usually takes a lot of time to train and learn and does not
guarantee that the parameters and network structures can be
precisely defined. For this reason, many studies have devel-
oped solutions that combine various effective techniques,
additional networks and algorithms such as wavelet func-
tion [7], [22], function link network [24] and self-organising
algorithms [22].

Due to the imprecision of system uncertainties and exter-
nal disturbances, nonlinear chaotic synchronization systems
always pose a challenge to researchers. To solve these
problems, Lucas et al. [25] developed the Brain Emotional
Learning Controller (BELC). BELC is comprised of sen-
sory input, sensory learning, sensory output, emotional input,
emotional learning, emotional output, and output from the
controller. BELC has been integrated with another system
in order to boost its performance, such as CMAC [12],
fuzzy system [13], TSK fuzzy system [14], type-2 fuzzy
system [18], and wavelet type-2 fuzzy system [19]. BELC
has been utilized for chaotic synchronization and secure
communication [12], [13], [14].

The proposed method has combined the advantages of
wavelet interval type-2 function with TSKFS to form a neural
network (NN) structure for brain emotion learning. The sim-
ulation of Henon chaotic time series prediction and the

simulation of 5-D hyperchaotic synchronization illustrate the
performance of our proposed method. Subsequently, the pro-
posed method can be extended and applied to other elec-
tromechanical underactuated systems such as [26], [27],
and [28]. The main contributions of this work are listed
below:

(1) A new wavelet IT2FIS will be added to the BELC and
CMAC channels to improve response to member function
input uncertainty.

(2) TSKFS for dual-channel CMAC and BELC to update
parameters more flexibly, improve mapping, and provide
accurate approximation performance.

(3) A proposed WIT2TFBCC controller is designed for
chaotic system synchronization and prediction system.

(4) Using Lyapunov stability theory to prove the stability
of the proposed system.

The content of this paper consists of the following parts:
Section I introduces the problem to be solved, Section II
presents the proposed WIT2TFBCC for synchronization of
chaotic systems and shows how the update of the con-
troller parameters is determined by the Lyapunov method,
Section III shows the proposed WIT2TFBCC for time series
prediction and demonstrates the stability of the proposed
method. Section IV presents the numerical simulation results
for 5-D hyperchaotic inMatlab software. Section V shows the
result of Henonmap time series prediction. Finally, sectionVI
presents the conclusion of the paper. The main differences of
the proposed controller from others are listed in Table 1.

II. WAVELET INTERVAL TYPE-2 TAKAGI-SUGENO-KANG
FUZZY BRAIN EMOTIONAL CEREBELLAR MODEL
ARTICULATION CONTROLLER (WIT2TFBCC)
Consider a novel 5D hyperchaotic system expressed as [29]

ẋ1 = a1x2 + a2x4
ẋ2 = −a1x1 − a2x1x4
ẋ3 = a3x4
ẋ4 = −a2x1x2 − a4x3
ẋ5 = −a3x1

(1)

where a1, a2, a3 and a4 can be exactly known, and the slave
system can be provided as:

ẏ1 = a1y2 + a2y4 +1Y (y1)+ nd1 + u1
ẏ2 = −a1y1 − a2y1y4 +1Y (y2)+ nd2 + u2
ẏ3 = a3y4 +1Y (y3)+ nd3 + u3
ẏ4 = −a2y1y2 − a4y3 +1Y (y4)+ nd4 + u4
ẏ5 = −a3x1 +1Y (y5)+ nd5 + u5

(2)

where u = [u1, u2, u3, u4, u5]T is the control input vector,
nd = [nd1, nd2, nd3, nd4, nd5]T is the unknown external
disturbance, 1Y (y) = [1Y (y1),1Y (y2),1Y (y3),1Y (y4) ,
1Y (y5)]T is the uncertainty of the system, and yi(i = 1,
2, 3, 4, 5) is the slave state. The tracking error can be

104314 VOLUME 10, 2022



D.-H. Pham et al.: Wavelet Interval Type-2 TSK Hybrid Controller

TABLE 1. The main differences of the proposed controller from other methods.

calculated as 

e1 = y1 − x1
e2 = y2 − x2
e3 = y3 − x3
e4 = y4 − x4
e5 = y5 − x5

(3)

The error dynamics can be given by

ė1 = ẏ1 − ẋ1 = a1e2 + a2e4 +1Y (y1)+ nd1 + u1
ė2 = ẏ2 − ẋ2 = −a1e1 − a2y1y4 + a2x1x4
+1Y (y2)+ nd2 + u2

ė3 = ẏ3 − ẋ3 = a3e4 +1Y (y3)+ nd3 + u3
ė4 = ẏ4 − ẋ4 = −a4e3 − a2y1y2 + a2x1x2
+1Y (y4)+ nd4 + u4

ė5 = ẏ5 − ẋ5 = −a3e1 +1Y (y5)+ nd5 + u5

(4)

Equation (4) can be presented by the vector form as

ė = Te+ ϕ +1Y (yS )+ nd + u (5)

where

e = [e1, e2, e3, e4, e5]T ,

T =


0 a1 0 a2 0
−a1 0 0 0 0
0 0 0 a3 0
0 0 −a4 0 0
−a3 0 0 0 0

 ,
and

ϕ =


0

−a2y1y4 + a2x1x4
0

−a2y1y2 + a2x1x2
0


VOLUME 10, 2022 104315
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If 1Y (y) and nd are known, an ideal control value can be
defined as

u∗ = −Te− ϕ −1Y (yS )− nd −9e (6)

where 9 = diag(ψ1, ψ2, ψ3, ψ4, ψ5) is the feedback gain
matrix. Inserting (6) into (5) attains:

ė+9e = 0 (7)

If 9 can be regulated to fascinate the Hurwitz stability cri-
terion, then limt→∞ e → 0. In fact, the ideal controller
in (7) is not obtained because the lumped uncertainty, nd (t),
is not known for practical applications. Therefore, a wavelet-
interval type-2 TSK fuzzy brain emotional learning cerebellar
model articulation controller (WIT2TFBCC) is investigated
to mimic the ideal controller. In this section, the proposed
wavelet interval type-2 TSK fuzzy brain emotional learn-
ing cerebellar model articulation controller (WIT2TFBCC)
is presented. The proposed structure includes two channels:
The Wavelet Interval Type-2 TSK Cerebellar Model Articu-
lation Controller channel (WIT2TFCMAC) and the Wavelet
Interval Type-2 TSK Fuzzy Brain Emotional Learning
Controller channel (WIT2TFBELC). The WIT2TFBELC
channel contains four domains called input domain, associa-
tion memory domain, output weight domain, and sub-output
domain. The WIT2TFCMAC channel has five domains,
besides four domains as similar as the WIT2TFBELC, it has
one more domain called receptive-field domain which is
located between the associative memory domain and the
weight memory domain. The structure of the proposed algo-
rithm is described in Fig 1.

A. THE INPUT DOMAIN
In this domain, the input variables are denoted by a vector
x =

[
x1, x2, . . . , xi, . . . , xni

]T
∈ Rni , where xi and ni are the

ith input variable and the input dimension, respectively.

B. WIT2TFBELC CHANNEL
1) ASSOCIATIVE MEMORY DOMAIN
This domain uses the wavelet interval type-2 membership
function (WIT2MF).

aiq =

(
xi − mBiq
dBiq

)
exp

−
(
xi − mBiq

)2
2dB

2

iq

 (8)

and

aiq =

xi − mBiq
d
B
iq

 exp

−
(
xi − mBiq

)2
2d

B2
iq

 (9)

where mBiq, d
B
q and d

B
iq are respectively the center, the lower

variance and the upper variance of the WIT2MF. aq =
∑ni

i=1
aiq

aq =
∑ni

i=1
aiq

(10)

Set  a =
[
a1, . . . , aq, . . . , anq

]T
∈ <

nq

a =
[
a1, . . . , aq, . . . , anq

]T
∈ <

nq
(11)

2) WEIGHT MEMORY DOMAIN
In this research, the weight is formed by the TSK fuzzy
inference system. The following reference rules are exploited:

Rq : If x1 is a1q, x2 is a2q, . . . , and ani is aniq,

then

wBq = x1tB1q + x2t
B
2q . . .+ xni t

B
niq (12)

for i = 1, 2, · · · , ni, where q is the number of fuzzy rules,
q = 1, 2, . . . , nq in which nq is the fuzzy rules dimension, and
aiq is the fuzzy set for the i- th input, q- th output; and wBq is
the TSK-type output weight of WIT2TFBELC. Defining the
weight matrix for WIT2TFBELC channel

wB=



wB1
...

wBq
...

wBnq


=



tB11 . . . tBi1 . . . tBni1
... . . .

... . . .
...

tB1q . . . tBiq . . . tBniq
... . . .

... . . .
...

tB1nq . . . tBinq . . . tBninq





x1
...

xi
...

xni

= t
BT x

wB=



wB1
...

wBq
...

wBnq

=


tB11 . . . tBi1 . . . tBni1
... . . .

... . . .
...

tB1q . . . tBiq . . . tBniq
... . . .

... . . .
...

tB1nq . . . tBinq . . . tBninq





x1
...

xi
...

xni

= t
BT x

(13)

where

tB
T
=



tB11
...

tBjk
...

tBnjnk


=



tB11 . . . t
B
i1 . . . t

B
ni1

... . . .
... . . .

...

tB1q . . . t
B
iq . . . t

B
niq

... . . .
... . . .

...

tB1nq . . . t
B
inq . . . t

B
ninq


∈ <

ni×nq

and

tB
T
=



tB11
...

tBjk
...

tBnjnk

 =


tB11 . . . t
B
i1 . . . t

B
ni1

... . . .
... . . .

...

tB1q . . . t
B
iq . . . t

B
niq

... . . .
... . . .

...

tB1nq . . . t
B
inq . . . t

B
ninq


∈ <

ni×nq

3) SUB-OUTPUT DOMAIN

alq =

∑nq
q=1 a

l
qw

B
q∑nq

q=1 a
l
q

=

∑nq
q=1 a

l
qt
BT
q x∑nq

q=1 a
l
q

(14)
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arq =

∑nq
q=1 a

r
qw

B
q∑nq

q=1 a
r
q

=

∑nq
q=1 a

r
qt
BT
q x∑nq

q=1 a
r
q

(15)

where aljk and arjk are determined by Karnik-Mendel
algorithm [28]

alq =

{
aq, q ≤ Ls

aq, q > Ls
(16)

and

arq =

{
aq, q ≤ Rs

aq, q > Rs
(17)

where and Ls and Rs are the left and right switch points, then

aq =
alq + a

r
q

2
(18)

C. WIT2TFCMAC CHANNEL
1) ASSOCIATIVE MEMORY DOMAIN

oiq =

(
xi − mCiq
dCiq

)
exp

−
(
xi − mCiq

)2
2dC

2

iq

 (19)

oiq =

xi − mCiq
d
C
iq

 exp

−
(
xi − mCiq

)2
2d

C2

iq

 (20)

where mCiq, d
C
iq and d

C
iq are the center, the lower variance and

the upper variance of the WIT2MF, respectively.

2) RECEPTIVE-FIELD DOMAIN
Each block value is the product of the equivalent block of the
associative memory domain, which is determined by:

oq =
ni∏
i=1

oiq

oq =
ni∏
i=1

oiq

(21)

Set

o =
[
o1, . . . , oq, . . . , onq

]T
∈ <

nq (22)

and

o =
[
o1, . . . , oq, . . . , onq

]T
∈ <

nq (23)

3) WEIGHT MEMORY DOMAIN
Define the weight matrix for the CMAC channel with TSK
fuzzy reasoning as follows

Rq : If x1 is o1q, x2 is o2q, . . . , and oni is oniq,

then wCq = x1tC1q + x2t
C
2q . . .+ xni t

C
niq

for i = 1, 2, · · · , ni (24)

where wCq is the TSK-type output weight of TSKCMAC. For
detail, using the wavelet interval type-2 function, the weight
matrix is defined as follows:

wC =



wC1
...

wCq
...

wCnq


=



tC11 . . . t
C
i1 . . . t

C
ni1

... . . .
... . . .

...

tC1q . . . t
C
iq . . . t

C
niq

... . . .
... . . .

...

tC1nq . . . t
C
inq . . . t

C
ninq


.



x1
...

xi
...

xni


= tC

T
.x

wC =



wC1
...

wCq
...

wCnq

 =


tC11 . . . t
C
i1 . . . t

C
ni1

... . . .
... . . .

...

tC1q . . . t
C
iq . . . t

C
niq

... . . .
... . . .

...

tC1nq . . . t
C
inq . . . t

C
ninq


.



x1
...

xi
...

xni


= tC

T
.x (25)

where

tC
T
=



tC1
...

tCq
...

tCnq


=



tC11 . . . t
C
i1 . . . t

C
ni1

... . . .
... . . .

...

tC1q . . . t
C
iq . . . t

C
niq

... . . .
... . . .

...

tC1nq . . . t
C
inq . . . t

C
ninq


∈ <

ni×nq

tC
T
=



tC1
...

tCq
...

tCnq

 =


tC11 . . . t
C
i1 . . . t

C
ni1

... . . .
... . . .

...

tC1q . . . t
C
iq . . . t

C
niq

... . . .
... . . .

...

tC1nq . . . t
C
inq . . . t

C
ninq


∈ <

ni×nq

4) SUB-OUTPUT DOMAIN
The q-th output of the network is determined by the weight
memory domain and the Associative memory domain.

olq =

∑nq
q=1 o

l
qw

C
q∑nq

q=1 o
l
q

=

∑nq
q=1 o

l
qt
CT
q x∑nq

q=1 o
l
q

(26)

orq =

∑nq
q=1 o

r
qw

C
q∑nq

q=1 o
r
q

=

∑nq
q=1 o

r
qt
CT
q x∑nq

q=1 o
r
q

(27)

where olq and o
r
q are determined by Karnik-Mendel algorithm

[28], and Ls and Rs are the left and right switch points:

olq =

{
oq, q ≤ Ls

oq, q > Ls
(28)

orq =

{
oq, q ≤ Rs

oq, q > Rs
(29)

then

oq =
olq + o

r
q

2
(30)
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FIGURE 1. The structure of proposed WIT2TFBCC controller.

D. THE OUTPUT DOMAIN
Set

A=
[
a1, . . . , aq, . . . , anq

]
, O =

[
o1, . . . , oq, . . . , onq

]
,

Ha
=

[
ha1, . . . , h

a
q, . . . , h

a
nq

]T
,

Ho
=

[
ho1, . . . , h

o
q, . . . , h

o
nq

]T
Fig. 1 illustrates the proposed WIT2TFBCC. The controller
output is defined as:

uWIT2TFBCC = AHa
− OHo (31)

E. CONVERGENCE ANALYSIS
In practice there is always an error between the ideal con-
troller and the WIT2TFBCC controller

u = ûWIT2TFBCC + ε = ÂĤ
a
− ÔĤ

o
+ ε (32)

where Â, Ĥ
a
, Ô, and Ĥ

o
are respectively the estimated values

of A, Ha, O, and Ho.
ε is the minimum error between u∗ and uWIT2TFBCC(for

0 ≤ ε ≤ κ , where κ is constant vector), A∗ and
O∗ are optimal parameters for A and O, respectively. But
u∗WIT2TFBCC can be unattained, therefore an online estima-
tion of the WIT2TFBCC, uWIT2TFBCC, is applied to estimate
uWIT2TFBCC. Using (25), equation (26) becomes

u = uWIT2TBCC + urb = ÂĤ
a
− ÔĤ

o
+ urb (33)

where urb is a robust controller which rejects the approximate
error ε. The estimation error, ũ, is calculated by subtract-
ing (33) from (32) as follows:

ũ= u∗ − u = A∗H∗a−O∗H∗o − (ÂĤ
a
− ÔĤ

o
)+ε − urb

= ÂH̃
a
+ ÃĤ

a
+ÃH̃

a
−(ÔH̃

o
+ÕĤ

o
+ÕH̃

o
)+ε − urb

= ÂH̃
a
+ ÃĤ

a
+ÃH̃

a
−ÔH̃

o
− ÕĤ

o
− ÕH̃

o
+ε−urb

= ÂH̃
a
+ ÃĤ

a
−ÔH̃

o
−ÕĤ

o
+ ÃH̃

a
− ÕH̃

o
+ε−urb

(34)

where Ã = A∗ − Â, Õ = O∗ − Ô. The expansion of Ã and Õ
in the Taylor series can be achieved as [11]: Ã=Amm̃B

+ AdB d̃
B
+ A

d
B
˜d
B
+ AtB t̃

B
+ AtB

˜t
B
+ Ta

Õ=Omm̃C
+ OdC d̃

C
+ O

d
C
˜d
C
+ OtC t̃

C
+ OtC

˜t
C
+ To

(35)

where m̃B
= mB∗

− m̂B
, m̃C
= mC∗

− m̂C , d̃
B
= dB∗ − d̂

B
,

d̃
C
= dC∗−d̂

C
, ˜d

B
= d

B∗
−
ˆd
B
, ˜d

C
= d

C∗
−
ˆd
C
, t̃B = tB∗−t̂,

˜t
B
= tB∗ − ˆt

B
, t̃C = tC∗ − t̂C , ˜t

C
= tC∗ − ˆt

C
;TA and TO

are respectively higher-order term vectors of A, O; ∂aq
∂mB ,

∂oq
∂mC ,

∂A
∂dB

, ∂O
∂dC

, ∂A
∂d

B ,
∂O
∂d

C ,
∂A
∂tB ,

∂A
∂tB

, ∂O
∂tC ,

∂O
∂tB

are defined by:

[
∂aq
∂mB

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂aq
∂mB1q

, . . . ,
∂Anq
∂mBniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (36)

[
∂aq
∂dB

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂aq
∂dB1q

, . . . ,
∂aq
∂dBniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (37)

[
∂aq

∂d
B

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂aq

∂d
B
1q

, . . . ,
∂aq

∂d
B
niq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (38)

[
∂aq
∂tB

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂aq
∂tB1q

, . . . ,
∂aq
∂tBniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (39)

[
∂aq

∂tB

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂aq

∂tB1q
, . . . ,

∂aq

∂tBniq
, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (40)

[
∂oq
∂mC

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂oq
∂mC1q

, . . . ,
∂oq
∂mCniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (41)

[
∂oq
∂dC

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂oq
∂dC1q

, . . . ,
∂oq
∂dCniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (42)

[
∂oq

∂d
C

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂oq

∂d
C
1q

, . . . ,
∂oq

∂d
C
niq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (43)
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[
∂oq
∂tC

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂oq
∂tC1q

, . . . ,
∂oq
∂tCniq

, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (44)

[
∂oq

∂tC

]
=

0, · · · , 0︸ ︷︷ ︸
(q−1)×ni

,
∂oq

∂tC1q
, . . . ,

∂oq

∂tCniq
, 0, · · · , 0︸ ︷︷ ︸
(nq−q)×ni

 (45)

Inserting (35) into (34) obtains

ũ = ÂH̃
a
+(AmBm̃B+AdB d̃

B
+A

d
B
˜d
B
+AtB t̃

B
+AtB

˜t
B
+Ta)

× Ĥ
a
− ÔH̃

o
− (OmC m̃C + OdC d̃

C
+ O

d
C
˜d
C
+ OtC t̃

C

+OtC
˜t
C
+ To)Ĥ

o
+ ÃH̃

a
− ÕH̃

o
+ ε − urb

= ÂH̃
a
− ÔH̃

o
+ AmBm̃BĤ

a
+ AdB d̃

B
Ĥ
a
+ A

d
B
˜d
B
Ĥ
a

+AtB t̃
BĤ

a
+ AtB

˜t
B
Ĥ
a
− (OmC m̃CĤ

o
+ OdC d̃

C
Ĥ
o

+O
d
C
˜d
C
Ĥ
o
+ OtC t̃

CĤ
o
+ OtC

˜t
C
Ĥ
o
)TaĤ

a
− ToĤ

o

+ ÃH̃
a
− ÕH̃

o
+ ε − urb

= ÂH̃
a
− ÔH̃

o
+ AmBm̃BĤ

a
+ AdB d̃

B
Ĥ
a
+ A

d
B
˜d
B
Ĥ
a

+AtB t̃
BĤ

a
+ AtB

˜t
B
Ĥ
a
− OmC m̃CĤ

o
− OdC d̃

C
Ĥ
o

−O
d
C
˜d
C
Ĥ
o
− OtB t̃

CĤ
o
− OtC

˜t
C
Ĥ
o
+ θ − urb (46)

where the cumulative error, θ = TaĤ
a
− ToĤ

o
+ ÃH̃

a
−

ÕH̃
o
+ε is assumed to be bounded by ‖θ‖ < κ . Defining the

sliding surface as s = e+ 9
t∫
0
e(τ )dτ . The derivate of s can

be calculated by (6), (7), and (34) as follows

ṡ = ė+9e = u∗ − u

= ÂH̃
a
− ÔH̃

o
+ Ĥ

aT
AmBm̃B + Ĥ

aT
AdB d̃

B

+ Ĥ
aT
A
d
B
˜d
B
− Ĥ

oT
OmC m̃C − Ĥ

oT
OdC d̃

C

− Ĥ
oT
O
d
C
˜d
C
− Ĥ

oT
OtB t̃

C
− Ĥ

oT
OtC
˜t
C
+ θ − urb

(47)

Theorem 1: The nonlinear 5-D hyper chaotic system given
in using (1). The proposed WIT2TFBCC is shown in (31)
using the update laws from (48) to (60) combining with the
robust controller in (60). Then the robustness of the system
can be definite.

˙̂Ha
= lHasT Â (48)

˙̂Ho
= lHosT Ô (49)

˙̂tBq = ltBsqAtBq Ĥ
a

(50)

˙̂
tBq = ltBsqAtBq

Ĥ
a

(51)

˙̂tCq = −ltC sqOtCq
Ĥ
o

(52)

˙̂
tCq = −ltC sqOtCq

Ĥ
o

(53)

˙̂mB
= lmBsATmBĤ

a
(54)

˙̂
d
B
= l

d
BsATdBĤ

a
(55)

˙̂
d
B
= l

d
BsAT

d
BĤ

a
(56)

˙̂mC
= −lmC sOTmC Ĥ

o
(57)

˙̂
d
C
= −l

d
BsOTdC Ĥ

o
(58)

˙̂
d
C
= −l

d
C s(t)OT

d
BĤ

o
(59)

urb = κ̂sign(s) (60)

where lHa , lHo , ltB , ltB , ltC , ltC , lmB , l
d
B , l

d
B , lmC , l

d
C , l

d
C are

learning rates and positive values.
Proof: Defining a Lyapunov function as:

V = sT s+
H̃
aT
H̃
a

2lHa
+
H̃
oT
H̃
o

2lHo
+
m̃BT m̃B

2lmB
+
d̃
BT
d̃
B

2ldB

+
m̃CT m̃C

lmC
+
d̃
CT
d̃
C

ldC
+
t̃BT ˙̃tB

ltB
+

˜t
BT ˙̃tB

ltB
+
t̃CT ˙̃tC

ltC

+

˜t
CT ˙̃tC

ltC
+
κ̃2

2lκ
(61)

where κ̃ = κ − κ̂ , κ̂ is the estimation value of κ and κ̃ is the
estimation error.

The derivative of (61) is

V̇ = sT ṡ+
tr
(
H̃
aT ˙̃Ha

)
lHa

+

tr
(
H̃
oT ˙̃Ho

)
lHo

+

tr
(
t̃BT ˙̃tB

)
ltB

+

tr
(
˜t
BT ˙̃tB

)
ltB

+

tr
(
t̃CT ˙̃tC

)
ltC

+

tr
(
˜t
CT ˙̃tC

)
ltC

+
m̃BT ˙̃mB

lmB

+
d̃
BT ˙̃d

B

ldB
+

˜d
BT ˙̃
d
B

l
d
B
+
m̃CT ˙̃mC

lmC
+
d̃
CT ˙̃d

C

ldC

+

˜d
CT ˙̃
d
C

l
d
C
+
κ̃ ˙̃κ

lκ
(62)

= sT (ÂH̃
a
−ÔH̃

o
+AmBm̃BĤ

a
+AdB d̃

B
Ĥ
a
+ A

d
B
˜d
B
Ĥ
a

+AtB t̃
BĤ

a
+AtB

˜t
B
Ĥ
a
−OmC m̃CĤ

o
− OdC d̃

C
Ĥ
o

−O
d
C
˜d
C
Ĥ
o
− OtB t̃

CĤ
o
−OtC

˜t
C
Ĥ
o
+ θ(t)− urb)

+

tr
(
H̃
aT ˙̃Ha

)
lHa

+

tr
(
H̃
oT ˙̃Ho

)
lHo

+

tr
(
t̃BT ˙̃tB

)
ltB

+

tr
(
˜t
BT ˙̃tB

)
ltB

+

tr
(
t̃CT ˙̃tC

)
ltC

+

tr
(
˜t
CT ˙̃tC

)
ltC

+
m̃BT ˙̃mB

lmB
+
d̃
BT ˙̃d

B

ldB
+

˜d
BT ˙̃
d
B

l
d
B

+
m̃CT ˜̇m

C

lmC
+
d̃
CT ˙̃d

C

ldC
+

˜d
CT ˙̃
d
C

l
d
C
+
κ̃ ˙̃κ

lκ
(63)
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Remark 1: Ha∗, Ho∗, tB∗, tC∗, tB∗, tC∗mB∗, mC∗, dB∗,
dC∗, d

B∗
, d

C∗
are constants, therefore, ˙̃Ha

= −
˙̂Ha, ˙̃Ho

=

−
˙̂Ho,
˙̃tB =

˙̂
tB, ˙̃tC =

˙̂
tC , ˙̃tB = ˙̂tB, ˙̃tC = ˙̂tC , ˙̃mB

= − ˙̂mB,
˙̃mC
= − ˙̂mC ,

˙̃
d
B
=
˙̂
d
B
,
˙̃
d
C
=
˙̂
d
C
, ˙̃dB = ˙̂dB, ˙̃dC = ˙̂dC .

Remark 2:

Ĥ
aT
AmBm̃B = m̃BTATmBĤ

a

Ĥ
aT
AdB d̃

B
= d̃

BT
AT
dB
Ĥ
a

Ĥ
aT
A
d
B
˜d
B
=
˜d
BT
AT
d
BĤ

a

Ĥ
oT
OmC m̃C = m̃CTOTmC Ĥ

o

Ĥ
oT
OdC d̃

C
= d̃

CT
OT
dC
Ĥ
o

Ĥ
oT
O
d
C
˜d
C
=
˜d
CT
OT
d
C Ĥ

o

and

tr
(
H̃
aT ˙̂Ha

)
=

∑nq

q=1
H̃
aT ˙̂Ha

tr
(
H̃
oT ˙̂Ho

)
=

∑nq

q=1
H̃
oT ˙̂Ho

tr
(
t̃BT ˙̂tB

)
=

∑nq

q=1
t̃BTq
˙̂tBq

tr
(
˜t
BT ˙̂
tB
)
=

∑nq

q=1
t̃
BT
q
˙̂
tBq

tr
(
t̃CT ˙̂tC

)
=

∑nq

q=1
t̃CTq
˙̂tCq

tr
(
˜t
CT ˙̃tC

)
=

∑nq

q=1
t̃
CT
q
˙̂
tCq

V̇ =
∑nq

q=1
H̃
aT
(
sT .Â−

˙̂Ha

lHa

)

−

∑nq

q=1
H̃
oT
(
sT .Ô+

˙̂Ho

lHo

)

+

∑nq

q=1
t̃BTq

(
sq.AtBq Ĥ

a
−

˙̂tBq
ltB

)

+

∑nq

q=1
t̃
BT
q

sq.AtBq Ĥa
−

˙̂
tBq
ltB


−

∑nq

q=1
t̃CTq

(
sq.OtCq

Ĥ
o
+

˙̂tCq
ltC

)

−

∑nq

q=1
t̃
CT
q

sq.OtCq
Ĥ
o
+

˙̂
tCq
ltB


+ m̃BT

(
s.ATmBĤ

a
−

˙̂mB

lmB

)
+d̃

BT

s.AT
dB
Ĥ
a
−

˙̂
d
B

l
d
B

+ ˜dBT

×

s.AT
d
BĤ

a
−

˙̂
d
B

l
d
B



FIGURE 2. The structure of the proposed synchronization method.

FIGURE 3. The structure of nonlinear system prediction using proposed
WIT2TFBCC.

− m̃CT

(
s.OTmC Ĥ

o
+

˙̂mC

lmC

)
− d̃

CT

s.OTdC Ĥo
+

ˆ̇
d
C

l
d
B


−
˜d
BT

s.OT
d
BĤ

o
+

˙̂
d
C

l
d
C

+ sT (θ − urb)+ κ̃ ˙̃κlκ (64)

Via the compensator in (60) and the update parameters in
(43)-(54), (64) becomes:

V̇ = sT (θ − urb)+
κ̃ ˙̃κ

lκ
= sT

(
θ − κ̂sign(s)

)
+
κ̃ ˙̃κ

lκ

= sT θ − κ̂ ‖s‖ +
κ̃ ˙̃κ

lκ
(65)

If the adaptive law of the error bound is adjusted by as below:
˙̃κ = −˙̂κ = −lκ ‖s‖, then (65) becomes

V̇ = sT θ − κ̂ ‖s‖ −
(
κ − κ̂

)
‖s‖ = sT θ − κ ‖s‖

≤ ‖θ‖ . ‖s‖ − κ ‖s‖

= − (κ − ‖θ‖) ‖s‖ ≤ 0 (66)

Since V̇ (k) is negative semi-definite, it shows that κ̃
and s(t) are bounded. Define 0 = (κ − ‖θ‖) s ≤

(κ − ‖θ‖) . ‖s‖ ≤ −V̇ . Integrating 0 with admiration to
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FIGURE 4. (a) The external pertubations, and (b) uncertainties of 5D
chaotic system.

time, obtains: ∫ t

0
0(ς )dς ≤ V (0)− V (t) (67)

Because V (0) is bounded, V̇ does not increase and bounded,
so limt→∞

∫ t
0 0(ς )dς < ∞. This indicates that when

t →∞ then s→ 0. Therefore, the stability for the proposed
WIT2TFBCC algorithm is proved.

III. THE WIT2FBCC PARAMETER LEARNING ALGORITHM
FOR TIME SERIES PREDICTION
Consider a nonlinear system described as [1]

y(t + 1) = f (y(t), y(t − 1), . . . , y(t − n)), r(t),

r(t − 1), . . . , r(t − n)) (68)

where f (.) is the unknown function f : <n → <, r and y are
the input and output of the system, respectively. The input
data r(t) is used to train the network and the final output
from the neural network is also the output of the system.

FIGURE 5. 3D projection of 5D chaotic system (a) x1x2x3, (b) x1x2x4, and
(c) x1x2x5.

Considering the single input-single output system for sim-
plicity, the tracking error for the system is defined as

e(t) = y(t)− yN (t) (69)

where yN (t) is the desired output for the system and yN (t) =
uWIT2TFBCC(t) is the output of the neural network.

A. CONVERGENCE ANALYSIS FOR CHAOS
TIME-SERIES PREDICTION
A Lyapunov function is given as follows:

Vp(t) =
1
2
e2(t) (70)

VOLUME 10, 2022 104321



D.-H. Pham et al.: Wavelet Interval Type-2 TSK Hybrid Controller

FIGURE 6. The Synchronization of each axis of 5D chaotic system using WIT2TFBCC (a) x1y1, (b) x2y2, (c) x3y3, (d) x4y4 and (e) x5y5.

The derivate of V :

1Vp(t) = Vp(t + 1)− Vp(t) =
1
2
(e2(t + 1)− e2(t)) (71)

According to the literature [19], the error can be repre-
sented by

e(t + 1) = e(t)−1e(t) ∼= e(t)+
(
∂e(t)
∂ϒ

)T
1ϒ (72)

where 1ϒ is the change of ϒ . from (12) to (13), obtains

1ϒ = lϒ

(
−
∂Eϒ (t)
∂ϒ

)
= lϒeϒ (t)

∂ ŷ(t)
∂ϒ

(73)

where lZ can be one of these learning rates lHa , lHo , ltB , ltB ,
ltC , ltC , lmB , l

d
B , l

d
B , lmC , l

d
C , l

d
C . Thus,

1Vp(t) =
1
2

(
e2(t + 1)− e2(t)

)
=

1
2
(e(t + 1)− e(t))(e(t + 1)+ e(t))

=
1
2
1e(t)

[
e(t)+

1
2
1e(t)

]
=

[
∂e(t)
∂ϒ

]T
lϒe(t)

∂ ŷ(t)
∂ϒ

×

[
e(t)+

1
2

(
∂e(t)
∂ϒ

)T
lϒe(t)

∂ ŷ(t)
∂ϒ

]
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TABLE 2. The parameters of 5D hyper chaotic system.

TABLE 3. Initial parameters of the proposed WIT2TFBCC.

TABLE 4. Comparison in root mean square error (RMSE) of WIT2TFBCC and other methods.

= −

[
∂ ŷ(t)
∂ϒ

]T
lϒe(t)

∂ ŷ(t)
∂ϒ

×

[
e(t)−

1
2

(
∂e(t)
∂ϒ

)T
lze(t)

∂ ŷ(t)
∂ϒ

]

= −lϒe(t)

∣∣∣∣∂ ŷ(t)∂ϒ

∣∣∣∣2
[
1−

1
2
lϒ

∣∣∣∣∂ ŷ(t)∂ϒ

∣∣∣∣2
]

(74)

Let The term Zϒ is the variable that represents for the expres-
sion Zϒ =

∂ ŷ(t)
∂ϒ

, gives

1Vp(t) = −βϒe2(t) |Zϒ (t)|2
[
1−

1
2
lϒ (Zϒ (t))2

]
(75)

If lz is chosen as

0 < lz <
2

(max(Zϒ ))2
(76)
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FIGURE 7. The error signal of each axis of 5D chaotic system using
WIT2TFBCC.

FIGURE 8. The control signal of each axis of 5D chaotic system using
WIT2TFBCC.

FIGURE 9. Phase plane plot of reference output and predicted output for
Henon map chaotic system.

Therefore, 1
2 lϒ (Zϒ (t))

2
≤ 1, so 1Vp(t) < 0. Thus, the con-

vergence of the online learning algorithm is guaranteed by the
Lyapunov stability theorem in Section II. The error between
the desired output and the output of the WIT2TFBCC con-
verges to zero if t →∞.

FIGURE 10. Result of training process using the proposed WIT2TFBCC.

FIGURE 11. (a) The testing output with 100 samples, and (b) The error
signal of the testing process using the proposed WIT2TFBCC.

IV. WIT2TFBCC FOR 5-D HYPERCHAOTIC
SYNCHRONIZATION
The parameters of the 5D hyper chaotic system are given
in Table 5. where rand(·) builds a random number in
range [0, 1]. The parameters for the proposed WIT2TFBCC
control system are selected for WIT2TFBCC, the parame-
ters of the proposed WIT2TFBCC are shown in Table 2.
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FIGURE 12. RMSE using the proposed WIT2TFBCC during 100 epochs.

The external perturbations and uncertainties of the hyper-
chaotic system are shown in Figs. 4(a) and (b), respectively.
The 3D projections of the synchronization for the 5D hyper-
chaotic system using the WIT2TFBCC are shown in Fig. 5,
and the synchronization of each axis is shown in Fig. 6. The
tracking errors are shown in Fig. 7, and the control effort is
shown in Fig. 8. From the simulation results, the proposed
method synchronizes well with small tracking errors. In par-
ticular, the average RMSE of WIT2TFBCC is reduced and
reaches the smallest value among all (see Table 4 ). However,
WIT2TFBCC requires longer computation time due to its
complex structure. This is reasonable because the higher the
performance, the larger the computational cost.

The external perturbations and uncertainties of the hyper-
chaotic system are shown in Figs. 4(a) and (b), respec-
tively. The 3D projections of the synchronization for the
5D hyperchaotic system using the WIT2TFBCC are shown
in Fig. 5, and the synchronization of each axis is shown
in Fig. 6. The tracking errors are shown in Fig. 7, and the
control effort is shown in Fig. 8. From the simulation results,
the proposed method synchronizes well with small tracking
errors. In particular, the average RMSE of WIT2TFBCC
is reduced and reaches the smallest value among all (see
Table 4 ). However, WIT2TFBCC requires longer compu-
tation time due to its complex structure. This is reason-
able because the higher the performance, the larger the
computational cost.

V. SIMULATION RESULTS OF WIT2TFBCC FOR HENON
MAP TIME SERIES PREDICTION
Our method can be applied to the prediction of time series
systems such as Henon map time series to illustrate the
performance of our method. The Henon map is chosen as the
prediction plant, which is referred to as [1] and [7]:

y(k + 1) = −1.4y2(k)+ 0.3y(k − 1)+ 1 (77)

This system has the past input-output values y(k),
y(k−1) therefore a parallel model is needed for the time series
prediction. 1000 data points are chosen from the system over

TABLE 5. Comparison of proposed method with others.

the interval [−1.51.5]. The initial conditions are defined as
y (0) = y (1) = 0.4. Next, we use the training architecture
for chaos time series prediction in Fig. 9, which shows the
reference output and the predicted output of training and test
data for the chaotic Henon map system. Fig. 10 shows the
training process with 1000 samples between the blue solid
line (the reference output) and the red dotted line (the output
prediction with WIT2TFBCC). Fig. 11 (a) shows the testing
process with 100 samples and Fig. 11(b) shows the result
of the error signal between the reference output and the
prediction output with our method. Fig. 12 shows the RMSE
between our method and the others FBELC, RCFBC and
T2BELC, the RMSE of ourmethod is the best among them all
because it converges to zero faster and more elastic. Table 5
shows the comparison of our method with the others, the
test RMSE of our method is the smallest among all, but the
calculation time is the longest because of the complexity of
our method.

VI. CONCLUSION
In this study, the method for designing the WIT2TFBCC
controller for synchronizing chaotic systems and predicting
time series is proposed. The proposed controller has been
successfully tested for synchronization of 5-D hyperchaotic
systems and prediction of Henon Map time series. For the
convergence of the chaotic synchronization system, an addi-
tional compensator with the sign function is used due to the
complexity of the chaotic system. However, for the predic-
tion of time series, no compensator is used, only optimal
convergence according to the learning rate must be used,
since the time series change continuously with time. Future
studies can be 1) using optimal algorithms, such as modi-
fied grey wolf optimization (MGWO), to find the optimal
learning rates faster, 2) applying our method for hardware
applications.
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