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ABSTRACT Insolvency is a crucial problem for several insurance companies that suffer from it. This
problem has direct or indirect effects on both the people working in the financial business and normal
citizens. Thus, in insurance companies, the ability to predict insolvency is in great demand. There are several
efforts proposed to predict insurance company insolvency using computer science methods (e.g., support
vector machine and fuzzy systems). Each country has its own data patterns due to interior matters. Thus,
insurance companies from different countries may have different data patterns. Consequently, the utilized
predictive model should adapt to the dataset at hand. To our best knowledge, despite there are several efforts
to build an insolvency predictive model, none of these efforts explored the Egyptian market. In addition,
even the existing efforts did not utilize the ensemble learning methods in the insolvency prediction problem.
In this context, we have two main contributions to this work. First, we proposed the first public access
dataset of Egyptian insurance companies. The collected dataset was gathered from 11 Egyptian insurance
companies during the years 1999 to 2019. The dataset consists of a set of 22 ratios (21 input features and one
output feature), e.g., retention and investment yield alongside the solvency ration (i.e., the target feature).
In the second contribution, we proposed exploring the performance of the ensemble learning methods to
address the insolvency prediction problem. Thus, we proposed building several insolvency predictive models
using ensemble learning and classic machine learning models. Next, the proposed models are evaluated on
different accuracy metrics, e.g., Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). The
experimental results revealed that the ensemble learning-based models outperformed the classic machine
learning-based models. Moreover, the correlation analysis between the utilized 22 financial ratios revealed
that the most significant ratios, for the task of predicting the solvency ratio, are the technical provisions
to shareholders’ funds, insurance companies’ debit balances to shareholders, and earnings after taxes to
shareholders’ funds.

INDEX TERMS Bagging, Egyptian market, ensemble models, insolvency, insurance, machine learning.

I. INTRODUCTION
In any society, the insurance sector plays a significant role
in maintaining economic stability as a major financial market
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investor. Besides, insurance companies play a significant role
in offering essential financial services for society’s members.
These companies insure the insured against various Financial
threats that the insured may face through insurance cover-
age that allows households, corporations, and public sector
entities to transfer these risks to the insurance companies.
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For example, general insurance companies assist companies
and households in limiting the financial costs of different
risks to their personal belongings, legal liability, etc. In some
instances, insurance companies on both sides of the balance
sheet face various threats, and because of deteriorating finan-
cial market conditions, the value of an insurance company’s
assets can decrease.

Meanwhile, distress or the failure of an insurance company
may occur either because of insufficient claims provisions or
inadequate capital to resist unanticipated losses, or because
of insured incidents or fluctuations in assets it holds. Some
insurance companies’ activities may increase the risk of trou-
ble or loss and ultimately cannot regain their position, which
is referred to as the problems of financially distressed or
financial insolvency [1]. Consequently, potential insolvencies
need to be identified as soon as possible to direct regulators
in the insurance companies towards deficiencies that require
attention to prevent actual insolvencies [2], [3].

Insolvency is one of the critical threats that insurance
companies aim to eliminate because of its negative impacts,
which may affect the insurance industry’s continuity. When
an insurance company becomes insolvent, it will influence
the workers and put the shareholders’ and policyholders’
stakes at risk. As a result, insolvency has become a significant
concern for insurance companies. Thus, it is critical for them
that early warning signs of financial distress can be identified
in a company before insolvency [4], [5].

The insurance insolvency phenomenon is global, and so
many approaches for predicting insolvency in the insurance
industry have been suggested. The prior research, which
focused on financial insolvency in property-liability insurers,
is divided into two directions. First, some research focuses
exclusively on evaluating and forecasting insolvency using
financial indicators as variables, but such variables gener-
ally violate statistical assumptions [6], [7], [8], [9]. Second,
some studies proposed statistical methods, such as Canonical
correlation analysis, discriminant or logistic analysis [10],
[11], [12], and other studies tried to use Artificial Intelligent
(AI) based methods such as neural networks, fuzzy kernel
c-means, and rough set theory [4], [13], [14], [15], [16], [17],
[18], [19], [20], [21]. Recently, some studies attempted to
utilize machine learning models to predict insurance insol-
vencies, such as support vector machine (SVM) and random
forest (RF), and compared them with statistical models; the
findings showed higher accuracy in machine learning mod-
els [3], [22]. Despite these efforts, little research has been
conducted to predict insurance insolvencies in the Egyptian
market. In addition, there is no research utilizing the ensemble
learning technique.

Our research adds in several ways to the existing literature
on insurance insolvency. First, defining the main and impor-
tant ratios that indicate the insolvency of insurance companies
in the Egyptian insurance market can help decision-makers
diagnose a company’s likelihood of survival and avoid that
risk. Second, in order to enhance the predictability and to
help build an early warning system capable of being used by

regulators for insolvency prediction and priority ranking of
insurance companies, in this research, we propose bagging
and boosting ensemble techniques to predict the insurance
companies’ insolvency based on a real dataset of Egyptian
insurance companies in the Egyptian market. There has been
a lack of empirical studies about this matter in the Egyptian
market. Besides, our proposed work utilizes the bagging and
boosting methods for the first time in solving the problem
of predicting the insolvency of insurance companies, as the
existing literature studies utilized machine learning tech-
niques such as random forest and support vector regressor
(SVR). Thus, the main contributions of this work can be
summarized as follows:

1) To the best of our knowledge, we contributed to the
literature the first dataset of the Egyptian insurance
market. This dataset can be utilized to compare the pat-
terns of insolvency insurance companies from different
countries. This help to link countries with similar insol-
vency events. The proposed dataset is made publicly
available.1

2) We proposed studying the correlation of the different
financial factors (e.g., collective ratio and operation
ratio) to figure out the most significant factor(s) in the
task of insolvency prediction of insurance companies.

3) We proposed exploring the performance gap between
the classic machine learning (ML) methods and the
ensemble learning methods in the task of predicting
the insolvency of insurance companies on the proposed
dataset.

The rest of this article is structured as follows. Background
and literature review are presented in Section II, followed
by data and methodology in Section III. Next, Section IV
explains the experimental setup, evaluation metrics, and the
findings of the experiment. Finally, the key findings and
suggestions some directions for future research are offered
in Section V.

II. BACKGROUND AND LITERATURE REVIEW
A. BACKGROUND
Machine learning and deep neural networks have recently
exhibited top-notch performance in a wide range of applica-
tions [23], [24], [25], [26], For instance, various natural lan-
guage processing (NLP) and computer vision tasks, such as
language modeling [27], speech recognition [23], [24], com-
puter vision [28], sentence classification [29], and machine
translation [30], require the processing of text, images, and
speech.

Moreover, machine learning has emerged as a novel way
of financial data processing, which makes it an appropri-
ate approach for predicting financial markets [31], [32],
[33], [34]. From the machine learning perspective, the issue
of insurance prediction can be formulated as a supervised
machine learning task. In this context, machine learning

1https://github.com/Ahmed-Fathalla/Predicting-insolvency-of-insurance-
companies-in-Egyptian
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algorithms are powerful tools that can learn through experi-
ence and through the use of data without being explicitly pro-
grammed. Therefore, machine learning algorithms are widely
used in different real-world applications, such as email filter-
ing [35], sequence-to-sequence modeling [36], and computer
vision [37].

Ensemble learning methods (bagging, boosting, and stack-
ing) are important practical machine learning techniques used
in different predictive problems [38], [39], [40], as they can
consistently achieve higher predictive accuracy results com-
pared to single powerful machine learning models. In ensem-
ble learning techniques, multiple machine learning models
(i.e., weak learners, or base learners) are trained to address
the same predictive task, then they are integrated to gain the
desired output.

In the Bagging and Boosting algorithms, the same learner-
type algorithm is used. The major difference is that the train-
ing mechanisms of the weak learners in both methods are
different. Bagging ensemble (stands for Bootstrap Aggrega-
tion) [41] is a type of ensemble learning technique that uses
various datasets randomly sampled with replacements from
the original dataset.

In such a way, the obtained datasets are used to train
multiple base learners in parallel, and then, all of the out-
puts are averaged to determine the final result. A bagging
ensemble is beneficial for reducing the variance and solving
over-fitting issues in a model. Consequently, it improves the
prediction ability of the weaker predictive models (regressor
or classifier).

Boosting ensemble is a sequential method where the base-
learners are trained sequentially and adaptively to impose
more weight on the miss-classified (high error) observations
to improve model predictions of a learning algorithm [42].
Boosting algorithms are beneficial for decreasing bias error
and building strong predictive models.

In this paper, we propose predicting the insolvency of
insurance companies in the Egyptian market using two
ensemble methods, namely, 1) bagging and 2) boosting
ensemble learning methods.

B. LITERATURE REVIEW
Insurance companies’ insolvency is a critical and common
occurrence that harms the economy, particularly in small
to medium-sized enterprises, because of its adverse effects.
We present in this section the previous studies that examine
financial distress by developing models for forecasting insol-
vency based on key insurance company indicators in several
ways, such as financial ratios (FR) as variables, statistical
methods, and ML models.

Several previous research has sought to analyze and predict
insolvency in property/liability insurance companies. Cum-
mins [6], BarnNiv and Smith [7], BarNiv [8], and Harmelink
[9] introduced business failure models based on financial
ratios (FR) as explicative variables to evaluate and predict
insolvency in the insurance industry. Where ratios may be
used as financial analytical tools, they are not predictive

since they normally depend on historical details. Again, while
helping to systematically concentrate attention on key areas
and to summarize knowledge in an understandable way and
recognize patterns and relationships, such variables generally
do not obey the assumptions of statistics. To circumvent these
difficulties, some studies applied statistical methods such as
canonical correlation analysis, logistic regression analysis,
and Multiple Discriminant Analysis (MDA) to make pre-
dictions regarding the demise of insurance companies. For
example, the MDA model correctly detects 92% of insolvent
companies two years previous to the determination of their
insolvency, according to Trieshmann and Pinches [12].

Ambrose and Carroll [10] compare and combine Best’s
ratings with financial ratios to determine their ability to
predict life insurer insolvency by using MDA. Stowe and
Watson [11] tried to reach a specific combination of assets
that gives sufficient information about a specific combination
of liabilities in order to examine the relationship between the
structure of each of the assets and liabilities in life insurance
companies by using Canonical correlation analysis.

Other studies on property-liability insurance financial
insolvency tried to use Artificial Intelligent (AI) methods
and machine learning models such as neural networks, fuzzy
kernel c-means, random forest (RF), support vector machine
(SVM), and rough set theory, for example. Brocket [13], [14],
[16] tried to implement neural network methods to obtain
an early warning of insurer insolvency or predict the insol-
vency of insurance companies, and the results of these neural
network methods show high predictability and generaliz-
ability and outperform the traditional statistical approaches.
Segovia Vargas et al. [15] applied the two methods (See5 and
Rough Set) to the problem of forecasting the insolvency of
Spanish non-life insurance companies using a set of finan-
cial ratios. The conclusion is that these methods can be an
effective tool for determining an insurance firm’s insolvency.
Chiet et al. [18] created and developed an insolvency predic-
tive model using ANN that could predict general insurance
companies’ future failure in Malaysia. The findings reveal a
high degree of predictability. Rustam and Yaurita [22] tried
to utilize SVM model and Rustam and Saragih [3] tried to
use RF as a machine learning model to predict insurance
companies’ insolvency. According to the findings of two
studies, machine learning models can be an effective tool for
determining an insurance company’s insolvency.

In [43], the authors addressed the problem of aggregated
over-funded pension plans in the context of game theory.
Thus, considering the fund is underfunded, we can define the
aim of a given firm asminimizing the difference between fund
assets and actuarial liability to an acceptable level. In case
the fund is over-funded, minimizing this difference is not
accepted. This can be linked to situations that can go without
some investment opportunities that could yield potential high
profits. It is typical in the literature on the best administra-
tion of defined benefit pension systems to take into account
quadratic loss functions. The authors proposed a modified
game, based on the existing games, for the problem with two
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different scenarios. Their findings include that Decentralized
interaction results in an effective fund excess split. In addi-
tion, if the sponsoring firm is worried about the safety of the
pension plan, this behavior corresponds in equilibrium with
a firm that wants to maximize its own discounted expected
utility in the first scenario game. In the first proposed scenario
game, if the sponsoring firm is concerned about the pension
plan’s security, this conduct equilibrates with a firm that seeks
to maximize its own discounted anticipated utility.

In [44], the authors proposed addressed the problem of
portfolio selection in financial investments. The authors
framed this problem as an optimization problem and then they
utilized a collaborative neuro-dynamicmethod that optimized
using the particle swarm optimization (PSO) algorithm to
select the optimal portfolio. The optimization model includes
two contradicting objectives, namely, minimizing the risk
value and maximizing the potential portfolio outcome. The
authors evaluated their proposed method in four markets,
where the proposed method successfully converged in all of
them.

The authors in [45] addressed the problem of designing an
option portfolio. They proposed a dynamic option portfolio
design; they proposed to adjust the design on daily basis.
In this context, they proposed using the delta-gamma approx-
imation of the function of the option price to address the
problem. Their proposed method is thoroughly evaluated and
compared with the state-of-the-art methods, and the results
show that their proposed method delivers the performance of
the state-of-the-art methods but withmuchmore run-time; the
run-time of their method is better than the other methods of
comparison by an order of magnitude.

From the discussed literature, we can conclude that there is
a lack of datasets collected from the Egyptian insurance mar-
ket. In addition, ensemble learning models are not explored
in the current efforts to build insolvency predictive models.
Of note, a comparison between classic machine learning and
ensemble learning predictive models does not exist in the
current literature. This comparison should outline the perfor-
mance gap between these two types of models.

III. DATA AND METHODOLOGY
A. DATASET
The introduced dataset represents the financial factors of 11
Egyptian insurance companies over a period of many years.
Each company data is presented by 22 numerical values of
real data type. Each value represents a financial factor in
terms of a ratio. The target value is the solvency rate, a real
number as well. Thus, the task of insolvency prediction can be
framed as a regression problemwith 21 input features and one
outcome (i.e., solvency ratio). If the predicted solvency ratio
falls out of a predefined range, then the insurance company
will suffer from insolvency and vice versa.

The collected data of this work are obtained from the
items of the annual financial statements of Egyptian property-
liability insurance companies that are published in the annual

reports of the Egyptian insurance companies issued by
the Egyptian Financial Supervisory Authority. All of these
reports are publicly available.2 This study covers the period
between 1999 and 2019. The dataset has one public sector
company and ten private sector companies. Table 1 lists the
insurance companies’ details (i.e., company name, company
sector, and the number of data years).

TABLE 1. Details of the insurance companies.

The Insurance Regulatory Information System (IRIS) is a
system initially designed by McKinsey and Company. It was
developed by the National Association of Insurance Com-
missioners (NAIC) to provide an early warning system for
insurance company insolvency based upon accounting ratio
values derived from the annual financial statements of insur-
ance companies [46]. In this study, we used 21 financial ratios
that are used to measure efficiency in financial performance
and were used primarily by regulators to predict the solvency
ratio of an insurance company. Their application to direct
insurance companies in the Egyptian insurance market was to
predict the insolvency ratio for insurance companies, which
was counted from the annual financial statements of Egyptian
property-liability insurance companies. Table 2 shows all the
ratios that are used with an ‘‘acceptable’’ range of ratios,
and Fig. 1 shows the distribution of the solvency ratio of
the Egyptian insurance companies in the proposed dataset.
In Table 2, each ratio is represented by the letter ‘‘R’’ and the
ratio number, where R22 is the output variable. In Fig. 1, the
x-axis represents the solvency ratio, whereas the y-axis rep-
resents the number of companies that produced the indicated
solvency ratio on the x-axis at any year.

In the correlation analysis, Fig. 2 depicts the pairwise
correlation (measured using Pearson correlation coefficient)
of the utilized independent variable. In other words, Fig. 2
reveals how features/factors are correlated to each other. This
information can be used to recognize the most significant
financial factors that help in predicting insolvency. The closer
the value to zero the less the correlation and vice versa.
The target feature, in Fig. 2 represents the outcome variable.
From Fig. 2, we can conclude that the target variable is most
correlated to feature R17 by a correlation score of 0.8. Then,
the second most correlated feature is feature R5 and R21

2The source of data.
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FIGURE 1. Histogram chart of the values of solvency ratio in the dataset.

with correlation scores of 0.7 and 0.5, respectively. Thus, the
correlation analysis revealed a strong relationship between
the outcome feature on one side, and the R17, R5, and R21
ratios on the other side. These three ratios represent the tech-
nical provisions to shareholders’ funds, insurance companies’
debit balances to shareholders, and earnings after taxes to
shareholders’ funds, respectively.

B. SYSTEM OVERVIEW
The proposed predictive system can be better realized with
the help of a block diagram graphical illustration, as in Fig. 3.
This is because the proposed system can be understood as a
pipeline of well-known machine tasks which were adapted to
be suitable for the task of insolvency prediction.

The first phase of the proposed predictive system includes
data preparation, as depicted in Fig. 3. In this context,
any machine learning model begins with data collection (as
described in Sec. III-A). Next, in the pre-processing stage,
data must be processed before any future operations can be
fed into themachine learningmodel, the first stage of Fig. 3 as
well. Such cleaning tasks often include removing outliers and
imputing missing values. Additionally, a feature engineering
method (i.e., label encoding) is used to convert categorical
variables (i.e., features) values into unique numbers.

Furthermore, in order to assess the performance of the
proposed machine learning models, for model validation,
we used two validation methods, namely, hold-out validation
and k-fold cross-validation. The validation method is a statis-
tical method used to estimate the performance (or accuracy)
of machine learning models. The holdout method is a basic
and simple approach in which we divide our entire data set
into two parts: training data and testing data. In this approach,
the data is first shuffled randomly before being split. As the
name implies, we train the model on training data and then
evaluate it on the testing set. Cross-validation (as depicted in
Fig. 4) is used to avoid overfitting a prediction model, which
is particularly useful when the amount of data available is lim-
ited. The K -fold cross-validation is one strategy for improv-
ing the holdout method. In cross-validation, a fixed number
of folds (or partitions) of the data is set, then the experiment

runs the analysis on each fold. Finally, we calculate the mean
and the standard deviation of the overall error estimate.

In the modeling stage of Fig. 3, we used a support vector
machine and three ensemble learning machines (i.e., Bag-
ging, Boosting, and Random Forest). Finally, in the fourth
stage, we evaluate the performance of the proposed machine
learning models with respect to three evaluation metrics (as
discussed in Sec. IV-B).

C. METHODOLOGY
Customizing the model’s hyperparameters is one of the most
challenging aspects ofmachine learningmodel design. This is
because varying hyperparameter values can result in varying
degrees of precision. Our research employed two distinct
modes of learning: classical machine learning and ensemble
learning. The proposedmodel makes use of classical machine
learning techniques such as SVR and Random Forest.

Each learning model is subjected to a grid search in
order to obtain the best parameter tuning. The hyperpa-
rameters are critical because they have a significant influ-
ence on how a machine learning model behaves in general.
The Random Forest regressor allows for the adjustment of
parameters such as n_estimators, max_features, max_depth,
min_samples_split, min_samples_leaf, and bootstrap. Grid
search was used to determine the best value for n_estimators.

The hyperparameters of ensemble learning via Boosting
algorithms are critical in resolving the trade-off between
bias and variance. For example, when using the Cat-
boost regressor, the number of iterations, learning_rate,
leaf_regularization, and tree depth are adjusted to achieve
the highest accuracy. By utilizing grid search, we were
able to acquire the best value for the number of iterations.
Unlike bagging algorithms, which control only the model’s
high variance, boosting algorithms control both aspects (bias
and variance) and are therefore considered to be more effec-
tive. For example, when using the Bagging regressor, the
base_estimator, n_estimators, max_samples, max_features,
bootstrap, and bootstrap_features are adjusted to achieve the
highest accuracy. Grid search was used to determine the best
value for n_estimators. Table 3 shows the best parameter
values for the above-mentioned machine learning models.
Other utilized models’ parameters which are not listed in
Table 3 are set to the default parameters values.
In the proposed work, we utilized the CatBoost [47] boost-

ing algorithm, which is a fast implementation of gradient
boosting algorithm and successfully handles categorical fea-
tures, where the Egyptian-companies variable (represented
by R0 in Fig. 2) is the categorical feature in the proposed
work.

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
The experiments were conducted on a computer with an
Intel(R) Core (TM) i7-9750H CPU @ 2.60GHz and 16−GB
for RAM. The utilized OS is 64-bit Windows 10. The

117308 VOLUME 10, 2022



A. A. Khalil et al.: Predicting Insolvency of Insurance Companies in Egyptian Market

FIGURE 2. Correlation matrix of the dataset variables.

Framework implementation is developed in the Python pro-
gramming language.Moreover, the dataset is loaded using the
Pandas [48] data-frame.

Machine learning models are implemented using Scikit-
Learn [49] (RF and SVM) and CatBoost3 libraries. Other
commonly used libraries include Matplotlib [50]. To assure
the re-producibility of the experimental models, parameter
configurations, and reported results, we made the proposed
work’s source code, visualizations, and data freely accessible
online via the author’s GitHub page.4

For evaluation purposes, we used two validation meth-
ods, typically, hold-out validation and k-fold cross-validation

3https://catboost.ai/
4https://github.com/Ahmed-Fathalla/Predicting-insolvency-of-insurance-

companies-in-Egyptian

(CV) methods [51], [52]. Hold-out validation divides the
data into training and test sets, with the test sets being used
to evaluate the predictive model’s performance. Typically,
we used a splitting ratio of 80% and 20%. On the other hand,
the CV is used for estimating the generalization performance.
Practically, k-fold CV splits data into k equal parts, then,
the predictive model is trained for k times. Fig. 4 depicts an
example of a 5-fold CV (k = 5) method. As shown in Fig. 4,
for i = 1, 2, . . . , k , the model is evaluated on the k th fold,
while other folds are used for training.

B. EVALUATION METRICS
We employ the well-known used evaluation metrics to com-
pare and evaluate the performance of the proposed machine
learningmodels. The selected evaluationmetrics are based on
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TABLE 2. List of ratios.

TABLE 3. Hyperparameters values of the ML models.

the recently published works on the insolvency of insurance
companies’ problems [53], [54], [55]. These three metrics
include the Mean Absolute Error (MAE , Eq. 1), Root Mean
Squared Error (RMSE , Eq. 2), and Coefficient of determina-
tion (R2, Eq. 3). These metrics represent absolute and relative
error evaluation methods.

MAE =
1
N

N∑
i=1

∣∣yi − ŷi∣∣ (1)

RMSE =

√√√√ 1
N

N∑
i=1

(
yi − ŷi

)2 (2)

R2 = 1−

∑N
i=1(yi − ŷi)

2∑N
i=1(yi − ȳ)2

(3)

TABLE 4. Proposed models’ performance on test set.

whereN denotes the number of observations, yi indicates true
values, ŷi signifies predicted values, and ȳ specifies the mean
true values.

C. RESULTS
The evaluation of the proposed models is conducted over the
model’s accuracy and CV (i.e., variance). In the accuracy
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FIGURE 3. Block diagram of the proposed method.

FIGURE 4. Cross-validation method.

evaluation, the proposed models will be examined over two
types of metrics, namely, the error measure (i.e., MAE and
RMSE) and themeasurement can the variation of a dependent
variable be explained by the independent variable(s), i.e.,
R2. In the second point of evaluation, the variance of the
performance of the proposed model will be examined using
k-fold cross-validation.

Table 4 lists the scores of the threemetrics for the first point
of comparison, i.e., the accuracy. The methods of comparison
include two ensemble learning methods and seven classic
machine learning methods. Obviously, the CatBoost model

outperforms the other models on all of the three metrics,
while the SVR and Lasso models produced the worst per-
formance. The Lasso performance is expected as its best
results are achievedwhen the number of features is larger than
the number of training samples [56], which is not the case
with the proposed dataset. The proposed dataset has 21 input
features with a few hundred training samples. Of note, the
bad performance of the SVR model can be linked to the fact
that the data is imbalanced [57]. The collected data covered
a different number of years, based on the company, as shown
in Table 1.

For the second point of evaluation, the proposed models’
performance variance is listed in Table 5 for 15-fold cross-
validation. Despite changing the data split ratio between the
train and test sets, the performance gaps between the four
proposed models are still the same as reported in Table 4. The
reported standard deviation of the three accuracy metrics is
small compared to the average accuracy values, except for the
support vector machine model, which has a relatively large
variance. For the R2 metrics, Fig. 5 depicts the variance over
the 15-folds. Of note, the baggingmodel has the least reported
variance and is then followed by the random forest model
while the CatBoost model has the most variance. Similarly,
Fig. 6 depicts the variance in the MAE metric for the ran-
dom forest, bagging, and CatBoost models. The performance
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FIGURE 5. R2 score of 15-fold cross-validation.

FIGURE 6. MAE of 15-fold cross-validation.

TABLE 5. Proposed models’ performance using 15-fold cross-validation.

variance of these three models is identical to the reported
variance of Fig. 5.

V. CONCLUSION
In this work, we proposed collecting the first insolvency
dataset for Egyptian insurance companies. The collected

dataset is spread over 20 years and includes 21 important
financial ratios alongside the solvency ratio (i.e., the target
variable). Then, this proposed dataset is utilized for training
a predictive model of insolvency in insurance companies.
These proposed predictive models are developed based on
two different machine learning techniques, namely, 1) classic
machine learningmodels such as SVM and RF, and 2) ensem-
ble learning models such as bagging and gradient boosting
on decision trees. Next, these two techniques are compared
for the sake of studying the performance gap between them.
To evaluate the proposed models, a cross-validation analysis
is performed and several accuracy metrics are measured.
The experimental results outlined that the ensemble learning
models outperformed the classic machine learning models.
The best predictive model for insolvency from the Egyptian
insurance companies’ data is the gradient boosting on deci-
sion trees.
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