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ABSTRACT The risk for depression and anxiety increased as people adjusted to a new normal after
the COVID-19 pandemic. Early detection and appropriate onset treatment and support can reduce the
consequences of depression. Automatic detection of depression in social media has recently become an
important area of investigation. However, because of the lack of extensive annotated data, we propose a
method for using a model that learns to answer a depression questionnaire and apply it to make population-
level predictions. We used the eRisk 2021 Task 3 training dataset to build an automated model to fill
the Beck’s Depression Inventory (BDI) questionnaire. We selected the best performing model for each
group of questions based on predefined metrics and consolidated those models into one model (called the
BDI_Multi_Model). The BDI_Multi_Model achieved better performance than the state-of-the-art for this
challenging task. Then, we used this model for inference on a Canadian population dataset and compared its
predictions with the statistics of the most recent mental health survey conducted by Statistics Canada. The
correlation between the inference of the answered questionnaire based on our BDI_Multi_Model and the
official statistics showed a strong Pearson correlation of 0.90.
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INDEX TERMS Deep learning, beck depression inventory, text classification, mental health, depression
detection.

I. INTRODUCTION16

Depression is a severe public health issue and one of the17

world’s most recognized mental disorders, with an estimated18

3.8% of the population worldwide being impacted.1 It causes19

numerous disability-adjusted years worldwide for the work-20

force. Depression in Canada has received national attention,21

in general and also during the COVID-19 pandemic. Recog-22

nizing persons suffering from depression and assisting those23

in need is a critical step toward building a better living envi-24

ronment. However, the process of identifying those who have25

a mental illness is a difficult task.26

Various psychiatric scales are used to assess individuals’27

mental health. For example, researchers may use PHQ-928

The associate editor coordinating the review of this manuscript and

approving it for publication was Amin Zehtabian .
1https://www.who.int/news-room/fact-sheets/detail/depression

(Patient Health Questionnaire) to quantify depressed symp- 29

toms. It is a commonly used tool for diagnosing and mea- 30

suring the severity of depression, and it assesses behavioral 31

characteristics, self-harm, and suicidal thoughts. Another 32

option is the Beck Depression Inventory (BDI) question- 33

naire, developed by [1]. It is one of the most commonly 34

used tools for estimating the severity of depression. It is a 35

self-reported inventory of 21 questions with multiple choices 36

that are grounded in the patient’s thoughts rather than psy- 37

chodynamic perspectives. Even though these measures are 38

well-established psychiatric instruments, choosing the scale 39

that will be most accurate for a given demographic sample 40

and using it is a complicated task. 41

Meanwhile, the use of social media has significantly 42

increased over the past few years. As a result, it has attracted 43

many researchers to analyze its contents in different fields and 44

attempt to predict mental health problems within a particular 45
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population. In this article, we aim to build a risk-mitigation46

tool that allows professionals and decision makers such as the47

Public Health Agency of Canada (PHAC) to detect the level48

of depression among social media users without having to ask49

them to spend time manually filling out a depression ques-50

tionnaire. Governments can target each group with appropri-51

ate monitoring programs, plan necessary medical assistance52

to the concerned parties in the early stages, and allocate the53

necessary resources to reduce the burden of mental illness in54

their region by identifying suffering clusters in demographic55

information.56

Our methodology is summarized in Figure 1. Using the57

dataset of Task 3 of the eRisk 2021 shared task at CLEF 2021,58

which contains the user’s history of posts on Reddit, together59

with the answers of these users to the BDI questionnaire,60

we trained multiple machine learning models that resulted in61

amulti-model that can answer the questions with higher accu-62

racy than the state-of-the-art models. This model can now63

be applied to new users who do not provide answers to the64

questions. To evaluate the performance of our multi-model65

approach at the population level, we applied it to a dataset of66

social media users representative of the Canadian population67

(tweets). We will show that our multi-model approach can68

detect depression indicators in tweets.69

Finally, we use Pearson correlations scores to study asso-70

ciations between age and sex population statistics and our71

multi-model inference scores.72

We used deep learning techniques based on selective (fil-73

tered) posts to classify the data extracted from the Reddit74

postings. Next, we utilized pre-trained models to classify the75

related posts for each category and assign a category-based76

level. Then we fine-tuned the deep learning models using77

different parameters based on the classifier’s topic, which78

enhanced the general depression prediction score from a79

previous maximum score of 83.59% to 84.38% and improved80

the depression category score from 41.25% to 48.75% (see81

section IV for details about the evaluation measures).82

The main contributions of this article are as follows:83

1) Further test the possibility of using different social84

media platforms to trainmultiplemachine learningmod-85

els based on linguistic features to generalize on a popu-86

lation level.87

2) Enhance the accuracy of the automated BDI answering88

system using amulti-model category-based architecture.89

3) Apply the model on a population level to automatically90

answer the BDI-Questionnaire and estimate the depres-91

sion level accordingly.92

The rest of this article is organized as follows: Section II93

summarizes relevant works of machine learning research in94

predicting depression with a special focus on population-95

level analysis. In addition, the related auto-fill systems96

in the eRisk shared task are reviewed. Section III intro-97

duces the datasets used in this research. In Section V, our98

BDI_Multi_Model methodology is explained in detail, and99

the user-level results for the eRisk dataset are presented.100

In Section VI we present our population-level experiments101

and discuss the results. Finally, conclusions and future work 102

are discussed in Section VII. 103

II. RELATED WORK 104

Depression has gained significant interest from researchers 105

due to its effect on human beings and society. Current 106

research shows essential associations between an individ- 107

ual’s mental health and the linguistic content they share on 108

social media. Recent advances in applying Natural Language 109

Processing and other Machine Learning techniques to social 110

media to address mental health are found in the following 111

surveys [2], [3], [4], [5], [6], [7]. 112

Analysis of social media for predicting mental disor- 113

ders can be done on a post-level basis using explicit or 114

implicit attributes of the post [8], [9], [10], at the user- 115

level by aggregating multiple posts as a single document 116

or analyzing behavioral changes over time [9], [11], [12], 117

[13], [14], [15], [16], or finally at population-level. For 118

example, [17] developed a probabilistic model to detect the 119

behavioral changes associated with the onset of depression. 120

Whereas, [18] achieved 0.88 AUC score by training a random 121

forest model using an estimated weight of psychological 122

factors such as stress, depression, anxiety, hopelessness, lone- 123

liness, burdensomeness, insomnia, and sentiment polarity to 124

predict suicide ideation within the tweets. 125

On the population level, [19] represented the US counties 126

as graph interactions between Linguistic Inquiry, and Word 127

Count (LIWC) features, then trained several graphs neural 128

networks: graph convolutional network, graph attention net- 129

work, a hybrid network, and graph isomorphism network to 130

learn the population health representation, and finally, used 131

logistic regression (LR) to estimate the health indices of 132

3,221 counties. A significant correlation was observed with 133

six health measures, and models with linguistically analyzed 134

Twitter data improved predictive accuracy for 20 community 135

health measures. Note that this work is not about mental 136

health. 137

Based on data from Reddit users who changed from a 138

mental health condition to suicide ideation, [20] developed a 139

statistical approach relying on three cognitive psychological 140

integrative theories of suicide, including thinking, ambiva- 141

lence, and decision making; they identified markers to detect 142

this changeover episode. 143

From the Chinese Longitudinal Healthy Longevity 144

Study (CLHLS) survey, [21] chose 1,538 senior persons. 145

Six machine learning models, including deep neural network 146

(DNN), gradient boosted decision tree (GBDT), SVM, and 147

LR with lasso regularisation were used along with multivari- 148

ate long short-term memory (LSTM). Different depression 149

risk indicators and the risk of depression in the older popula- 150

tion have been studied using this LSTM. 151

The most related to our research is the eRisk 2021 task 3, 152

which is concerned with measuring the severity of depression 153

signs. The dataset is explained in detail in section III. The 154

task is a continuation of Task 3 at eRisk 2019 and Task 2 at 155

eRisk 2020, and its objective is to automatically estimate 156
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FIGURE 1. Methodology overview.

a user’s degree of depression based on their social media157

postings. It was difficult to achieve good performance on158

the task metrics in the three editions of the shared task.159

Most of the submitted runs were barely above the baseline160

of choosing the most frequent answer to each question. The161

best performing run [22] in 2021 achieved 73.17% for the162

depression score, exceeding the values from the previous163

two years. However, only 41.25% of the social media users164

were correctly classified into the right level of depression.165

These findings support the task’s potential to extract specific166

depression-related data from social media behavior automat-167

ically. However, there is still room for improvement in the168

generalization process to advance toward a more comprehen-169

sive and adequate depression screening tool. Themulti-model170

we will present in section V is able to achieve higher scores,171

advancing state of the art.172

III. DATASETS173

The datasets used in this research are listed in Table (1).174

We utilize eRisk Dataset (R1) explained in section (III-A) to175

train a machine learning model to answer the BDI depres-176

sion questionnaire automatically. Then, the model is used177

to automatically answer the BDI questionnaire for the users178

from the P1 dataset, in order to estimate the depression179

for a representative Canadian population sample. Finally,180

to compare our model’s predictions with official statics,181

we use the 2015-2016 population-based Canadian Commu-182

nity Health Survey (CCHS) onMental Health andWell-being183

conducted by Statistics Canada (P_CCHS). P_CCHS esti-184

mates the depression in the Canadian provinces and territo-185

ries during the year under study; it was a telephone-based186

survey.187

TABLE 1. Summary of the datasets used in this study.

A. eRisk DATASET 188

eRisk is an initiative to explore issues of evaluation method- 189

ologies, performance metrics, and other aspects related to 190

building test collections and defining challenges for early risk 191

detection related to health and safety.2 The dataset used in this 192

research is based on the eRisk 2021 Task 3 (Measuring the 193

severity of the signs of depression). The task is a continuation 194

of Task 3 at eRisk 2019 and Task 2 at eRisk 2020, and it is 195

the last in this series. Its objective is to automatically estimate 196

a user’s degree of depression by building machine learning 197

models to answer a standard depression questionnaire (BDI) 198

using the users’ social media postings. 199

The dataset includes 170 social media users who have filled 200

the BDI questionnaire and voluntarily provided the reference 201

to their Reddit forum posts, the history of their writings was 202

extracted right after the user filled the questionnaire. 203

The questionnaire contains 21 questions (see AppendixVII 204

for the complete BDI questionnaire [1]) that assess the 205

existence of depression signs such as sadness, pessimism, 206

fatigue, and so on. Each question has four possible responses 207

(0, 1, 2, 3) except for question 16 (about sleep patterns) and 208

question 18 (about appetite) that have seven possible answers 209

namely: 0, 1a, 1b, 2a, 2b, 3a, and 3b. The training set is 210

composed of 43, 514 Reddit posts and comments authored 211

by 90 users who answered the BDI questionnaire throughout 212

the last two years. The test dataset contains 19, 803 posts 213

and comments submitted by 80 people. More information 214

regarding the dataset can be found at [23]. 215

Figure 3 displays the distribution of the answers for BDI 216

questions in the training data. When making these counts, 217

branches (a) and (b) for questions 16 and 18 were grouped 218

together because they all contribute the same number of 219

points when determining a user’s depression level. 220

The following preprocessing rules are applied to R1 Reddit 221

posts: 222

• Concatenate the title of the post and the post’s text. 223

• Expand contractions. 224

2https://erisk.irlab.org/

VOLUME 10, 2022 102035



R. S. Skaik, D. Inkpen: Predicting Depression in Canada by Automatic Filling of BDI Questionnaire

FIGURE 2. Class distribution for the users’ answers in the training data.

• Remove the words/sentences between square brackets.225

• Clean punctuation, special characters and extra white226

spaces.227

• Convert text to lowercase.228

• Remove administrative posts, for example: ‘‘Your post229

was removed for breaking [**rule . . . .]’’.230

• All posts with less than four characters are ignored.231

B. POPULATION-LEVEL TWITTER DATASET232

Weused a population dataset fromAdvanced Symbolics Inc.3233

(ASI), a market research company in Canada. ASI is continu-234

ously collecting tweets posted by Twitter users using Condi-235

tional Independence Coupler (CIC) sampling algorithm that236

is based on Coupling from the Past (CFTP) [24]. The stopping237

condition is enhanced by measuring the distance between238

the new node and the seed node, then adjusting the weights239

of sampling using post-stratification to compensate for the240

underrepresented groups of the population. The algorithm’s241

ability to produce a representative population sample has242

been mathematically proved, and the author confirmed the243

sample’s representativeness by comparing 3, 032 Toronto244

Twitter user profiles with census data from the same year. The245

author found that the demographics of Twitter users closely246

matched those of the 2011 census [25]. By 2018, they have247

collected millions of tweets from 278, 627 users. Thus, P1248

dataset (a subset of ASI data) is statistically representative249

data of Canada’s population for 2015 tweets.250

The P1 dataset contains spatial, demographic, and textural251

information as follows:252

1) SPATIAL INFORMATION253

The location of Twitter users can be inferred either by using254

the GPS coordinates of the tweets or by using Microsoft’s255

Bing Maps to determine the coordinates of the self-declared256

location.257

2) DEMOGRAPHIC INFORMATION258

ASI estimates the age and sex probability distribution by259

analyzing the Twitter profile photo using Face++.4 Then the260

3https://advancedsymbolics.com/
4A deep learning system developed by Megvii Technology to obtain face

attributes.

probability distribution is adjusted by comparing the first 261

namewith Canada’s birth records and the life tables5 that con- 262

tain life expectancy and associated age and sex projections for 263

Canada [26], [27]. 264

The age and sex probability distribution is deduced for each 265

user in 12 fields as follows: 266

A = {Ai : 1 ≤ i ≤ 1} 267

S = {‘‘M ′′, ‘‘F ′′} 268

Sexage = {P(sa) : ∀s ∈ S ∧ a ∈ A} 269

where 270∑
(∀s∈S)

P(s) = 1 and
∑

(∀a∈A)
P(a) = 1 271

A1 : ‘‘ ≤ 25′′,A2 : ‘‘25− 34′′ 272

A3 : ‘‘35− 44′′,A4 : ‘‘45− 54′′ 273

A5 : ‘‘55− 64′′,A6 : ‘‘ > 65′′ 274

The differences between the probabilities of each category 275

vary. Thus, we decided to keep users with high confidence 276

for both Age and Sex prediction based on the following rules: 277

• Sex: We assign to the user the sex of the maximum sex 278

probability of all age groupswith a probabilitymore than 279

92.5%, using the following equation: 280

P(S) = {max(PMale,PFemale) : 281

|PMale − PFemale| > δ; δ = 0.85} 282

• Age: We assign to the user the age group of the maxi- 283

mum age group probability (P(α)), given that the differ- 284

ence between the largest and the second largest is greater 285

than ε, where ε = 2 ∗ P(αj), using the following steps: 286

P(α)← max{
∑

(∀ζ∈S)
P(α) : α ∈ A} 287

B← A− Age(P(α)) 288

P(β)← max{
∑

(∀ζ∈S)
P(β) : β ∈ B} 289

and |P(α)− P(β)| > ε 290

3) TEXTUAL INFORMATION 291

A tweet is a short status update posted by the user with a limit 292

of 140 characters, which doubled to 280 in 2017. 293

The P1 dataset is a subset of the ASI dataset with the 294

following conditions: 295

• Each user must have a location mapped to a Canadian 296

province/territory. 297

• Each user must have age or sex prediction with the 298

minimum defined confidence. 299

• Each user must have a minimum of 5 posts. 300

• Each post must be at least 32 characters in length. 301

• The posts need to have timestamps during 2015. 302

After applying the above conditions, the number of posts 303

decreased from 9, 304, 441 to 2, 582, 912 tweets and the 304

number of users from 278, 627 to 15, 982 users. 305

5https://www150.statcan.gc.ca/n1/en/catalogue/84-537-X
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C. CCHS-MH SURVEY306

The P_CCHS data source is the output of the 2015-2016307

Canadian Community Health Survey (CCHS). CCHS is a308

cross-sectional survey that provides information on health at309

federal and provincial levels conducted by Statistics Canada.310

Details about the survey methodology are described in [28].311

The depression module was optional in 2015; therefore, only312

seven provinces and one territory participated (the number of313

respondents was 52,996), from which 28,738 were female,314

and the remaining 24,258 were male. Depressive symp-315

toms were assessed using the Patient Health Questionnaire-9316

(PHQ-9) to assess the severity of depression symptoms dur-317

ing the previous two weeks. The PHQ-9 is a commonly318

used screening tool, with a score of 10 or higher suggesting319

more severe depression symptoms. Considering the depres-320

sion scale for PHQ-9 > 9, the 12-month prevalence rate for321

depression in Canada for 2015 was estimated to be 7.1%322

distributed as illustrated in Table (2).323

TABLE 2. Depression prevalence among males and females in Canada’s
provinces based on CCHS 2015-2016 statistics MN: Manitoba, NB: New
Brunswick, NF: Newfoundland and Labrador, NS: Nova Scotia, NT:
Northwest Territories, ON: Ontario, PE: Prince Edward Island, SK:
Saskatchewan.

IV. EVALUATION METRICS324

We used four evaluation metrics on the R1 dataset level: the325

ones from the shared task explained in the task overview326

paper [29]. On the P1 and P_CCHS datasets, we used Pear-327

son correlation as the evaluation measure. The metrics on328

the R1 dataset were: Average Hit Rate (AHR), the Aver-329

age Closeness. Rate (ACR), the Depression Category Hit330

Rate (DCHR), and the Average Difference between Overall331

Depression Levels (ADODL). We briefly explained them as332

follows:333

AVERAGE HIT RATE (AHR)334

AHR is a strict metric that computes the proportion of occur-335

rences in which the automatically completed questionnaire336

has the exact same response as the filled questionnaire. The337

Hit Rate is a stringent measure that computes the ratio of338

cases where the automatically answered questionnaire has339

the same answers as the actual users’ answers to the same340

question.341

THE AVERAGE CLOSENESS RATE (ACR)342

ACR is the closeness rate averaged over all users. Taking343

in the account that the multi-choices implemented in the344

questionnaire represent the well-established depression cat- 345

egories in psychology, the Closeness Rate CR computes the 346

standard deviation called absolute difference (AD) between 347

the real and the automated answers. The absolute difference is 348

transformed into an effectiveness score as (IV), where MAD 349

is the maximum absolute difference, which is equal to the 350

number of possible answers minus one: 351

CR =
(MAD− AD)

MAD
(1) 352

THE DEPRESSION CATEGORY HIT RATE (DCHR) 353

Measures the correctness of the estimation achieved over all 354

users according to the well-established depression categories 355

in psychology. The previous measures assess the systems’ 356

ability to answer each question in the form. DCHR instead 357

does not look at question-level hits or differences but com- 358

putes the overall depression results. The DCHR consists of 359

computing the fraction of cases where the automated ques- 360

tionnaire led to a depression category that is equivalent to 361

the depression category obtained from the real questionnaire 362

level with well-established four categories of depression, 363

as shown in Table 3. 364

TABLE 3. Depression severity scale.

The depression class distribution in the training dataset is 365

displayed in Figure 3. 366

FIGURE 3. Class distribution of depression level based on BDI
questionnaire in the training data.

AVERAGE DODL (ADODL) 367

Measures the difference between overall depression lev- 368

els (DODL) averaged over all users. Like the DCHR, the 369

DODL computes the overall depression level (sum of all 370

the answers) for the actual and automated answers then the 371

absolute difference (AD overall) between the actual and the 372

automated score is computed. Depression levels are integers 373
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between 0 and 63 and, thus, DODL is normalized into [0, 1]374

as in (2):375

ADODL =
(63− AD_Overall)

63 ∗ υ
376

AD_Overall =
υ∑
i=1

|AS[i]− US[i]|377

where AS = actual_score,US = automated_score378

(2)379

PEARSON CORRELATION380

The association between the prediction output (PD) and the381

CCHS data is calculated using the Pearson correlation coef-382

ficient (ρ) based on the following equation:383

Correl(X ,Y ) =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
384

The correlation coefficient ranges from −1 to 1. The higher385

the correlation coefficient would indicate a significant and386

positive relationship between the two sets of variables.387

V. USER-LEVEL CLASSIFICATION METHOD AND RESULTS388

We employed deep learning techniques to classify informa-389

tion extracted from the postings into four classes except390

for questions 16 and 18, which have seven choices (seven391

classes).392

For answering the 21 questions of the BDI ques-393

tionnaire, we trained n ∗ 21 classifiers and formed the394

BDI_Multi_Model based on the best performing classifier on395

a specific question, where n is the total number of models396

using k different parameters, as illustrated in Figure 4. The397

performance is measured based on the evaluation criteria of398

the validation set described in Section IV. The n classifiers399

were built based on the filtering methods, pretrained models,400

deep learning architectures including different hyperparame-401

ters, and custom parameters as described below.402

A. FILTERING METHODS403

For each question, we focused on selecting a subset of posts404

for each user. The goal is to keep the most relevant posts to405

each question to increase the probability of finding an answer406

to the topic of the question. We call this process filtering407

of the posts. We also experimented with keeping all posts,408

with the caveat that training deep learning models on long409

texts (the concatenation of all posts) is slow or sometimes410

problematic for BERT-like models.411

We employed three methods for filtering posts: topic-412

based, similarity-based, and a hybrid approach, as follows:413

1) TOPIC-BASED FILTERING414

Topic models can be valuable tools for discovering latent415

topics in collections of documents. As explained in our eRisk416

shared task paper [30],6 we leveraged topic modeling using 417

top2vec [31] to help identify relevant posts for each ques- 418

tion. We used top2vec to divide all posts into topics that 419

were then used to find relevant posts for each question. The 420

top2vec algorithm automatically finds the number of topics 421

in a corpus. It is an unsupervised learning algorithm that 422

finds topic vectors in a semantic space from a jointly embed- 423

ded document and word vectors of a corpus. The algorithm 424

assumes that the dense area of document vectors represents 425

an area of highly similar documents representative of a topic. 426

Hence, a topic vector is calculated from each dense area 427

of documents as the centroid of those document vectors. 428

The topics are then described with the nearest word vectors 429

to the topic vector. Then, each document is assigned to its 430

nearest topic vector, allowing for the size of each topic to 431

be calculated. Using the default Doc2Vec to generate the 432

common word and document embeddings, the number of 433

topics generated was 1, 328, whereas the topic identifica- 434

tion got enhanced using pretrained models. Employing the 435

‘‘distiluse-base-multilingual-cased’’ pretrained model pro- 436

duced 332 topics, while using ‘‘universal-sentence-encoder’’, 437

top2vec defined 83 topics in the R1 dataset. To select posts 438

based on top2vec models, we applied the algorithm 1: 439

Algorithm 1 Top2Vec Post Selection Algorithm
Input: pψ :clean posts, υ: list of users, θ : Threshold,

C: BDI_Categories
Output: Ep: selected posts,τ :BDI topics
Begin
∀ψ ∈ υ

top2vec (pψ )
∀c ∈ C

τ ←topics( pψ )
if τ ≥ θ
Ep← pψ

End

For instance: top2vec had identified the top top- 440

ics shown in Figure 5 for the ‘‘suicidal thoughts or 441

wishes’’ category, whereas for ‘‘changes in appetite’’ 442

related to question-18 the identified topics are illustrated in 443

Figure and 6. 444

2) SIMILARITY-BASED METHOD 445

The similarity-based method utilizes pre-trained sentence 446

transformer models based on BERT, RoBERTa, or all-mpnet- 447

base-v2 to embed each post and all the BDI answers instead 448

of randomly initializing the embedding vectors. Then, the 449

relatedness of each post to each answer of BDI answers 450

is measured by computing the cosine distance between 451

the post_embedding (p) and the answer_embedding (a), 452

6This article uses the models for our shared task paper and builds a new
multi-model that achieves better performance than all the state-of-the-art
models. In addition, it applies and tests this new model to population-level
social media data.
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FIGURE 4. Representation of BDI_Multi_Model architecture for Model1 and Model4.

FIGURE 5. The word cloud of the top topic (Topic 79) related to Q9
‘‘Suicide thoughts’’ using Top2Vec.

FIGURE 6. The word cloud of the top topic (Topic 15) related to Q18
‘‘Changes in Appetite’’ using Top2Vec.

as shown in the Equation (3).7453

1−
p · a

‖p‖2 · ‖a‖2
where ‖x‖2 is the 2-norm of x (3)454

If the similarity value of a post with all questionnaires’455

answers is less than θ1, then the post is excluded since it456

means that the post is not related to any of the BDI ques-457

tionnaire questions. Additionally, we exclude general posts458

that may not assist in answering any of the BDI questionnaire459

questions using the coefficient of variation (CV) as a measure460

7https://docs.scipy.org/doc/scipy/reference/generated/

of relative variability as shown in Equation (4). 461

CV =
1
21

21∑
i=1

(xi − x)21 − µ (4) 462

where x is the similarity score of question i andµ is the mean 463

Furthermore, it should be noted that not all the categories 464

are discussed in the posts and some categories appear more 465

often than others. If there are a limited number of posts for a 466

specific user, we would consider all the posts for the learning 467

process (all the posts are included in the top n posts). Table 7 468

shows the number of posts for each BDI question as per 469

RoBERTa similarity withθ1 = 0.6. It shows that the posts 470

related to eating and sleeping habits are significantly less 471

common, and posts relating to guilt and punishment feelings 472

are the most frequent. 473

FIGURE 7. Number of posts per BDI-question based on RoBERTa (θ1= 0.6).

3) HYBRID APPROACH 474

The Hybrid approach uses a combination of topic and 475

similarity-based approaches based on different sentence 476

transformer models and topic modeling. We used the all- 477

mpnet-base-v2 sentence transformer, which was developed 478

by HuggingFace.8 all-mpnet-base-v2 is trained on more 479

8https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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than 1 billion training sentence pairs, maps posts to a480

768-dimensional dense vector space that is used for com-481

puting the semantic similarity between the questionnaire’s482

questions and answers on one side and the users’ posts on483

the other side.484

The similarity is calculated based on different factors:485

• Similarity to the question header.486

• Similarity to any of the questions’ answers.487

• The topic of the post is classified using zero-shot learn-488

ing as one of the main fields of the questionnaire with a489

probability of more than 0.5, specifically the following490

topics: {sad, encourage, fail, pleasure, guilty, trouble,491

confident, blame, suicide, cry, upset, activity, decisions,492

useful, make, sleep, bother, eat, focus, tired, sex}.493

Figure 8 shows the distribution of the posts for every question494

in general based on the hybrid method.495

FIGURE 8. Number of posts per BDI-question based on topic and
‘‘all-mpnet-base-v2’’ model for similarity (θ1 = 0.5).

B. PRETRAINED MODELS496

We used language models based on Sentence Transform-497

ers for deep contextual post representations: All-mpnet-498

base-v2, Sentence-BERT (SBERT) and Sentence-RoBERTa499

(SRoBERTa) [32]. All-mpnet-base-v2 used the pretrained500

microsoft/mpnet-base model and fine-tuned it on more501

than 1 billion sentence pairs. Whereas, SBERT/SRoBERTa502

employs siamese and triplet network architectures [33] as503

illustrated in Figure 9.504

C. DEEP LEARNING ARCHITECTURES505

In the following sections, we explain each deep learning506

model that contributed to our BDI_Multi_Model.507

1) HIERARCHICAL ATTENTION NETWORK508

One component of the BDI_Multi_Model is a hierarchical509

attention network (HAN) for document classification inspired510

by [34]. We used the Hierarchical Attention Network (HAN)511

for the multi-classification task for each category of the BDI512

questionnaire. We trained 21*k HAN classifiers using the513

top-related posts for each category- based on k parameter set-514

tings, detailed in Table 4. HAN employs bi-directional GRU515

on the word level, followed by an attention model, to extract516

the most informative words, which are then aggregated to517

generate a sentence vector. Similarly, bi-directional LSTM518

FIGURE 9. SBERT architecture (https://www.sbert.net/).

on the sentence level is used with an attention mechanism 519

to aggregate the most significant sentences to form the user- 520

category vector, which is then passed on to a dense layer 521

for text classification using softmax activation as shown in 522

Figure 10. 523

FIGURE 10. Hierarchical attention network [34].

HAN employs two levels of attention mechanisms at the 524

word and sentence levels. First, a word attention mechanism 525

is utilized to identify keywords and then aggregate them to 526

create a sentence vector. Then a sentence attention mecha- 527

nism is used to emphasize the importance of a sentence. 528
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2) LONG SHORT-TERM MEMORY529

In addition, we trained Bi-LSTM models. Starting with posts530

tokenization, followed by placing words in an indexed dic-531

tionary, then a sequence of indices for the words was fed to532

the embedding layer in an LSTM network using pre-trained533

word embeddings. The 1D CNNmodel inspired by Kim2014534

is trained on top of pre-trained word embeddings on a sen-535

tence level. We applied the max-overtime pooling operation536

to capture essential features. Different hyperparameters were537

applied to tune the model as explained in Table 4.538

3) TRANSFORMERS539

Transformer attention models introduced in [35], use540

Scaled Dot-Product attention. Transformer models use the541

Multi-Head Attention layer, which runs in parallel, and has542

multiple scaled dot-product attention and multiple linear543

transformations (learnable parameters) of the input queries,544

keys, and values. It contains a transformer encoder start-545

ing with a Multi-head Attention module that performs self-546

attention (each word in the input attends to all other words in547

the input). Self-attention gives a representation of the mean-548

ing of each word within the sentence. Followed by a residual549

connection that helps prevent the vanishing gradient problem550

and keep the original ‘state’ information. The encoder pro-551

vides ‘Context’ for each item in the input sequence. Masked552

Self-Attention is when each position only attends to previous553

positions (not every single word).554

TABLE 4. Hyperparameters settings for H: HAN, L:LSTM, T: Transfomer
models.

4) BDI_MULTI_MODEL555

As explained earlier, we adapted different deep learningmod-556

els to learn the answers to each question in the BDI question-557

naire based on the related posts. Figure 4 shows an example558

of two components of BDI_Multi_Model. First, models were559

built based on topic-based filtering of the related posts. Then,560

several iterations for model selection were done to end up561

assigning Model_1 to answer questions 1 and 10, and like-562

wise promoting Model_4 to answer questions 4, 12, 21.563

Table 5 shows the results of the selected models Modeli :564

1 ≤ i ≤ 10 to all questions. Finally, we designed an algorithm565

that selects the best model for each question and groups the566

models once applicable.567

FIGURE 11. Distribution of depression levels based on P̂1, where 0: no
depression signs, 1: mild signs, 2: moderate signs, 3:server signs.

The BDI_Multi_Model is formed after several iterations 568

of the above-mentioned deep learning models ending up 569

with five hierarchical attention networks (HAN), three LSTM 570

models, and finally, two transformers. The models and the 571

parameters were set - based on the accuracy for each question 572

- ending up with ten different versions. The ten models’ 573

parameters are included in Appendix VII. Although there is 574

not much improvement in the ACR metric, the performance 575

of BDI_Multi_Model exceeded the latest best model [22] 576

using the same training and test dataset in the following 577

metrics: AHR, ADL, and DCHR with a difference of more 578

than 7% of the latest. In addition, the ADL metric used to 579

predict the depression level exceeded 84%, considering that 580

ADL is the most critical metric for measuring depression at 581

the population level. 582

The model’s performance is enhanced in small steps due 583

to the lack of an adequate dataset for deep learning model 584

training. The training dataset contains only 90 users, and the 585

total number of training posts is less than 50, 000, which is 586

relatively small for a deep learning model. The quality of 587

the posts can be enhanced by filtering the indicative posts by 588

experts. This labeling would help train a model to filter the 589

data based on the extracted features, which may help enhance 590

the posts filtering process and the classifiers’ accuracies. 591

TABLE 5. The evaluation metric of BDI_Multi_Model subset models
(Modeli : 1 ≤ i ≤ 10) to all BDI_questions.

VI. POPULATION LEVEL 592

In this research, we use a bottom-up technique for population- 593

level detection [27], starting with individual models, then 594

VOLUME 10, 2022 102041



R. S. Skaik, D. Inkpen: Predicting Depression in Canada by Automatic Filling of BDI Questionnaire

FIGURE 12. From user-level to population-level methodology.

generalizing to make an inference about the population.595

Finally, comparing the model’s predicted results with official596

statistics (in our case CCHS) published in the same year as597

the dataset under study.598

The overall process is illustrated in Figure 12, and it can 599

be summarized as follows: Starting with Reddit posts pre- 600

processing and BDI questionnaire responses, each post is 601

examined against the BDI questionnaire’s topics and tagged 602
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TABLE 6. Pearson linear correlation between P_CCHS and P̂1 among
males and females for the provinces included in 2015-2016 survey where,
P_CCHS is CCHS-MH for 2015-2016, P̂1:the prediction on the P1 based on
BDI_Multi_Model model.

FIGURE 13. Predicted depressed users using the BDI_Multi_Model on
the P1 dataset.

appropriately. Afterward, a classifier is trained using a sub-603

set of the user postings to respond to the BDI query. The604

classifier is then assessed using various models and hyper-605

parameters until it reaches the settings that maximize the606

performance according to the evaluation set - which is 20%607

of the training dataset in our case. Accordingly, the question608

is assigned to the best-performing model. This process is609

repeated for each question, resulting in a model mapped610

to each question in the BDI questionnaire represented as611

(Machine − Learning − Modeli). Finally, those models are612

grouped to form the BDI_Multi_Model that is used to predict613

the answers of Twitter users representative of the Canadian614

population (P1). As mentioned, P1 contains 15, 982 Twitter615

users who posted 2, 582, 912 tweets during 2015. Accord-616

ingly, the depression level is calculated for each user, and617

the number of users per depression category is calculated for618

each province. The levels of depression in P1 is presented in619

Figure 11. The users included in the third level of depression,620

i.e., categorized with severe depression, are referred to as P̂1.621

TABLE 7. Correlation between P_CCHS:2015-2016 and P̂1:the prediction
on the P1 dataset based on the BDI_Multi_Model model among different
age_groups for the provinces included in 2015-2016 survey.

The inference of BDI_Multi_Model estimated that 9.75% 622

of the sample is classified as depressed (|P̂1|), whereas 54% 623

are classified with non depressed or minimal depression, 624

as opposed to the 7.1% estimated official prevalence rate for 625

depression in 2015. 626
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Table 6 demonstrates a consistent association between the627

number of users predicted as severe depression and the ones628

reported as depressed based on CCHS-MH for the same year629

with ρ = 0.97 that indicates a strong positive relationship.630

Figure 13 and 14 show that the correlation between the631

estimated depressed males versus females among the popu-632

lation complies with Canadian population studies indicating633

that women have a higher prevalence of major depressive634

episodes than men [36]. P̂1 estimated 56% prevalence of635

depression among females. At the same time, Figure 13636

shows the males/females prevalence within the P_CCHS sur-637

vey and the BDI_Multi_Model estimates.638

FIGURE 14. CCHS 2015-2016 Survey Results (P_CCHS).

Similarly, Table 6 shows the distribution of age demo-639

graphics within 7 of the Canadian provinces and the NT640

territory, and the estimated depression on the P1 dataset.641

The age distribution shows bias towards younger age in the642

population, mainly for the age group 18 − 24. This is due643

to the demographics of social media users. Thirty percent644

of internet users under the age of 50 use Twitter, compared645

to eleven percent of online users aged fifty and more [37].646

Nevertheless, our estimated P̂1 users showed a good corre-647

lation with the CCHS statistics data. The results showed a648

positive correlation between the predicted depressed users649

and the available statistics for 2015 at the province/age level650

(ρ = 0.6).651

VII. CONCLUSION652

Analysis of social media posts is a helpful tool for quickly653

seeing patterns and diagnosing psychiatric illnesses in a654

defined population. Furthermore, the BDI questionnaire is a655

valuable tool for evaluating the level of depression. Different656

filtering approaches have been applied and fed to different657

machine learning architectures that were later on evaluated658

to check their ability to answer each BDI question. Based659

on the defined evaluation metric, a multi-model has been660

trained to select the best model/parameters that yield better661

accuracy for answering the BDI questions. As a result, the662

automatic answering model can be applied at the population663

level on a large scale and can help monitor trends and risks664

by authorities.665

However, the use of this tool differs in the psychiatric666

environment from social media settings. We suggest that667

the BDI questionnaire could be revised in future work to668

be adapted to social media characteristics. In addition, the669

eRisk dataset could be enhanced by experts to label the670

questionnaire-related posts so that a reliable automated ques- 671

tionnaire model can be trained to fill up the questionnaire 672

for a better estimation of the depression level of a defined 673

population. 674

APPENDIX A BDI INSTRUCTIONS 675

This questionnaire (BDI-II) consists of 21 groups of state- 676

ments. Please read each group of statements carefully. And 677

then pick out the one statement in each group that best 678

describes the way you have been feeling during the past 679

two weeks, including today. Circle the number beside the 680

statement you have picked. If several statements in the group 681

seem to apply equally well, circle the highest number for that 682

group. Be sure that you do not choose more than one state- 683

ment for any group, including Item 16 (Changes in Sleeping 684

Pattern) or Item 18 (Changes in Appetite). 685

1) Sadness 686

0 I do not feel sad. 687

1 I feel sad much of the time. 688

2 I am sad all the time. 689

3 I am so sad or unhappy that I can’t stand it. 690

2) Pessimism 691

0 I am not discouraged about my future. 692

1 I feel more discouraged about my future than I used 693

to. 694

2 I do not expect things to work out for me. 695

3 I feel my future is hopeless and will only get worse. 696

3) Past Failure 697

0 I do not feel like a failure. 698

1 I have failed more than I should have. 699

2 As I look back, I see a lot of failures. 700

3 I feel I am a total failure as a person. 701

4) Loss of Pleasure 702

0 I get as much pleasure as I ever did from the things I 703

enjoy. 704

1 I don’t enjoy things as much as I used to. 705

2 I get very little pleasure from the things I used to 706

enjoy. 707

3 I can’t get any pleasure from the things I used to enjoy. 708

5) Guilty Feelings 709

0 I don’t feel particularly guilty. 710

1 I feel guilty over many things I have done or should 711

have done. 712

2 I feel quite guilty most of the time. 713

3 I feel guilty all of the time. 714

6) Punishment Feelings 715

0 I don’t feel I am being punished. 716

1 I feel I may be punished. 717

2 I expect to be punished. 718

3 I feel I am being punished. 719

7) Self-Dislike 720

0 I feel the same about myself as ever. 721

1 I have lost confidence in myself. 722

2 I am disappointed in myself. 723

3 I dislike myself. 724

8) Self-Criticalness 725
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0 I don’t criticize or blame myself more than usual.726

1 I am more critical of myself than I used to be.727

2 I criticize myself for all of my faults.728

3 I blame myself for everything bad that happens.729

9) Suicidal Thoughts or Wishes730

0 I don’t have any thoughts of killing myself.731

1 I have thoughts of killingmyself, but I would not carry732

them out.733

2 I would like to kill myself.734

3 I would kill myself if I had the chance.735

10) Crying736

0 I don’t cry anymore than I used to.737

1 I cry more than I used to.738

2 I cry over every little thing.739

3 I feel like crying, but I can’t.740

11) Agitation741

0 I am no more restless or wound up than usual.742

1 I feel more restless or wound up than usual.743

2 I am so restless or agitated, it’s hard to stay still.744

3 I am so restless or agitated that I have to keep moving745

or doing something.746

12) Loss of Interest747

0 I have not lost interest in other people or activities.748

1 I am less interested in other people or things than749

before.750

2 I have lost most of my interest in other people or751

things.752

3 It’s hard to get interested in anything.753

13) Indecisiveness754

0 I make decisions about as well as ever.755

1 I find it more difficult to make decisions than usual.756

2 I have much greater difficulty in making decisions757

than I used to.758

3 I have trouble making any decisions.759

14) Worthlessness760

0 I do not feel I am worthless.761

1 I don’t consider myself as worthwhile and useful as I762

used to.763

2 I feel more worthless as compared to others.764

3 I feel utterly worthless.765

15) Loss of Energy766

0 I have as much energy as ever.767

1 I have less energy than I used to have.768

2 I don’t have enough energy to do very much.769

3 I don’t have enough energy to do anything.770

16) Changes in Sleeping Pattern 0 I have not experienced771

any change in my sleeping.772

1a I sleep somewhat more than usual.773

1b I sleep somewhat less than usual.774

2a I sleep a lot more than usual.775

2b I sleep a lot less than usual.776

3a I sleep most of the day.777

3b I wake up 1-2 hours early and can’t get back to sleep.778

17) Irritability779

0 I am not more irritable than usual.780

1 I am more irritable than usual.781

TABLE 8. Parameters for Posts Filtering and BDI_MultiModel
hyperparameters.

2 I am much more irritable than usual. 782

3 I am irritable all the time. 783

18) Changes in Appetite 0. I have not experienced any 784

change in my appetite. 785

1a My appetite is somewhat less than usual. 786

1b My appetite is somewhat greater than usual. 787

2a My appetite is much less than before. 788

2b My appetite is much greater than usual. 789

3a I have no appetite at all. 790

3b I crave food all the time. 791

19) Concentration Difficulty 792

0 I can concentrate as well as ever. 793

1 I can’t concentrate as well as usual. 794

2 It’s hard to keep my mind on anything for very long. 795

3 I find I can’t concentrate on anything. 796

20) Tiredness or Fatigue 797

0 I am no more tired or fatigued than usual. 798

1 I get more tired or fatigued more easily than usual. 799

2 I am too tired or fatigued to do a lot of the things I 800

used to do. 801

3 I am too tired or fatigued to do most of the things I 802

used to do. 803

21) Loss of Interest in Sex 804

0 I have not noticed any recent change in my interest in 805

sex. 806

1 I am less interested in sex than I used to be. 807

2 I am much less interested in sex now. 808

3 I have lost interest in sex completely. 809
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APPENDIX B BDI_MULTIMODEL PARAMETERS810

Table 8 specifies the main parameters changed per model in811

terms of posts filtering and deep learning model architecture812

and hyperparameters, whereas Table 9 shows the grouping of813

the questions and the corresponding model.814

p: top_similarity815

M : Max_Features816

D: Dropout817

G: GRU Units818

L: Maximum length819

GoogleNews:Pretrained word vectors based on Google News820

dataset (100B tokens, 3M vocab, 300d vectors)9821

Glove:Pretrained word vectors based on Common Crawl822

(840B tokens, 2.2M vocab, cased, 300d vectors10823

Twitter : Pretrained word vectors based on Twitter (2B tweets,824

27B tokens, 1.2M vocab, uncased, 200d vectors)11825

TABLE 9. Models and BDI questions mapping.
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