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ABSTRACT The world we live in is where a human-machine connection is a barometer, and this tendency is
only growing to provide richer and universal human reminiscences. New technologies, as well as the fusion
of different classes of current technologies, are used to create such unique solutions. The Internet of Robotic
Things (IoRT) is the product of collaboration between robotics and the Internet of Things (IoT), which
has opened up incredible potential for localized self-sufficient solutions. Robots can collect accurate data
from the environment and provide a comprehensive service instantaneously. Being an amalgamation of two
different concepts i.e. IoT and Robotics, the IoRT system is anticipated to benefit both by expanding their
potential to innovative heights. This paper gives a concise introduction to the communication architecture
of the IoRT system. The taxonomy of various data exchange protocols used in an IoRT system is proposed.
The necessary improvements in protocols that are required to enhance communication in an IoRT system are
presented. A Review of some data exchange methodologies based on Artificial Intelligence (AI) for secure
and reliable communication is also given in this paper. The key motive of this paper is to understand the data
exchange within an IoRT system using common communication protocols.

INDEX TERMS Artificial intelligence, communication architecture, Internet of Robotic Things, robotic
communication.

I. INTRODUCTION

The way we communicate has changed a lot because of the
internet. As time went on, a mounting amount of devices were
associated with the Internet, resulting in IoT, which relegates
to a significant number of distinctively recognizable things
which are associated via the Internet [1]. IoT is the expansion
of Internet connection into substantial devices and familiar
objects [2]. Because the Internet of Things pervades several
application areas, disciplines, and scientific domains, it is
worthwhile to investigate its interaction, effect, and purpose
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in robotics research [3]. Robotics is a cutting-edge, rapidly-
unfolding technology [4] that is rapidly being employed in
commercial, industrial, and household contexts, as well as
for human-safety salvage missions. Robotics is an engineer-
ing area that deals with the idea, design, construction, and
manoeuvring of robots. Robots are used because it is gen-
erally less expensive than people to use them, simpler for
robots to perform certain activities, and often the only means
to complete certain tasks. A mechanics (i.e. grippers, wheels,
motors, pistons, and gears that allow the robots to grab, move,
lift, and turn), controller (i.e. the robot’s brain), and sensors
(i.e. to aid the robot’s perception of its environment) make up
the majority of robotics [5].
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FIGURE 1. Concepts that merge to form IoRT [9].

IoRT is a term that describes the interconnection and link
between cloud computing, robotics, and IoT [6], [7], [8].
IoRT is a worldwide infrastructure that connects robotic
things using current and growing consistent information and
data exchange methodologies such as cloud storage, cloud
computing (CC), and other currently existing Network tech-
nologies to enable sophisticated robotic services. Figure 1
gives an overview of IoRT and its connected technologies.

The Internet of Things enables robots to interact using the
protocol named IP, particularly its version IPv6, which is
premeditated for billions of things linked by the internet [10].
Network connectivity allows for real-time updating of infor-
mation or data (and maybe the firmware of Robots), cloud
storage/processing of data, and use of Internet protocols for
security, substantiation, data uprightness, message steering,
and other functions [5]. In the development of IoRT systems,
the integration of robots and networking is crucial.

Networked Robotics is the fusion of robot system designs
(including hardware and software) with network-based appli-
cations like the Internet and cloud computing [11]. Net-
worked robots have been essential in the amalgamation of
robots, CC, databases, and even humans throughout the globe
in topical years, thanks to the expansion of the Internet and
robotics. They can be hinged on a Local Area Network (LAN)
or disseminated across a Wide Area Network (WAN). The use
of this technology is made by combining robots having smart
sensors that can communicate, exchange data, and operate in
anetwork. The variety of components of IoRT is shown below
in Figure 2.
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As robots grow more integrated into people’s daily lives,
assisting them with chores and engaging with them, soft-
ware, hardware platforms, sensory paraphernalia, and data
exchange styles of robotic technology becomes extra com-
plex and challenging.
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TABLE 1. The list of abbreviations used in the survey.

Acronym | Description

Acronym | Description

IoT Internet of Things NR-U New Radio Unlicensed

IoRT Internet of Robotic Things IETF Internet engineering task force
IPv6 Internet protocol version 6 NFC Near Field Communication
LAN Local Area Network RFID Radiofrequency identification
WAN Wide area Network WPAN Wireless Personal Area Network

R2R Robot-To-Robot WLAN Wireless Local Area Network

R2H Robot-To-Human 6LoPAN | IPv6 Over Low Power Wireless Personal Area Network
M2M Machine-To-Machine CSL Coordinated Sampled Listening

WSN Wireless Sensor Network ANT+ Adaptive network Topology

NAT Network Address Translation WNAN Wireless Neighborhood Area Network

AMQP Advanced Message Queuing Protocol WWAN Wireless Wide Area Network

ROS Robot Operating System

LTE-MTC | Long Term Evolution-Machine Type Communication

WOT Web of Things

LPWAN | Low Power Wide Area Network

ML Machine Learning LoRA Low Range

DL Deep Learning AP Access Point

ANN Artificial Neural Network GSM Global System For Mobile Communication
UWB Ultra-Wideband MAC Medium Access Control

PSO Particle Swarm Optimization WCDMA | Wideband Code Division Multiple Access
Al Artificial Intelligence LTE Long-Term Evolution

VFA Virtual Force Algorithm 3GPP 3rd Generation Partnership Project
MQTT Messaging queuing telemetry transport NB-IoT NarrowBand-Internet of Things

COBRA | Common Object Request Broker Architecture LPWA Low Power Wide Area

QoS Quality of Service GPRS General Packet Radio Service

5g NR Fifth Generation New Radio BSS Base Station Sub-system

PHY Physical Layer TSCH Time slotted channel hopping
Abbreviations used in Figures:

CoAP Constrained Application Protocol JSON Javascript Object Notation

HTTP Hypertext Transfer Protocol WSDL Web Services Description Language

LOADng | Lightweight On-Demand Ad hoc Distance Vector Routing Protocol | RPL

Routing Protocol for Low-Power and Lossy Networks

Protobuf | Protocol Buffers gRPC Google Remote Procedure call

BSON Binary Javascript Object Notation DDS Data Distributrion Service

XML Extended Mark-up Language REST Representational state transfer

UDP User Datagram Protocol TCP Transmission Control Protocol

DTLS Datagram Transport Layer Security ND Neighbor Discovery

SDP Session Description Protocol ICMPv6 | Internet Control Message Protocol Version 6

As previously said, robots must interact with their sur-
roundings, including other robots, gadgets, and machines
(R2R), as well as people (R2H). IoT comes into play to do
this in an exceedingly interoperable fashion toward genuine
machine-to-machine (M2M) communication with context
awareness, taking into account the large diversity of proto-
cols, communication frameworks,/ software,/ hardware, and
available solutions [7]. IoT’s increased output (i.e., by reusing
completely acknowledged and understandable protocols and
software), lesser costs, improved client experiences owing to
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simpler assimilation with presently subsisting gears of the
surrounding medium and cloud computing, premium data in
contexts of context understanding, semantics consciousness,
and numerous other possible outcomes summed up in related
work [5] could all benefit robotics. Furthermore, robotics
can gain from low-power data exchange algorithms and pro-
tocols, IoT research, expansion in requisites of resource-
constrained hardware and software, and optimized results for
wireless sensor networks (WSN), including networking, net-
work architecture construction, data transmission, mobility,
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and operation, and so on [13]. The list of abbreviations used
in the survey is listed in Table 1.

A. CONTRIBUTION OF THE STUDY

Being a novel concept, the surveys on the particular research
area of IoRT is very limited. Most of the work has been
done on just understanding and defining the term IoRT, its
characteristic features, applications, architectures, enabling
technologies, and open issues. Only a few surveys were tai-
lored around the connectivity of the IoRT system and data
exchange within it. The diverse data exchange methodologies
used for communication have not been reviewed. We intend
to review various techniques used for data exchange in IoRT
and study the communication architecture of IoRT. So, the
main benefactions of our study are given as as follows (i—v):

(i) The study presents a structured and systematic review
of the various communication protocols that are used
for data exchange in an IoRT system.

(i) The paper proposes a taxonomy of IoRT data
exchange protocols based on the types of different
wireless connectivity technologies.

(iii)) The study also reviewed some data sharing tech-
niques for better and more secure data exchange in
an [oRT system.

(iv) The work is focused on the enhancements of a set of
wireless protocols that would connect robotics and
the internet of things. The original wireless standards
have been adjusted to make device-to-device com-
munication more suited to these upgraded wireless
standards.

(v) Finally, the paper summarized artificial intelligence
techniques for robotic data communication.

B. IMPORTANCE OF UNDERSTANDING THE DATA
EXCHANGE TECHNIQUES

IoRT is focused on efficient, secure, and intelligent data
exchange. With a lot going on in the field of robotics, IoT, and
their convergence field IoRT, the need for an improved com-
munication system is required to maximize the data exchange
quality. There are articles available on IoRT, which explain
the concept of IoRT and its related terms, but most of them
are general and mention the future improvements needed in
an IoRT system.

Many researchers are working very hard to understand
the communication system of IoRT and to study the vari-
ous methodologies by which the robots in an IoRT system
can exchange data without any interference and with great
efficiency. More and more researchers want to work in this
emerging field and overcome the various limitations that
affect the exchange of data between different Robots and also
with their surroundings.

For fulfilling this motive it is necessary to have a good
knowledge and understanding of the communication archi-
tecture of the IoRT system. It is also important to know about
the various techniques that can be used to design an efficient
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IoRT system so that it can be made possible to enhance the
quality of data exchange between [oRT systems. By under-
standing and studying different data exchange techniques,
the new researchers can improve the IoRT communication
systems and can also reduce or minimize the various existing
limitations.

Therefore, the study finds this issue very important and so,
this paper gives an insight into different data exchange sys-
tems available for [oRT with their characteristics, advantages,
disadvantages, and future difficulties.

II. INTERNET OF ROBOTIC THINGS DATA

EXCHANGE: AN OUTLINE

The Internet of Things focuses on enabling services for
omnipresent monitoring, sensing, and tracking whereas robot
communities are more concerned with bringing forth action,
interaction, and self-governing behaviour. Collaborating the
two and establishing an [oRT system would offer momentous
value. The Internet of Robotic Things aims to increase Inter-
net usage by allowing robots to access external resources over
the Internet. IoRT systems are made up of several Internet-
connected components such as robots, sensors, and clouds.
Each component is linked together through communication
protocols, forming a system of systems.

Depending on the mechanisms and technologies, there
exists a variety of Robots. Generally, these Robots must
possess the following three capabilities (i—iii):

(i) Sensing
(ii) Intelligence

(iii) Motion
These capabilities called the ‘‘sense-think-act” formula
enable Robots to accomplish a variety of jobs without
any extrinsic stimuli, therefore, providing them autonomy.
The abilities of Robots and their description are given in
Table 2. IoRT is separated into five primary layers, as per the
research of Ray [6], which is one of the layers accountable
for creating Internet connections. He described many IoT
protocols that facilitate it, a few of which use a messag-
ing or notifying architecture having a broker to exchange
messages.

The messaging protocol which has the broker elimi-
nates the data exchange restriction placed by firewalls and
Network Address Translation (NAT) mechanisms, allowing
bi-directional information exchange between end devices on
the Internet, making it a critical technology for achieving the
IoT’s first proposition, “Connecting all things.” A robotic
device may be viewed as an influential processing and actu-
ation machine that can also navigate here and there, from the
IoT viewpoint. IoT may be viewed as a tool for robots to
improve their sensing capability and enhance their steering,
manoeuvring, and maintenance operations [9], [14].

As a result, Robots join forces with objects and smartly
collaborate toward a communal purpose, in an IoRT system.
This became feasible with the advent of a variety of effec-
tive wireless data exchange technology that can connect the
Internet of Things and Robots.
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TABLE 2. Abilities of robots and their description [15].

S.No. | Capability | Description

1 Sensing The Robots use their ability to sense to know about their surroundings. They sense the environment by employing their sensing
technology using sensors embedded within them.

2 Intelligence | The information captured by Robots is processed by using their sensing technology to produce outputs for control, decision making,
and coordination.

3 Motion The instructions produced in real-time or the pre-programmed instructions are followed by Robots automatically based on sensor
input to carry out controlled, iterative, and premeditated mechatronic acts which include point-to-point mobility.

A. COMMUNICATION ARCHITECTURE FOR IoRT

The set of self-directed or semi-autonomous Robots and geo-
graphically distributed interconnected sensors and actuators
are the central part of the IoRT communication system. The
Robots as well as sensors/actuators are considered nodes
in the IoRT Network. These nodes have to communicate
with each other very unfailingly and swiftly. To deliver
autonomous robotic systems that measure the environment
utilizing a variety of IoT devices, robust communication
between the nodes is required. Numerous benchmark bod-
ies, corporations, researchers, and educationists have worked
hard throughout the years to develop communication technol-
ogy. The architecture for communication of a general IoRT
system is shown in Figure 3. The hardware layer contains a
variety of embedded devices such as robots, various types
of sensors, and actuators [16] All monitoring, local com-
putation, and actuation capabilities will be provided by this
bottom layer. The link layer, which provides wireless links
between the multiple nodes, is the neighbouring layer. By the
use of standards that specify modulation, channel hopping,
the common radio frequency bands, and media access control
procedures, all of the individual nodes may transmit signals
to each other directly. Many protocols are used at the sub-
sequent network connection layer to offer standard means
to transport data, through routes between nodes [17]. The
IPv6 protocol, which has been adjusted to suit low-power
devices and ensures smooth Internet communication, is the
most essential in this layer. Different IoRT systems may
have different bottom layers. The communication layer is
the most significant in the design since it connects Robots
and heterogeneous IoT devices. It is made up of many data
exchange protocols that give a universal platform for data
exchange. The system’s uppermost layer contains software
that is application-specific for interaction between people
as well as ubiquitous domain-specific services. For big data
analytics or cloud services, there might be a middleware layer
underneath the application layer, depending on the specific
domain. All of these layers work together to provide highly
contained, profoundly intellectual, and omnipresent solutions
in spheres such as automated manufacturing, smart homes,
assisted living, smart buildings, and healthcare among others.
Figure 3 depicts communication architecture of IoRT.

B. ROBOT AS A CLIENT AND A NODE IN loT
Robotic nodes are sophisticated robots that can carry out tasks
autonomously according to a set of instructions. They are
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FIGURE 3. I0RT's communication architecture [18].

getting incredibly capable of making appropriate judgements
in the educational realm, or they might be self-subsistent and
receive a small number of directives from a remote command
center. They can be mobile robots with wheels or stationary
nodes, as in industrial robotics. They have different functions
and come in many sizes, including fixed arms, tiny bots,
mobile ground robots, and even aerial robots.

Robots and objects might roam about while still being con-
nected as a network, thanks to wireless communication tech-
nologies that are enhancing device mobility. Robotic and IoT
devices might be connected to separate wireless networks.
The communication layer would then be required to provide
data exchange protocols. Figure 4 depicts the two functions
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of a robotic device in an IoRT system. A robot can work as
a client as well as a node in an IoRT system. For smooth
interaction in the case of a mobile robot, both situations
must have minimal terminal latency, high dependability, and
a brace for mobility.

For less power and highly reliable data flow among [oRT
nodes, novel communication protocols, and standards are
being developed.

Ill. LITERATURE REVIEW

Yoshino et al. [19], established AMQP, a pub/sub messaging
protocol having a broker, as it can guarantee message delivery
and order, as well as generate a wide range of message flows.
They chose RT-Middleware for broadening the AMQP data
exchange interface in their study because it permits network-
ing apparatus to have several kinds of data exchange inter-
faces, which has previously proven difficult with other IoT
systems, as well as robot middleware like ROS or ROS2. They
build a more stable and vigorous IoRT system implementing
only RT-Middleware by integrating the AMQP data exchange
interface with the RabbitMQ server.

Kamilaris et al. [5], investigated the present application of
the IoT in robotics using tangible examples discovered using
a bibliographic-based research strategy. The principles, prop-
erties, and designs of IoT as they are employed in current
robot systems, as well as common hardware, software, and
data communication techniques, have been noted and cat-
alogued. In addition, the application domains, sensors, and
services or actions of robots used in IoT-based robotics are
discussed. Their study also looks at the existing use of the
Web of Things (WoT) in robotics and discusses the whole
ability of the Web of (WoRT) Robotic Things.

Alsamhi et al. [20], investigated some of the current intel-
ligence strategies like deep learning (DL), Fuzzy logic, artifi-
cial neural networks (ANN), machine learning (ML), Particle
swarm optimization (PSO), etc. being utilized to improve
robotic communication and make robots behave dynamically.
The study focuses on artificial intelligence (Al) strategies for
robotic data exchange to improve the data exchange capabili-
ties of a multi-robot team. allowing them to do more compli-
cated tasks, make better decisions, take concerted responses,
and complete their jobs more effectively. They give a detailed
overview of the intellectual robotic data exchange methods
that have been established and improved in the latest years of
the surveys of the literature.

Hu et al. [21], in their study, provide a WiFi distribution
network optimization technique and terminal data exchange
method, as well as set a system test framework, centered
on the MQTT protocol and the speculative underpinning of
WiFi technology. The experiment they perform shows that
the MQTT-based communication method for IoT terminal
equipment presented in this research can unfailingly and
supplely execute the equipment’s data exchange function and
fulfil the IoT system’s data exchange demands. According
to the WiFi access setup technique, their research evaluates
the performance of sending data with lengths of 10 bytes,
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30 bytes, 50 bytes, and 70 bytes, with average distribution
network times of 0.6692s, 1.3546s, 2.8600s, and 4.7319s,
respectively.

Jia et al. [22], in their research, presented an Internet-
based robotic system that implements networking connec-
tions between a distant robotic system and a client using
the Common Object Request Broker Architecture(CORBA).
To deal with communication delays, the author created the
robot control server, that permits the handler or user to handle
the telerobotic system on a task-by-task basis. The subsist
image feedback server, which delivers live picture responses
to a distant user, has also been built.

Vermesan et al. [23], discuss the intelligent connectivity of
IoRT applications. According to the author, mobile cellular
and upgraded wireless technologies will enable communi-
cation across vertical domains of IoRT. As cellular con-
nection and 5G are introduced to unlicensed spectrum, the
new 5G NR in unlicensed spectrum (NR-U) is vital for
upcoming IoRT approaches. NR-U can increase coverage
capacity, accessibility, dependability, and precise timing by
supporting both license-assisted and autonomous utilization
of unlicensed spectrum.

Razafimandimby et al. [13], [24], used an ANN algorithm
and scheme based on IoT to address the crucial technology for
maintaining the global interconnection between devices in an
IoRT system and providing the required Quality of Service
(QoS). In [13], the author represented Multi-Robot systems
by a graph G(E, V), where, E represents the edge set and V
is a vertex set representing an IoRT robot. Here, E is defined
in (1).

E:{(a,b)eV2|a7éb/\S(a,b)§Rn}. (1

where, S(a, b) is the Euclidean distance between [oRT robots
a and b. R, is the data exchange range. Depending on the
given definition, suppose H, is the neighbourhood of IoRT
robot a. Hence, the set of robots H, can swap information
with robot a. H, can be defined as given in (2).

H,={beV|S(a,b) <R,}. 2)

Graph G in this article may change over time owing to
the movements of the IoRT robots, but it must always be
linked. In [24], the author introduced a customized version
of the Virtual Force Algorithm(VFA), to control the robot’s
movement in an IoRT system. The j IoRT robot must move
away from the IoRT robot k € Ni (neighbourhood node) if
S(G, k) < Sy and should move closer if S(j, k) > Sy to
maintain the appropriate distance and consequently the req-
uisite connection eminence with its neighbour. The intended
remoteness between every pair of [oRT robots is denoted by
S This basic control elicits a vector position Q) j such that
the robot j maintains the line of sight with robot k in an [oRT
system. The formula Q j is given in (3) as follows:

(0.1xIx A, Op), ifS (. k) > Spand A > €
(le,@kj), if S (,k) < Spand A\ > e.
3

—_
Ojk=
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FIGURE 4. (a) Robot acting like a node and (b) Robot acting like a client in IoT.

where,

A=1SG. k) — Sul

O®j is the line segment orientation from robot j to k.

[ is the damping coefficient.

€ is lower-bound of A.

The algorithms suggested by the author enable the entire
IoRT robot network to drift to the specified distance and
therefore to the befitting data exchange quality. Table 3
shows the comparative analysis of some data exchange
methodologies.

IV. WIRELESS CONNECTIVITY TECHNOLOGIES
There are several sorts of wireless networking technologies
that are useful for IoRT; these technologies encompass areas
ranging from a few centimeters to several kilometers. Wire-
less Local and Personal Area Network (WPAN/LAN) tech-
nologies such as ZigBee, Bluetooth, Wi-Fi, and 6LowPAN is
suggested for short to medium-scope data exchange [25].
Wireless Wide Area Network (WWAN) technologies are
recommended for long-distance connectivity, and these may
be separated into two types: unlicensed technologies (LPWA
LoRa, SIGFOX, and others) or licensed (Cellular 2G/3G/4G
and 5G). Figure 5 shows the taxonomy of different wireless
technologies. Networking is the backbone of 10T, and the kind
of access obligatory may vary depending on the type of a
particular application. Table 5 presents comparison of some
commonly used protocols for data exchange in IoRT system.
Numerous [oT appliances would be supplied by broadcast-
ing technologies that function on unlicensed bands and are

VOLUME 10, 2022

geared for small-range communication with security mea-
sures and low QoS specifically characterized for a home or
domestic scenario.

A. SHORT-RANGE WIRELESS TECHNOLOGIES

Despite its substantially greater power consumption, WiFi
is an excellent contender for ensuring connectivity in IoRT
systems due to its enormous rise in recent years. WiFi is
now available almost anywhere there is anything to convey
or there is some information to be transferred. Regrettably,
due to the relatively high energy utilization of its standard
protocols, WiFi has been out of scope for sensor communica-
tions. This changed after 2006 when the WiFi society began
to use renowned technologies like putting chips in a state of
snooze for the majority of the time or duty cycling and a min-
imum power WiFi components, like the Microchips RN171
component, which is a self-subsistent, entrenched 802.11 b/g
Wireless Local Area Network (WLAN) component, are illu-
minated [26]. IEEE 802.15.4 technology is another viable
option for short-range connections. The Internet Engineer-
ing Task Force (IETF) developed the 6LowPAN protocol,
and the ZigBee Alliance developed the ZigBee protocol,
which is based on the low-power IEEE802.15.4 standard.
IPv6 over low-power personal area networks is abbreviated
as 6LowPAN [27]. The 6LowPAN goal aims to integrate
the IP natively into tiny, cheap sensors. Because there aren’t
adequate addresses in IPv4, 6LowPAN begins with IPv6,
intending to assign an address to all the devices. Given the
plethora of different data rates needed for IoT applications,
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TABLE 3. Comparative analysis of different data exchange technologies.

IEEE 802.15.4¢
IEEE 802.15.4q

FIGURE 5. Proposed taxonomy of various wireless technologies used for data exchange in IoRT.

early optimization attempts indicate that Wi-Fi might be ten
times extra power-saving compared to ZigBee [28], [29].
Work has been in full swing on a low-power WiFi version

standardized in IEEE 802.11ah, by IEEE.
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wider reach:

B. LONG-RANGE WIRELESS TECHNOLOGIES
There are currently the following two potential associated
options for the various IoT-based applications that require

Author Reference Area of Study Technology used Security | Communication Intelligence
Quality
D.Yoshino et al. [19] IoRT/ Communication systems RT-Middleware with AMQP commu- | Yes Better No
nication Interfaces
Kamilaris et al. [5] IoRT/ WoRT TCP/IP Protocols No Good No
Alsambhi et al. [20] Al / Robotic Communication ANN/ ANFIS/ PSO/ Fussy Logic No Good Yes
N.Hu et al. [21] 10T/ IoRT/ Network Communication | MQTT/ WiFi Technology Yes Good No
S. JIA et al. [22] Internet-based  Robotic ~ System/ | COBRA No Better No
Robotic communication
Vermesan et al. [23] ToRT/ Connectivity and Platforms TCP/ 1P Protocols No Good Yes
Razafimandimby et al. [13] 10T/ IoRT/ Neural Networks IoT-Based Algorithm/ NN Algorithm | No Better Yes
Razafimandimby et al. [24] ToRT/ Robotic Communication Al/ ANN No Better Yes
Wireless
Connectivity
Technologies
o s WWAN
| Proximity [ WPAN | W 1 wNaN ’, . _‘
NFC | | 802.11a/b/n/ac Wi-SUN Cellular LPWAN ]
| (EVM) — Bluetooth LE | . (6LoWPAN)
|| RFID 802.11af 2g/3g/4g/5g SigFox 1™
— ZigBee —  (White Space) ZigBee-NAN
—  (6LoWPAN)
LoRa -
LTE-MTC
Thread
|| (6LoPAN) | | 802.11ah & 802.11ax
802.11p
PTC Telensa
| | Z-Wave ISA100.11a (6LowPAN) Wireless HART EnOcean
L. ANT+ ‘ ‘
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TABLE 4. Characteristics, advantages, and disadvantages of different data exchange methodologies.

References | Data Characteristics Advantages Disadvantages Future difficulty
Exchange
Method

[13] A neural | It maintains the desired wire- | Efficiently maintain the global | This approach only focuses on | Considering other is-
network less communication coverage | connectivity among multiple | global connectivity. sues like security, reli-
control scheme | among neighboring robots. mobile robots to the desired ability, etc. except for

quality-of-service (QoS) level. global connectivity, this
approach may not pro-
vide quality data ex-
change.

[19] AMQP on RT- | It is a pub/sub messaging pro- | Emphasizes reliability and | It causes a small amount of la- | Maintaining  realtime
Middleware tocol with a broker. Bidirec- | high functionality in the data | tency when compared to other | performance is

tional communication between | exchange. Provides relatively | data exchange interfaces. difficult, especially
multiple machines. stable communication. in a wired LAN
environment.

[20] Al in Robotic | It enhances the communication | Provides intelligent solutions | Data exchange between robots | A lot of research efforts
Communica- capability of the multi-robot | for robotic data exchange. in a large coverage area are a | are still required re-
tion team. Takes an appreciated de- | Automatically generate desired | challenge that Al should ad- | garding connectivity is-

cision and coordinated action | actions for multiple robots in | dress sues between heteroge-
while performing their tasks. |an environment with moving neous robots.
obstacles. The  betterment  of
Quality of Service
(QoS) and  Quality
of  Control (QoC)
for intelligent robotic
communication.

[21] MQTT proto- | It is a messaging protocol | It makes the network access of | It is efficient in network distri- | Work needs to be done
col based on|based on publish/subscribe | Robots more convenient, fast, | bution but it does not provide | on latency issues and
WiFI Distribu- | method and works on TCP/IP. | effective, and low-cost. stable communication. message service quality
tion Network | It is a lightweight information | It ensures reliability and a cer- | Also the quality of data ex- | upgradation, Especially

transmission protocol that is | tain degree of delivery guar- | change is not so high. for unstable networks.
designed for low bandwidth, | antee that is suitable for IoRT

high latency, or unreliable net- | devices.

works.

[22] Common A basic platform to imple- | Using CORBA to implement | It lacks intelligence and is less | The messaging qual-
object request | ment networking connections | the Internet robotic system is | secure. ity of COBRA is very
broker between a client and a robotic | flexible and robust. It is less reliable and provides | poor, working on that
architecture system. It gives the users the ability to | unstable communication. would not be an easy
(COBRA) It uses an Object Request Bro- | operate the remote robotic sys- | Data may be lost during com- | task.

ker (ORB) as the middleware | tem to retrieve and manipulate | munication.
to establish a client/server re- | the desired tableware or other
lationship between robots. things

[24] IoT-based Uses the graph connectiv- | Effective and efficient conver- | Not focuses on the security of | Maintaining both net-
and  Neural- | ity metric to maintain the | gence time, connectivity and | data exchange. work coverage and data
network based | global connectivity of the IoRT | energy consumption. A trade-off between network | exchange quality, and
methods robots’ team. Maintains global connectivity. | coverage and communication | minimizing the trade-

quality. off between them.

1) CELLULAR TECHNOLOGIES

GSM, WCDMA, LTE, and eventual 5G are all 3" Gener-
ation Partnership Project (3GPP) technology. These WANs
use authorized spectrum and have typically focused on high-
quality mobile phone and data applications. They are now fast
evolving with new capabilities and the latest technology of
radio access, narrowband IoT (NB-IoT), which is especially
geared to provide an appealing solution for upcoming appli-
cations of Low Power Wide Area (LPWA) [30]. Table 4 shows
the comparison of commonly protocols [31], [32].

2) UNLICENSED LPWA

The benefit of cellular connection is that it allows you to
connect to the internet anywhere on the planet but there
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are some limitations also. LPWA, on the other hand, solves
the limits of cellular connectivity. These limits are mostly
due to two factors: high power usage, which limits battery
operation, and the cost of maintenance, which comprises
the device’s cost as well as the associated infrastructure,
which affects the service provider’s return on investment.
In essence, LPWA technologies operate in tandem with cur-
rently existing cellular mobile networks and short-range tech-
nologies to enable wide-area networking at lower costs and
with improved power efficiency [33]. Low-power wide-area
(LPWA) refers to a collection of technologies that have the
following characteristics (i-iv):

(i) Extended battery life, less power consumption.

(i) Characteristics of wide-area connection, enabling

out-of-the-box connected systems.
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TABLE 5. Comparison of some commonly used protocols for data exchange in 10RT system.

Protocols = JWiFi LoRa ZigBee Cellular Z-Wave SigFox NFC 6LoWPAN Bluetooth‘ RFID
| Characteristi¢s LE
Standard IEEE LoRaWAN | IEEE 802.15.4 | GSMA, Z-Wave SigFox ISO/IEC | IEEE IEEE RFID
802.11n GSM/GPRS/E | Alliance 18000-3 | 802.15.4 802.15.1
DGE (2G), | ZAD12837
HSPA/ UMTS |/ ITU-T
(3G),LTE (4G) | G.995
Type of Net- | LAN LAN WPAN WNAN WPAN LPWAN P2P Net- | WPAN WPAN | Proximity
work WPAN/P2P work
Power Low-high Very Low |30 mA Low |High  power|2.5 mA |10 mW -|50 mA |(I-2 years|30 mA |Ultra-
power consumption Low power | 100  mW | Very Battery Low low-
Consump- | low power | Low lifetime) Power power
tion power Low power
consump-
tion
Data Rate Up to | 0.3Gbps to | 250 kbps Up to 1Gbps | 40kbps 10-1000bps | 424 kbps | 200 kbps IMbps | 4 Mbps
1.3Gbps 100 kbps
Range Up to 100m | 3-5km Short  Range | Several km 30m Long Range | Short Short Range | Short Short
urban area | 10-100 m (indoors) 10km(URBANRange 10-100 m Range Range
100 ) 50km | 0-10cm 15-30 m |Up to
(outdoors) (RURAL) 0-1m 200 m
10cm-
Im
Security WPA  and | Per-device | AES RC4 AES-128 Partially ad- | RSA AES EO RC4
WPA2 AES128 dressed AES Stream
keys, AES-128
AES128
secret key
Features High Long-range, | Mesh Network | Longer Range | Simple Pro- | Long Security | Commonly | Low Low
capacity secure, low tocol Battery life Used power Cost
load cost (up to 20 Internal version
balancing, years) Low Access available
Scalability Cost
Applications Any device | Smart city, | Monitoring and | Use in | Residential | Smart Grid | Payment | Senor Wireless | Inventory,
with cellu- | sensor controlling of | WiFi, ADSL | lighting & |/ Street | Access, | networks headsets, | Access
lar connec- | networks, home industry | ,broadband automation | Lighting Business | Industrial Audio &
tivity industrial Jdigital TV & Energy Transac- | automation | Applica- | Track-
automation Radio, M2M meters tions tions ing
application
Network Size | Medium Medium/large¢ Very Large Very Large Large Medium Small Very large | Small- Medium|
Medium

(i) Networks and chipsets at a minimal cost.
(iv) Data transmission throughput power is limited.

C. FEATURES OF WIRELESS DATA EXCHANGE PROTOCOLS
For efficient data exchange, the different wireless commu-
nication protocols must perform well. Therefore to measure
the performance of wireless data exchange protocols, the
following matrices are used:

1) SIZE OF NETWORK

The network size can be aligned depending on the amount of
interference, transmission protocols used, the size of packets
of data throughout traffic, and the number of end users hooked
up to GSM voice services. This has an impact on the number
of open sessions of GPRS, which can touch 1000 per cell.
The ZigBee star network takes first place with a total of
65000 nodes, followed by the Wi-Fi network having a total of
2007 nodes in the configuration of BSS, the Wi-Max network
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with 1600 nodes, UWB in the piconet structure with 236
nodes, and finally Bluetooth with 8 nodes. The network size
can be expanded by utilizing the protocols that allow for the
creation of more complicated network topologies from basic
ones [34].

2) TIME OF TRANSMISSION

The factors on which time of transmission depends are the
size of the message, data rate, and the remoteness between
two nodes [35]. The time of transmission (P) can be given by

the (4).
P=PyP, {st + (Qos%ﬂ .

4
O 4)

where,
Qs is the size of the data.
Omp 1s the size of the maximum payload.

VOLUME 10, 2022



N. Koul et al.: Data Exchange Techniques for Internet of Robotic Things: Recent Developments

IEEE Access

Q,s is the overhead size.
Py, is bit-time.
Py, is the time of propagation between two nodes.

3) TRANSMISSION RANGE AND POWER

The Friis equation, given in (5), presents the relation between
transmission range and transmission power for wireless data
transmissions [36].

0 A\
o =Lk (H) . )

where,

X is the distance between two antennas. The formula of
coverage range can be given in (6).

Q, is the power of receiving the data module.

Q; is the power when transmitting data.

L, is the gain by Omni basic antenna transmitting.

L, is the gain received by an antenna.

A is the wavelength.

1
X=——x (6)

4 [0
AV QL Ly
4) CONSUMPTION OF ENERGY
The consumption of energy for smart sensors consists of three
steps (i—iii):
(i) acquisition
(il) communication
(iii) computation and data aggregation

Depending on the type of application, the energy consump-
tion may vary in the acquisition operation [37]. In transmis-
sion, data traffic generally requires more energy as compared
to other operations [38]. Depending upon the data exchange
range (Cs), the modal of the energy consumption K of a
smart sensor s is given as in (7).

K, =gCP + K., for B>2. @)

where,

g is the size of the packet.

B is the coefficient of signal attenuation.

K. is the cost of energy transmission.

Using the modal of radio energy [39], [40], [41], [42], the
transmission energy to a distance s of a g bit message is given

by (8)=(9).

Ky (g, 5) = (gvrs® + gKe), forS < So ®)
T (gvas* +gK.), forS = So.
S= /5 ©)
Ya

where,
K, is the electrical energy.
vf, yr are the amplification energies.
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5) BIT ERROR RATE

To access the effectiveness of a communication system’s
modulation, calculating the bit error rate B is very useful [34].
It also enhances the robustness of the system. Formula in (10)
is used to compute B.

B—E (10)
=7

where,
E is the number of errors.
T is the number of bits transmitted.

6) THE EFFICIENCY OF DATA CODING
The formula for computing the efficiency of data coding is
given in (11) as follows:

1
D, = 0005 (11)

(Cas+0us (82))

7) INDEX OF ENERGY

To conclude the lifetime of a sensor network and to compute
the cost of transmitted energy of a sensor node, the energy
index [, is used [43]. The [, is given in (12).

_ L,—P,
(L4 1) (te +me + o)

(12)

I

where,
L, is the length of the packet.
P, is packet overhead.
ry, 1s the number of re-transmissions.
t, is the energy of the transceiver.
me, is overhearing and idle energy.
¢, 18 a collision.

8) REAL-TIME THROUGHPUT
It is used to define the octets transmitted per second on a
particular link in relevance with real-time throughput [43].
The analytical formula for real- time throughput 7), is given
as follows in (13).

n

T)y= ——. 13
=TT (13)

where,
n is the total data transmitted.
Ty is the time taken to transmit a data frame.
T} is the backoff time needed.

V. ARTIFICIAL INTELLIGENCE-BASED METHODS

FOR DATA EXCHANGE IN IoRT

Artificial intelligence is difficult to characterize accurately.
The founder of AI, John McCarthy, described Al as ‘“‘the engi-
neering and science of constructing intelligent machines.”
As a result, Al alludes to the capacity of robots to respond
to data and information and create results in an approach
comparable to how people learn, make decisions, and solve
problems. Furthermore, Al is always improving, allowing
robots to get smarter and smarter. Machine intellect means
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FIGURE 6. Wireless communication for robots using Al.

the capability of a machine to execute the highbrowed work in
any situation that an individual would perform. Al is used to
create more intelligent machines. Robots serving or working
with humans are supposed to understand human require-
ments with minimum human communication. Because of its
incredible capacity to deal with complexity, high precision,
enormous data, and quick processing, Artificial Intelligence
(AI) is being used to improve technological applications and
development.

The familiar Al technologies include pattern recognition,
ANN, ML, fuzzy logic, neuro-fuzzy interference system
(ANFIS), DL, genetic algorithm, PSO, clustering, and so on.
Figure 6 shows various Al approaches for wireless communi-
cation for robots [44]. Engineering, science, health, comput-
ers, finance, economics, and other fields have all benefited
from AL It’s also being used to improve the intelligence of
robots. Smart machines are capable of doing tasks with great
intelligence in a turbulent environment, like or identical to
that of a person. As a result, Al is a component of computer
science, as well as the cognitive and supervisory component
of a robotic system. When robotics and Al are combined,
a machine can do certain human-like jobs. Robots will be
omnipresent in the future, and they will assist humans at any
time and in any location. To attain this aim, future robots will
need to be able to communicate effectively both among them-
selves and with people. The authors of [45] have examined
the principles of many communication methods as well as
wireless communication for robotics networks.

In both study and application, robotics technologies have
frequently been coupled with communication network tech-
nology. Both technologies together will aid robots in moving
independently and extending robot functions to do any given
work successfully and proficiently.
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Robot and Al Data Exchange
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FIGURE 7. Robot and Al Data Exchange in different areas.

Teleoperation or independent communication is also
possible [6]. Robots that are entirely controlled by human
operators via communication networks are referred to as
teleoperated robots. Autonomous robots, on the other hand,
are capable of doing tasks or acting alone. In [46], the
authors have discussed effective communication in cooper-
ating robot teamwork. Information sharing between robots
must also provide collision avoidance and preserve the
communication link’s quality. Energy and power metrics,
quality-of-service (QoS) metrics, dependability, movability,
collision avoidance, connection, and robot cooperation are
the most often utilized metrics for robot communication sys-
tems. A great deal of study has been done on robot-team
communication [47], [48].

When the robots engaged are on the ground, in the sky,
in water, or other surroundings, as depicted in Figure 7, intel-
ligent robotic communication is necessary. Al improves the
robot’s capabilities as well. For several years, Al approaches
have improved robot abilities in areas such as sensor data
fusion, processing information, contextual identification, and
decision-making. DL and ML algorithms are enhancing the
potential of robotic systems. The evolution of Al algorithms
promotes (a—c):

(a) autonomous robot intelligence

(b) enhanced robotic component intelligence (enhancing

robot or helped human capabilities)

(c) overall assistive robot intelligence
The intellectual ability of autonomous robots is focused on
intelligent machines that have a wide range of operating
skills and high redundancy while completing tasks in groups.
The system’s scalability, adaptability, and fault tolerance
must all be guaranteed. Augmented robotics intelligence
focuses on improving robotics devices’ sensing, acting, and
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cognitive capacities. This concept is applied to people by the
enhancement of their capacities, such as increasing human
force. Human-assisting robots’ intelligence draws on and
incorporates principles from a variety of domains, including
Al, cognitive science, psychology, and sociology. Humans
anticipate assistant robots to communicate with them in a
friendly manner. They should be predictable while providing
human help [49].

To do their duties successfully and consistently, robots
must communicate with one another. Several types of
research on Al in applications of robotics and compli-
cated tasks have surfaced subsequently, including works of
[50], [51], [52]. Despite their focus, these surveys encompass
a wide range of topics. They are mostly limited in dimension
to Al for robotic tasks and controls [50], allocation and
navigation and prosecution of portable robots in multifaceted
surroundings [51], and robotic visualization [52], and thus
are of superior value but lack quantitative descriptions on
the wide assortment of Al techniques appropriate for robotic
transmission of information. Moreover, considerable research
on Al for Robotic data exchange has occurred [13], [53], [54],
[55], [56], [57], [58], [59], [60], [61], [62]. These studies are
fascinating, but they only apply to a few aspects of robot
communication. The research [53], [59] largely focused on
ML for WSN and M2M connections [60], therefore they
don’t address the applications that ML can use to improve
future robot connections and networks.

The authors of [58] gave a complete overview of Ml meth-
ods in the context of IoRT devices. They have proposed a dis-
tributed ML algorithm based on Liquid State Machine(LSM)
framework. The cloud can predict users’ content distribution
requests, using this proposed algorithm, if there is limited
information on the network and user states. This increases
the efficiency of a network for UAVs. In addition, DL for
UAV application domains was covered in brief. In supplement
to the study of authors [53], [55], [57], [58], and [59] used
machine learning to introduce UAV connectedness and antic-
ipate the number of users linked to the UAV. The complexity
of logarithms, on the other hand, may be lowered in the future.
For example, in [54], the authors devised a machine learning
approach for echo state networks that can vigorously change
the speed of the network and allow UAVs to observe their
surroundings.

The suggested approach significantly improves the quality
of experience (QoE) utilities of users. In [56], the authors
have presented ML strategies for predicting every user
and determining the UAV cached contents. The suggested
approach was created to allow cashed UAVs to provide lim-
ited service to ground users over licensed and unlicensed
bands. Utilizing a liquid state machine allows UAVs to allo-
cate resources autonomously with minimal information. The
liquid state machine improves the number of persistent queue
users significantly. The authors of [62] presented an echo
state network for interference-aware route control of cellular-
connected UAVs based on RL. The UAVs’ objectives were to
strike a balance between low delay, high power efficiency,
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and low interference levels during network transmission.
As a result, the RL allowed every UAV to choose its data
exchange power, next position, and cell association. The data
demonstrate that higher wifi delay per UAV and higher UAV
elevation both help to reduce interference levels.

The authors, on the other hand, neglected to account
for latency and drone interference. The research [56], [62]
focuses on using machine learning to optimize UAV sites and
forecast user actions. Additionally, robotic data communi-
cation entails not only determining signal intensity between
robots, but also establishing some criteria to examine, such as
context, kind of information, and where the signal originates.
As a result, robot data exchange must be fully realized. The
authors of [61] concentrated on the Recurrent Neural Net-
work (RNN) approach for useful and proficient end-to-end
widespread interaction to enable robots to interact with one
another and achieve the aim. The suggested works were sep-
arated into three elements to accomplish this: negotiations,
defuzzification, and end-to-end data exchange. RNN assists
robots in making appreciative decisions based on received
signals and after discussion to prevent robot disputes.

Additionally, it enables receiving robots to progressively
receive signals from dispatcher robots and then shift to the
correspondent position following the RNN output. As a
result, the receiver robot may reach a specific destination
from anywhere. In [13], the authors have addressed the issue
of combining Al, IoT, and robotics, and came up with the
notion of the IoRT. The research focuses on robot aggregate
exposure and connection preservation. The neural network
approach was utilized to make a middle course between the
robots’ connection and the required QoS. The results revealed
that the ANN approach had benefits in terms of connectivity,
energy usage, and convergence time. The authors, on the
other hand, have not offered a determinable account of the
Al diversity that existed.

Arsénio et al. [54] emphasized the internet of intelligent
things (IoIT), which integrated Al into networking technolo-
gies and objects. For achieving the operational needs and “‘the
cost efficiency of the vehicle networks”.

Al methods like machine learning (ML) are employed
as proficient tools to handle challenges encountered in 5G
wireless data exchanges [63] (e.g., caching, processing, and
data exchange processes). To allow new connections, cellular
and wireless communication networks must provide con-
ventional/assured latency, which has become the facilitator
for the next coming generation of IoRT intelligent services.
Broadcast systems and/or peer-to-peer can be used by [oRT
devices for information exchange and direct communication.

Khan et al. [64] propose an Al-based algorithm named
Artificial Bee Colony (ABC) so that devices within an IIoT
system can act intelligently and safeguard the confidentiality
and authenticity of data and devices. They proposed this
algorithm for secure communication and better network con-
nectivity of an IIoT ecosystem.

Xia et al. [65] scrutinized the power control strategy of
secure intelligent data exchange with Statistic Channel State
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Information (CSI) for IoT networks. They propose a rein-
forced learning algorithm named Q-Learning for secure and
intelligent communication for IoT networks.

VI. CHALLENGES IN DATA COMMUNICATION
(NETWORKING) IN IoRT

Considering the global IoRT market size, large device manu-
facturing, IoRT technology investment, academic interest in
IoRT, and the possible return on investment of IoRT busi-
nesses, the future of IoRT technology seems extremely bright
and promising [66]. However, because of the immense scope
of the IoRT infrastructure and the large number of devices
involved, security issues will become much more prevalent.
Security procurement is required to disarm malevolent actors
that pose a danger to the IoRT, and it has yet to be satisfied
effectively, as seen in the preceding section’s protocol com-
parison. The security concerns posed by IoRT will serve as a
crucial research topic [66].

The open networking problems in the IoRT area are
summarised in Table 6. Aside from security provisioning,
compatibility between network protocols is another major
difficulty in IoRT development. Leading firms throughout the
world are designing smart devices with complete interoper-
ability in mind. These features are critical because they will
allow for seamless interaction with the present Internet [67].
The expense of an IoRT protocol with numerous sophisticated
capabilities rises as the convenience of use decreases. Build-
ing an attractive protocol is not an easy undertaking, and it
is usually a trade-off between system cost and performance.
IPv6 introduces beneficial and adaptable networking tech-
nologies, bringing [oRT features one step closer to desired
interoperability. The Internet of Things will connect a variety
of things to create revolutionary services.

As a result, an effective name and identity, and access
management system are necessary, one that maintains the
distinct traits of a huge number of objects. Using RFIDs
to physically tag one thing is one approach to constructing
such a system. Another option is to provide each item with
its characterization, allowing it to immediately broadcast
its identification and associated data. Because of the huge
number of smart objects, stronger scalability management
techniques are required. Current organizational protocols,
as indicated in [68], cannot be expanded effectively enough to
fulfil the requirements of IoRT devices due to their inadequate
potential.

Moreover, IoRT data is characterized by heterogeneity,
which implies that information is created in large quantities,
arrives in real-time, has a changing structure, and may have
an unknown source. Because total performance is in a straight
line proportional to the characteristics of the data managing
service [69], the problem of managing massive data is crucial.
Whenever the data integrity component is examined, the
problem becomes much more problematic, not only because
it impacts service quality, but also because it raises privacy
and security concerns, especially with outsourced data [70].
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Another important aspect of the [oRT paradigm is mobility
management. Because of the hard processing and power lim-
its, conventional mobility-supporting protocols for Vehicular
Ad Hoc Networks (VANETS), sensor networks, Mobile Ad
Hoc Networks (MANETS) and are unable to effectively cope
with common IoRT devices. To keep track of the device’s
location and response to topological changes, movement
tracking is required.

Furthermore, the energy needs of IoRT are yet unmet.
A few routing protocols, as previously mentioned, offer low-
power data exchange, however, they are still in the early
stages of development. As a result, green technologies must
be used to make IoRT devices as power-efficient as feasible.

VII. CYBER-SECURITY FOR ROBOTIC DATA EXCHANGE
In the context of data exchange in robotic systems, the pur-
pose of cyber security is to minimize the impact of vulnerabil-
ities and protect robotic systems from cyber attacks. This task
is often challenging and necessitates the introduction of some
specific requirements. These requirements are commonly
named as CIA-Triad, referring to the following three (i—iii)
pillars of cyber-security,
(i) Confidentiality,

(ii) Integrity

(iii) Availability
Although these three principles are the keystone of the secu-
rity infrastructure of any organization, there are some addi-
tional requirements such as accuracy and safety, that a robotic
system needs to meet. Figure 8 shows the security scenario of
a robotic system.

A. ROBOTIC SECURITY ATTACKS

After the integration of robotic systems in IoT domains,
the various attacks targeting robotic systems are increasing.
These attacks target both robotic data and the security of
the system including confidentiality, integrity, availability,
privacy, and authentication. There are certain levels of attack
in a robotic system which are as follows (a—c):

(a) Attack on the hardware of robots.
(b) Attack on the firmware of robots.
(c) Attack on robotic communication.

Attack on Robotic Communication: If there will be insecure
data exchange between users and robots, it may increase
a variety of cyber security risks. A hacker can hack into
insecure communication links, particularly if robots are con-
nected to public internet services. Most of the robots are
connected to the Internet through networks, so the attackers
could exploit communication vulnerabilities and gain full
control of the robots. The data exchange in robotics is prone
to different attacks that may affect many security services.
These attacks are stated below (i—xii):

(i) Jamming Attacks

(i1) De-authentication Attacks
(iii) Traffic Analysis Attack
(iv) Denial of service attack
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TABLE 6. Data communication problems in loRT.

Challenges in Data Communication in IoRT | Characteristics

Intercommunication

(a) Necessity of standardization

(b) IPv6 addressing must be used to lead the way

(c) The current Internet should be easily integrated

(d) Components designed with predetermined parameters
(e) Cross-layer intercommunication required

Inpregnability

(c) Access control
(d) Substantiation
(e) Trusted platforms
(f) Encryption

(a) Confidentiality of data
(b) Management of identity of privacy

Extensibility

To enable a higher number of smart objects, an extensible management protocol is being developed

Identification

Developing a name and identity management system that works

Movability

(a) Detection of movement required
(b) Energy and processing restrictions should not exist in VANETs and MANETSs

BigData

(a) The qualities of the data management service have a direct correlation with performance
(b) The data integrity attribute should be considered

Management of Energy

(a) Green technologies are required for energy-efficient systems
(b) Still not fulfilled completely

(v) Replay Attacks
(vi) Man-in-the-middle Attack
(vii) Masquerading Attacks
(viii) Meet-in-the-middle Atack
(ix) Identity Attack
(x) Network Impersonation attack
(xi) Message fabrication and alteration Attacks
(xii) Illusion Attacks
These are some of the attacks that hinder secure data
exchange in IoRT systems. These attacks can be extremely
dangerous as they can hurt the robotic systems as well as
humans.

B. SOURCE OF ATTACKS
There are several sources from where these attacks can origi-
nate. These sources include cyber crimes, cyber warfare, and
even cyber terrorism. The common sources of attacks are as
follows (a-i):

(a) Insiders or whistle-blowers

(b) Outsiders

(c) Competitors

(d) Incompetent developers

(e) Cyber-criminals

(f) Organized criminals

(g) Malicious manufacturers

(h) State-sponsored hackers

(i) Terrorists and spies.
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All these sources of attacks generate a great deal of threat to
the robotic system and its data exchange methodologies.

C. SOLUTIONS AND COUNTERMEASURES

FOR SECURING ROBOTS

To secure Robotic communication and robotic systems it is
very important to maintain and implement effective security
measures. There is a need for a strong multi-authentication
procedure, along with the verification and identification pro-
cess. Securing robotic systems, and their communication is
not an easy task, however, it is neither impossible. Hence,
a variety of cryptographic, non-cryptographic, and Al-based
solutions are available there to countermeasure the various
cyber security attacks.

VIil. IMPROVED PROTOCOLS FOR

COMMUNICATION IN IoRT

Before proceeding to know about the various enhancements
made to some wireless communication protocols, it is neces-
sary to understand why these enhancements are done. Why
there is a need to improve the existing wireless protocols?
This question is very important and has relevance because it
serves as the base of these very improvements done to wire-
less communication protocols. This question can be simply
answered by saying that “IoT systems that are supported by
these protocols +v are slightly different from IoRT systems
with Robots as end devices.”
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FIGURE 8. Security scenario of a robotic system.

These protocols are not efficient enough to support the
communication between Robots within an IoRT system as
they are for the IoT systems. Also, with the rapid evolution
of the Internet Industry, the need for fast, interoperable, pow-
erful, more secure, and reliable communication technologies
are growing. Hence these protocols are required to enhance
and change with the growing needs and improving technolo-
gies used for data exchange between Robots within an IoRT
system.

A. DIFFERENCE BETWEEN IOT AND IORT

Both IoT and IoRT include cloud services as their infrastruc-
ture and group of devices across the Internet are concerned.
The important distinctions between IoRT and IoT may be
summed down (i—ii) into two aspects.

(i) The Robots on the field side receive instructions from
the cloud or some other devices to interact with the
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physical world. Depending upon these instructions
they operate and drive the system.

(i) On the working ground, or via the network (multi-
robot system), robots can exchange data with one
another in real-time.

Now, as per i, the distinction between [oT and IoRT is the
position of sensors and actuators, whether they are at the
center of the system or on the edge. In IoT, the sensors are
located centrally but the actuators in some situations can
directly affect the objects in physical space.

In contrast, [oRT systems have Robots at the center, which
includes drive systems. There is communication between
Robots and physical entities, which is essential, so the physi-
cal security and safety of Robots must be ensured. Sensors
are used by both robots and IoT devices to perceive their
surroundings, analyze data fast, and decide how to react. Most
IoT solutions can only perform well-defined tasks, whereas
robots can anticipate circumstances. The primary distinc-
tion between the IoT and the robotics society is that robots
perform real-world tasks and are physically present. They
take action. The focus of IoT has shifted from cyberspace
to the physical side, and this is where the efforts are coming
together [71].

Therefore, it becomes significant to make sure the upright-
ness of extrinsic commands is given to the Robots. If there
will be any inconsistency or deficiency in the instruction
given to the Robots, it will make them go out of control.

So, if the Robots in an [oRT system need to act in control
properly after receiving instruction from an external source or
remote location, the consistency, and integrity of the system
must be enhanced. The driving force behind the enhanced
system is the improvements that are done to some of the
wireless communication protocols.

These improvements will enhance the entire communica-
tion system within an [oRT system and will uplift the quality
of Data Exchange between different Robots, humans, and
Robots, and also between the Robots and other devices.

B. IMPROVEMENTS IN WPAN HAVING LESS POWER

The IEEE 802.15.4 standard, which is built on radio trans-
missions, allows small devices that run on batteries or solar
power to connect wirelessly across short distances.

To maintain operations at low power and moderate access
control mechanisms were developed so that the radio may
be kept off the majority of the occasion. It offers modest
data rates, although they are suitable for these sensor devices
with payloads that are projected to be below. To guarantee
excellent dependability and energy savings at the same time
as minimizing end-to-end latency latest wireless standards
have been created.

1) IMPROVEMENTS IN IEEE 802.15.4
To maximize the efficacy of radio-frequency (RF) communi-

cations in low-power devices, modifications are made to the
MAC and physical (PHY) layers [72], [73] of this standard.
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The IEEE 802.15.4e Standard is pointed out as
follows (i-iv):

(i) There are five distinct MAC options available to meet
the needs of various applications.

(ii) Time-slotted channel hopping (TSCH) is provided
to handle a high quantity of concurrent connec-
tions while reducing interference and increasing
dependability.

(iii) Enhancements to the MAC layer to support
industrial IoT.

(iv) Coordinated sampled listening (CSL) reduces latency
by synchronizing the transmitter and receiver by
agreeing on the same transmission schedule.

The IEEE 802.15.4q standard can be summarized as
follows (i-iii):

(i) Use of a reduced preamble to promote low energy
consumption.

(i) Adding two PHY layers that give extremely low
power utilization and functions.

(iii) As a result, these new enhancements are aimed at
reducing interference and improving the dependabil-
ity of lossy wireless signals.

2) IMPROVEMENTS IN BLUETOOTH
Bluetooth has been created to provide a small-range wireless
connection with minimal formation for devices that have one
transmitter and several receivers. To make it interference-
tolerant, it employs radio communications using a frequency
hopping spread spectrum. This standard has recently been
updated to facilitate device-to-device interaction for IoRT
applications.
The Bluetooth LE is pointed out as follows (i—iii):
(i) Advertisement channels are used to convey broadcast
messages.
(i) Uses smaller packet transfer to keep power consump-
tion low.
(iii) All communications must go through the central
node.
IPv6 over Bluetooth LE [74] can be summarized in the fol-
lowing points (i—ii):
(i) 6LoWPAN sits atop the logical connection control
and adaptation layer.
(i) The innermost node takes on the role of a perime-
ter router, connecting slave nodes through an IPv6
connection.

C. IMPROVEMENTS IN WLANS HAVING LESS POWER

A WLAN delivers wireless communication used for a group
of nodes located within a few hundred meters of each other.
The wireless feature lets devices move freely and increase
mobility without affecting connection reliability. The net-
works use a permanent access point (AP) to connect numer-
ous mobile nodes in one-to-one mode. The access point
remains the core node, via which additional nodes interact
with one another. Without the need for a central AP, ad-hoc
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peer-to-peer connections are possible. WLAN is extensively
accustomed to expanding Internet access for several devices
inside a medium-range, even though isolated networks can be
set up.

1) IMPROVEMENTS IN IEEE 802.11

The IEEE 802.11 wireless protocol, sometimes known as
WiFi, is used to link devices within a wireless local area
network. Multiple devices are interconnected across a small
distance of a few 10’s meters to 100 meters, but the range may
be broadened by forming a mesh. The movability assistance
and wide exposure limits provided by WiFi networks would
help an IoRT system.

The IEEE 802.11ah is as follows (i-iv):

(i) Less power is used and has a range of almost a

kilometer.

(ii) Because it operates in the megahertz spectrum, it has
high incursion around obstructions.

(iii) For low-power operations, it has pre- programmed
sleep and waking cycles.

(iv) Supports a communication range that is twice as far
as standard WiFi.

The IEEE 802.11ax is pointed out below (i—ii):

(i) To increase power efficiency, various groupings of
devices are given varying waking- up times.

(i) The end-to-end data transmission latency may be
kept consistent and stable across all nodes.

IX. FUTURE WORK

In this paper, we have given an insight into various method-
ologies used for data exchange in IoRT systems. We have
mainly focused on wireless connectivity technologies, their
comparison, and their improvements. Some Al techniques
used for robotic data exchange are also presented. We have
presented a brief introduction to cyber security in robotic
systems, the levels of attacks, and their sources. The data
communication problems in IoRT systems are also listed.

The problems that presently exist in the IoRT data
exchange techniques are not impossible to solve. These prob-
lems can be solved by the great effort of researchers by using
new fast, reliable, and evolving techniques and by modifying
the existing network technologies, some of which are men-
tioned above in Section VIII. We can perform a comparative
analysis of available data exchange techniques and choose the
most efficient one. Also, we can design a new IoRT system
based on the existing ones. For example, for security issues,
we can use blockchain technology or some lightweight cryp-
tographic algorithms. For quality message service, AMQP
over RT-Middleware can be used. For intelligent communi-
cation, various Al techniques like ANN, PSO, Fuzzy logic,
ML, and DL can be used as mentioned in Section V.

In the future, we intend to work on solving the problems
that presently exist for data exchange in IoRT. We will work
on cyber security for IoRT in depth in the future and intend to
develop a threat model for it. Also, we will discuss in detail

102103



IEEE Access

N. Koul et al.: Data Exchange Techniques for Internet of Robotic Things: Recent Developments

the various solutions and countermeasures to eliminate the
threats and attacks on communication links used for IoRT
data exchange. We will work on designing a novel IoRT
system with secure and intelligent data exchange.

X. CONCLUSION

The Internet of Things (IoRT) has a good deal of promise
integrating a range of robotic conclusions and findings into
regular life. Whether it is a smart home, private vehicle
assistant, disaster response, assisted living, working in emer-
gencies, surveillance, smart production, or outbreak manage-
ment, ingenious IoRT solutions can assist us to make the
globe more technologically intelligent. IoRT solutions rely
heavily on wireless communication technology to provide a
rich and pervasive experience. Corporations and digital tech-
nology firms are banding together to create open standards,
incorporate them into their commodities, and license multi-
vendor machines and robots for effortless cooperation.

Moreover, many researchers and owners of big firms are
trying to make machines more and more intelligent and smart
to compete with human intelligence and reasoning power.
The use of Al and its various sub-fields is increasing with
each passing day. Several Al algorithms are being used to
incorporate intelligence in Robots in an IoRT system and also
for data exchange in multi-robotic systems. This paper dis-
cusses the architecture of IoRT in relevance to data exchange,
proposes a taxonomy of communication protocols based on
wireless technologies, and also gives a comparison of some
commonly used protocols.

This uncovers a new frontier in the field of networked
robots, which we hope will lead to exciting future advances.
It does enable adaptation into a linked ecosystem in which
diverse technologies, such as communications networks, dif-
ferent types of devices, processing units, and cloud ser-
vices, are used to leverage resource-constrained deployment
of affordable robots. simultaneous localization and mapping
(SLAM), grasping, navigation, and many more technologies
that are outside the scope of this paper might all benefit from
the IoRT methodology.

This paper looked at some of the current intelligence strate-
gies being utilized to improve robotic data exchange and
make robots behave dynamically. PSO, ANN, fuzzy logic,
ANFIS, genetic fuzzy, big data, and machine learning are
examples of Al techniques. The benefits of utilizing Al in
robot data communication include assisting robots in learning
about each other and the dynamic environment, coordinat-
ing individual robots’ roles, preventing probable collisions,
optimizing the performance of the team, and achieving faster
processes and easier labor. Robots become smarter when
intelligence is added to their communication, allowing them
to do jobs more successfully and efficiently. This article also
highlighted the improvements made to wireless standards to
make them pertinent to the IoRT data exchange system. For
aficionados to get part in this innovative concept shortly,
open networking challenges are addressed in a detailed
manner.
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