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ABSTRACT Delay invariant convolutional network codes (abbreviated DI-CNCs) can guarantee multicast
communication at asymptotically optimal rates in networks with any delay profile. For a cyclic network,
it has been shown that one can associate it with an acyclic network consisting of nodes in five layers,
and the acyclic algorithm of F-linear multicast can be employed to construct a DI-F-CNC, as long as the
field size is larger than the number of sinks in the cyclic network. In this paper, we present a directly
feasible construction algorithm for a DI-F-CNC over a cyclic network. Complexity of code construction
and theoretical guarantees of algorithm implementation are also investigated in detail. The advantage of the
straight construction algorithm is that for an existing code, when some sink nodes and associated edges are
added, our algorithm just modifies the new assigned coding coefficients in an efficient localized manner,
without the necessity to construct again the code in its expanding network.
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I. INTRODUCTION13

Network coding is an efficient paradigm in information trans-14

mission, which can improve the capacity achievability for15

both wireless and wired networks [1], [2], [3], [4], [5]. Con-16

volutional network coding (CNC) was considered in [6], [7],17

[8], [9], [10], [11], [12], and [13], it is a form of linear18

network coding which deals with a pipeline of messages as a19

whole rather than individually. Due to the bidirectional com-20

munications, in practical setting, most networks are cyclic.21

Over a cyclic network [14], [15], the propagation and encod-22

ing of sequential data symbols convolve together, and the23

propagation delay becomes an inseparable issue in network24

coding. Thus, CNC is naturally adopted to ensure causal data25

propagation around cycles. As shown in [7] and [16], if the26
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transmission delay is nonzero along every cycle, then data 27

propagation in a causal manner can be assured in the cyclic 28

network by a CNC. The optimal CNCs are demonstrated to 29

achieve the maximum transmission rate from the source node 30

to the set of eligible receiver nodes. For a multicast network, 31

an optimal CNC can be constructed by the deterministic 32

algorithm [16] or the random one [17] with respect to a certain 33

delay pattern. 34

Delay-sensitive traffic systems (typical systems of this kind 35

include multimedia services and satellite communications) 36

have expressed a phenomenal growth in recent years [18], 37

[19], [20], [21]. One feature of these systems is that infor- 38

mation bits traversing the network have a strict deadline. 39

In addition to delay constraints, real-time communication 40

networks also require achieving the maximum transmission 41

rate from the source node to its receiver nodes timely. Under 42

the above delay-sensitive traffic network setting, especially 43
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over a cyclic network, one can consider deploying delay44

invariant CNCs (DI-CNCs) into it. DI-CNCs are firstly intro-45

duced by Sun et al. in [22], they are a new class of CNCs for46

multicast networks, which are not dependent on the delays of47

the network. If a DI-CNC is deployed into the network, any48

delay changes incurred by inappropriate synchronization or49

other issues have no impact on the multicast capacity of that50

network.51

Sun et al. in [22] proved the existence of a DI-CNC over52

any symbol field, and showed a random coding technique suf-53

fices to construct a DI-CNC with high probability. Moreover,54

an algorithm was devised to construct a DI-CNC with scalar55

coding coefficients as long as the symbol field was no smaller56

than the number of receivers. And the algorithm converted a57

cyclic network to a responding equivalent acyclic network,58

and then the acyclic algorithm of linear multicast [23] can59

be employed to construct a DI-CNC with scalar coding60

coefficients.61

However, if dynamic behavior of the network is consid-62

ered, for example, new sinks are added in the network, the63

DI-CNC could be re-distributed by the indirect algorithm64

in [22]. To address this issue, in this paper, we present a65

straight construction algorithm for aF-linearmulticast, which66

qulifies to be a DI-CNC on cyclic networks. Complexity of67

code construction and the theoretical guarantees for algo-68

rithm implementation are also provided. The advantage of the69

straight construction algorithm is that if we add some sinks70

and associated edges in an existing code, our algorithm just71

modifies the new assigned coding coefficients in an efficient72

localized manner, without the necessity to construct again the73

code in its expanding network.74

The rest of this paper is organized as follows. In Section II,75

some basic definitions and properties about network cod-76

ing, convolutional network coding and delay invariant con-77

volutional network coding are reviewed. In Section III, the78

DI-F-CNC construction algorithm and the analyses of algo-79

rithm are provided. The conclusion of this paper is given in80

Section IV.81

II. PRELIMINARIES82

We adopt the following convention as in [7], [16], and [22].83

A network can be modeled as a finite directed multigraph84

N = (V ,E), or simplyN , where V is the set of nodes and E is85

the set of edges. N contains a unique node with no incoming86

edges. This node is called the source, denoted by s. No edge87

loops around a node. Every edge represents a transmission88

channel of unit capacity.89

For the directed edge e = (u, v) from node u to node v,90

denote u = tail(e) and v = head(e). For every node v, denote91

the sets of its incoming and outgoing edges by In(v) and92

Out(v), respectively. An ordered pair (d, e) of edges is called93

an adjacent pair when there is a node v such that d ∈ In(v)94

and e ∈ Out(v).95

Outgoing edges from s are called data-generating edges.96

Abbreviate |Out(s)| as ω, which represents the (fixed) data97

generating rate from the source. In this paper, we assume that 98

the ordering on edges of E is led by data-generating edges. 99

A sink means a non-source node r to which there are ω 100

edge-disjoint paths from s. The set of τ sink nodes is denoted 101

by R = {r1, r2, · · · , rτ } ⊂ V . 102

Let F be a finite field, which represents the symbol alpha- 103

bet, and Fq the finite field with q elements. Similarly to [22], 104

let P be a principal ideal domain (PID), which represents the 105

general ensemble of data units. Definition below describes a 106

linear network coding where the base field is generalized to 107

a PID. 108

Definition 1: A P-linear network coding (P-LNC) on a 109

network N = (V ,E) means the assignment of an element ld,e 110

inP to every pair (d, e) of edges such that ld,e = 0when (d, e) 111

is not an adjacent pair. The element ld,e is called the coding 112

coefficient or local encoding kernel (LEK) for the pair (d, e). 113

Generally, P = F in conventional network coding, and P = 114

F〈z〉 in CNC, where F〈z〉 is a rational power series ring, z 115

is the dummy variable that represents a unit-time delay [24], 116

[25]. An F-CNCmeans an F〈z〉-LNC (ld,e) with (ld,e) ∈ F〈z〉. 117

For linear network coding, any edge e has a global coding 118

vector associated with it as follows. 119

Definition 2: A set of coding vectors or global encoding 120

kernel (GEK) for a P-linear network coding with LEKs 121

means an assignment of an ω−dimensional column vector ge 122

over P to each edge e such that 123

(i) ge =
∑

d∈In(v)
ld,egd , where e ∈ Out(v), v is a nonsource 124

node, 125

(ii) the vectors ge, e ∈ Out(s), forms the standard basis of 126

the free module Pω. 127

Denote by K the |E|×|E| matrix [ld,e]d,e∈E , where rows 128

and columns are indexed according to the ordering of edges. 129

Then the conditions (i) and (ii) in Definition 2 can be com- 130

bined into the matrix equation 131

[ge]e∈E = [ge]e∈E · K + Hs, (1) 132

where [ge]e∈E is the ω × |E| matrix obtained by juxtaposing 133

the GEKs ge with e ∈ E , Hs an ω × |E| matrix formed 134

by appending |E| − ω columns of zeroes to the ω × ω 135

identity matrix Iω. And this can be expressed in the following 136

equivalent forms: 137

[ge]e∈E · (I|E| − K ) = Hs, (2) 138

namely, 139

det(I|E| − K )[ge]e∈E = Hs · (I|E| − K )∗, (3) 140

where det(I|E| − K ), (I|E| − K )∗ are the discriminant and the 141

adjugate of the matrix I|E| − K , respectively. 142

According to (3), if the discriminant det(I|E| − K ) is zero, 143

then for ge, none or multiple solutions exsit. 144

Definition 3: The discriminant of a P-linear network cod- 145

ing on a network N = (V ,E) is det(I|E| − K ). The code 146

is said to be nonsingular when the discriminant is nonzero. 147

A nonsingular code is said to be normal when it determines 148

a unique set of coding vectors. 149
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Normality of a P-linear network coding is a prerequisite150

to the notion of data propagation via the code, a sufficient151

condition for normality of a P-linear network coding is that152

det(I|E| − K ) is a unit in P [6].153

Definition 4: A normal P-linear network coding with the154

coding vectors ge is called a P-linear multicast when155

rankP(span{ge : e ∈ In(r)}) = ω for every sink r . (4)156

A linear multicast is an optimal network coding, which157

enables every eligible sink node receiving date from source158

s at the full rate ω.159

Definition 5: A delay function on the network is a nonneg-160

ative integer function t, defined over the set of adjacent pairs161

such that, along every cycle, there is at least one pair (d, e)162

with t(d, e) > 0.163

In order to assure causality of data transmission over a164

cyclic network, each cycle in the network should contain a165

positive delay.166

Definition 6: A P-linear network coding is said to be t-167

causal if the coding coefficient for every adjacent pair (d, e)168

is divisible by zt(d,e).169

The following definition presents a special CNC.170

Definition 7: An F-CNC (ld,e) is called a delay invariant171

F-CNC (DI-F-CNC) if for any delay function t, the code172

(ld,ezt(d,e)) is a t-causal F-convolutional multicast.173

One of the merits of DI-CNC is that the code design is174

independent of delay functions.175

It is known that over a cyclic network, there exists an176

F-linear multicast with all coding coefficients belonging to177

any sufficiently large subset8 ⊂ F [7]. Also notice that every178

F-linear multicast is a DI-F-CNC ( [22], Proposition 5). Thus,179

if we can construct an F-linear multicast (ld,e) on a cyclic180

network, then for any delay function t, the code (ld,ezt(d,e)) is181

a DI-F-CNC.182

Unlike the design scheme of DI-CNC in the associated183

acyclic network of the original network N = (V ,E) [22],184

we consider DI-CNC construction in the directed line graph185

of N = (V ,E).186

The directed line graph of N = (V ,E) is defined as187

N (V, E), or simply N , with vertex set V= E ∪ s ∪ R and188

edge set E= {(d, e) ∈ E2
: head(d) = tail(e)} ∪ {(s, e) :189

e ∈ Out(s)} ∪ {(e, ri) : e ∈ In(ri), 1 ≤ i ≤ τ }. We denote190

nodes of N (V, E) as e ∈ V , and the edges as (d, e) ∈ E .191

To be specific, the nodes inN are the edges of N , the source192

s, and the sink nodes ri ∈ R, i = 1, 2, · · · , τ . There is an edge193

(d, e) inN if in N , (d, e) is an adjacent pair. There is an edge194

(s, e) in N if in N , e is an outgoing edge of source node s.195

There is an edge (e, ri) inN if in N , e is an incoming edge of196

sink node ri. Clearly, the LEK ld,e for the adjacent pair (d, e)197

in N corresponds to the LEK for the edge (d, e) in N , and198

the associated GEK ge of edge e in N just corresponds to the199

associated GEK of node e inN . The graphical representation200

of LEKs and GEKs on line graph N can be found in [11].201

It is also obviously that if there are ω edges disjoint paths202

between source s and sink r in N , there are corresponding ω203

nodes disjoint paths in N .204

In our construction, we will employ partial encoding ker- 205

nels (PEKs) to maintain the regularity of every basis of sink 206

node. Before giving the definition of the PEK, we need the 207

following notation. 208

A set ξi of exactlyω edges (nodes) in In(ri), is called a basis 209

of the sink ri inN (the associated line graphN ), if there are ω 210

edges (nodes) disjoint paths Pi = {Pi1, · · · ,P
i
k , · · · ,P

i
ω}, P

i
k 211

is the k-th path of Pi, k ∈ {1, 2, · · · , ω}, starting from imag- 212

inary edges (nodes) and ending at edges (nodes) in ξi, i = 213

1, 2, · · · , τ . We call this set of ω edges (nodes) disjoint paths 214

Pi = {Pi1, · · · ,P
i
k , · · · ,P

i
ω}, k ∈ {1, 2, · · · , ω}, an associ- 215

ated flow of basis ξi. A basis ξi is regular if rank(span{ge : 216

e ∈ ξi}) (the rank of the linear span by all GEKs in set ξi) is 217

equal to ω. 218

Let Oi = {ei1, · · · , e
i
k , · · · , e

i
ω} be a set of ω-nodes 219

for associated flow Pi = {Pi1, · · · ,P
i
k , · · · ,P

i
ω}, where 220

each node eik belongs to a different path Pik in Pi, k ∈ 221

{1, 2, · · · , ω}. Denote Aik be the subset of the path P
i
k , which 222

is consisted of all nodes following the node eik ∈ Oi (not 223

including eik ). And define B
i
k be the set of LEKs of the edges 224

with tail in Aik and head in N \Aik (an illustration of Aik and 225

Bik can be found in [26, Fig. 1]. 226

Now, we can give the definition of the PEK. 227

Definition 8 [16]: For any node e in the line graph N , 228

without loss of generality, assume that e , eik ∈ Oi, then 229

the PEK ue(z) of the node e satisfies the conditions (i) and 230

(ii) in Definition 2 (with gd (z), ge(z) replaced by ud (z),ue(z), 231

respectively ) when the LEKs in Bik are set to zero. 232

Notice that the difference between GEK ge(z) and PEK 233

ue(z) is that for ge(z), the LEKs in Bik may not currently be 234

zero, since they can be determined in previous steps. 235

For the sake of clarity, we summarize some notations in 236

Table 1. 237

III. DI-F-CNC CONSTRUCTION ALGORITHM 238

In this section, we will present the DI-F-CNC construction 239

algorithm, which is shown in Algorithm 1. And our algorithm 240

assumes that the code designer has full knowledge of the 241

network. By the definition ofF-linearmulticast, after the code 242

construction, we must make sure that 243

(I) the code is normal, namely, det(I − K ) is nonzero, 244

(II) all bases of sink nodes ri, i = 1, 2, · · · , τ , are regular, 245

namely, rank(span{ge : e ∈ ξi}) = ω for i = 1, 2, · · · , τ . 246

A. STATEMENT OF DI-F-CNC CONSTRUCTION ALGORITHM 247

We consider the code construction on the line graph 248

N (V, E) =
τ⋃
i=1

N (Pi) and process every basis ξi of sink node 249

ri, i = 1, · · · , τ , one after another. Initially, all LEKs in 250

N (V, E) are assigned to zeros, thus, det(I − K ) = 1 6= 0, 251

during the code construction, we will remain that det(I − 252

K ) 6= 0. Note that a basis may have more than one associated 253

flows, we choose any one of them, only the bases and their 254

determined associated flows are taken into account in our 255

algorithm. For any edge in the original networkN , which does 256

not take part in any of the associated flows, we can assign the 257
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TABLE 1. Notations.

zero encoding coefficient to it or remove it directly from the258

network. According to [1], this will not affect achieving the259

optimal rate.260

Also notice that Ui defines the set of PEKs of the nodes in261

Oi, we regard the linear independence for the PEKs of nodes262

inN (V, E), rather than GEKs. The GEKs do not always work263

to make every basis be regular, since their former values can264

be updated by the most recently assigned LEKs over a cyclic265

network (a detailed example of a bad code designed only266

using GEKs can be found in [16]). For nodes in Pi, their267

PEKs may be different from their GEKs, however, in terms268

of the definition of PEKs, if we reach the last node in Pi, the269

GEKs of ξi are exactly the PEKs of it. Note that at this time,270

rank(span{V (ξi)}) = ω, namely, we ensure that basis ξi is full271

rank.272

We traverse the nodes of Oi in topological order of Pi.273

Initially, the set Oi is consisted of ω imaginary nodes, and it274

will be updated following subsequent processes. Assume that275

eik is the first processing node, and eik is the next processing276

node. We update Oi and Ui by Oi = (Oi ∪ eik )\e
i
k and277

U
C
i = {PEKs of Oi with LEK lC

eik ,e
i
k
}, respectively, where278

lC
eik ,e

i
k
is the current LEK between eik and e

i
k .279

The transfer function Td,e from node d to node e on line280

graphN means the sum of all5j, where5j is the product of281

all LEKs encountered in tracing the jth path starting from d282

and ending at e. By convention, Td,e = 0 if there is no path283

starting from d and ending at e. We note that in the beginning,284

on line graph N , Te,e = 0 for any node e.285

Algorithm 1 The DI-F-CNC Algorithm
Input: The original network N
Output: All LEKs of N
1: find the associated flowPi between the source node s and

the sink node ri, i = 1, 2, · · · , τ ;
2: find the line graph N (Pi) for Pi, i = 1, 2, · · · , τ ;

// N (V, E) =
τ⋃
i=1

N (Pi)

3: for all edges in N (V, E) do
4: let the LEKs of all edges be 0′s;
5: end for
6: for i = 1 to τ do
7: Oi← {ei1, · · · , e

i
k , · · · , e

i
ω};

// initially, Oi is the set of ω imaginary nodes in N (Pi)
8: Ui ← {uei1 , · · · ,ueik , · · · ,ueiω } =

{εi1, · · · , ε
i
k , · · · , ε

i
ω};

// εik is an ω-dim column vector, the k-th element is 1,
the others are 0′s, ueik is the PEK of node eik , namely, Ui
is initialized by a set of ω-dim unit column vectors, and
the cardinality of Ui is ω

9: isLast←false;
10: while isLast = false do
11: traverse the nodes in Pi by topological order;

// eik is the first processing node, e
i
k is the next one after

eik
12: Oi← (Oi ∪ eik )\e

i
k ;

// eik is the next processing node after node eik
13: U

C
i ← {PEKs of Oi with LEK lC

eik ,e
i
k
};

// lC
eik ,e

i
k
is the current LEK of (eik , e

i
k )

14: if det(I − K ) = 0, or Teik ,eik = 1,

or rank(span{U
C
i }) 6= ω, or rank(span{ge : e ∈ ξj}) 6= ω

for ξj, 1 ≤ j ≤ i− 1 then
15: (lC

eik ,e
i
k
,U

C
i )←Pick a new LEK;

16: end if
17: (Oi,Ui, eik )← (Oi,U

C
i , e

i
k );

18: if eik is the last processing node of Pi then
19: V (ξi)← Ui;
20: isLast←true;
21: end if
22: end while
23: end for

The main challenge of our construction algorithm lies in 286

picking eligible LEKs (lines 14 to 16 in Algorithm 1). The 287

LEK lC
eik ,e

i
k
should satisfy the following conditions, 288

(a). det(I − K ) 6= 0, 289

(b). Teik ,eik 6= 1, where Teik ,eik is the total transfer function 290

from eik to e
i
k , 291

(c). rank(span{U
C
i }) = ω, 292

(d). rank(span{ge : e ∈ ξj}) = ω for all j < i. 293

And Theorems 1-4 (in subsection III-D) guarantee that 294

choosing LEKs in finite field F̃ is sufficient to maintain the 295
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DI-F-CNC conditions, where |̃F| ≥ τ + 3, and τ is the total296

number of all sink nodes.297

B. COMPLEXITY OF THE CODE CONSTRUCTION298

Firstly, we find the associated flow Pi between the source299

node s and the sink node ri, i = 1, 2, · · · , τ . By Ford and300

Fulkerson algorithm [27], the total complexity of this step is301

O(τ |E|ω), whereω is equal to the size of the minimal individ-302

ual min-cut between s and the sink node ri, i = 1, 2, · · · , τ .303

Note that for the line graph N (V, E) the |E| × |E| matrix304

K is given by305

K =

{
ld,e, (d, e) ∈ E,
0, otherwise.

306

We can label the line graph, and initialize the LEKs ld,e,307

where (d, e) ∈ E in total complexity O(|E|2).308

In the for-loop steps (lines 6-23 in Algorithm 1), for the309

ith for-loop step, i ∈ {1, 2, · · · , τ }, we have the following310

results.311

(1) The complexity of initializing Oi and Ui is O(ω2).312

(2) For node eik in line graph N , the complexity of com-313

puting ueik is O(|In(e
i
k )|ω) (generally, |In(e

i
k )| < |E|).314

(3) If we employ the linear independent test vector method315

given in [23, Lemma 5] or in [28], the complexities of check-316

ing the singularity of matrix I−K and the full-rank condition317

of set U
C
i are O(|E|) and O(ω), respectively.318

(4) The transfer function Teik ,eik from node eik to itself is319

required to be computed. To do this, as in [16], we can320

substitute the relevant values of LEKs in matrix K , and it321

can be finished with complexity O(|E|2logτ ). Similar to [16]322

or [23], for brevity, we neglect the logarithmic factor, then the323

complexity is O(|E|2).324

(5) In terms of [23, Lemma 7], determining the regularity325

of the relevant basis ξj, 1 ≤ j ≤ i− 1, can be implemented in326

complexity O(|E|τω2).327

Notice that in the for-loop steps (lines 6-23 inAlgorithm 1),328

we should successively process the nodes on the associated329

flow Pi in line graph N . Thus, there are |E|τ iterations at330

most. Consequently, based on the above complexity analyses,331

the DI-F-CNC construction in Algorithm 1 can be finished in332

expected complexityO(max{ |E|3τ, |E|2τ 2ω2
}). In compar-333

ison, the indirect algorithm in [22] has complexity O(|E|3τ )334

to construct a DI-F-CNC. Therefore, if τω2
≤ |E|, the335

two algorithms possess the same complexities. However, the336

overhead of network converting by the indirect algorithm337

in [22] is avoided by our direct construction.338

C. AN EXAMPLE NETWORK TO ILLUSTRATE DI-F-CNC339

CONSTRUCTION ALGORITHM340

We will illustrate DI-F-CNC by means of a simple example341

network.We depict it in Fig.1, our target is to assign appropri-342

ate LEKs such that the network is a F-linear multicast. The343

associated line graph of Fig.1 is given in Fig.2(a). For sim-344

plicity, below we discuss the simplified line graph N (V, E)345

in Fig.3, that is, we omit the nodes which have a single input346

FIGURE 1. A cyclic network with one source s and two sinks r1, r2.

FIGURE 2. (a) The associated line graph of Fig.1. (b) The associated line
graph of Fig.1, which sign the LEKs to construct a DI-F-CNC in Fig.1.

FIGURE 3. The simplified line graph of Fig.2(a).

and a single output, since these nodes would simply receive 347

and forward the same symbol. The bases of sinks r1, r2 are 348

ξ1 = {e1, e9} and ξ2 = {e2, e6}, respectively. Note that 349

in Fig.1, the data generating rate from source s is ω = 2. 350

For convenience, source s in original network N (V ,E) is 351

split into ω source si, i = 1, · · · , ω, in the associated line 352

graphN (V, E) of N (V ,E). Thus, the associated flow of ξ1 is 353

P1= {P11, P
1
2}= {s1 → e1, s2 → e2 → e6 → e9}. And the 354

associated flow of ξ2 is P2= {P21, P
2
2}= {s2 → e2, s1 → 355

e1 → e9 → e6} (lines 1-2). At the beginning, all LEKs in 356

N are set to zeros (line 3-5). Assume that we go through 357
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the nodes s1, s2, e1, e2, e6, e9 in P1 in topological order, the358

nodes s1, s2, e1, e2, e9, e6 in P2 in topological order.359

Initially, O1 = {s1, s2}, U1 = {(1 0)>, (0 1)>}360

(lines 7-8), where the superscript> represents the transposed361

symbol. The next processing node should be e1 with the362

current LEK coefficient ls1,e1 = 0. Thus, we have O1 =363

{e1, s2} and U
C
1 = {(0 0)>, (0 1)>} (lines 11-13). Note that364

when we process the nodes in P1, the matrix I − K is upper365

triangular and on its diagonal all elements are equal to 1, then366

det(I − K ) = 1 6= 0. Also note that there are no cycle in P1,367

and ξ1 is the first processing basis, we do not need to check368

the regularities of other bases. Thus, we just need to compute369

rank(span{U
C
1 }). Since U

C
1 is not full rank, we should pick370

a new LEK for (s1, e1) (lines 14-15). By Theorem 3, any371

non-zero value in F̃ (|̃F| ≥ 5, assume that |̃F| = 5) will work,372

and assume that we select lCs1,e1 = 1. Now, we can obtain that373

U
C
1 = {(1 0)

>, (0 1)>}, which is full rank.374

We update the sets O1, U1 by O1 = {e1, s2}, U1 =375

{ue1 ,us2}= {(1 0)>, (0 1)>}, respectively (line 17). The next376

processing node in P1 is e2, with the LEK lCs2,e2 = 0 (return377

to line 11). After a similar discussion to e2, we can obtain the378

updated values lCs2,e2 = 1, O1 = {e1, e2}, U1 = {ue1 ,ue2}=379

{(1 0)>, (0 1)>}.380

In the next steps, we will deal with nodes e6, e9, succes-381

sively. After similar discussions, we can assign lCe2,e6 = 1,382

lCe6,e9 = 1, and get ue6 = (0 1)>, ue9 = (0 1)>. At this383

time, O1 = ξ1 = {e1, e9}, so we have processed the last384

node in P1, and we obtain {ge1 , ge9} = U1 = {ue1 ,ue9} =385

{(1 0)>, (0 1)>}, namely, rank(span{ge : e ∈ ξ1}) = ω = 2.386

We recall that the associated flow of ξ2 = {e2, e6} is387

P2 = {P21, P
2
2}= {s2 → e2, s1 → e1 → e9 → e6}.388

We process the nodes s1, s2, e1, e2, e9, e6 inP2 in topological389

order. Accordingly, we deal with sets O2 = {s1, s2}, O2 =390

{s1, e2}, O2 = {e1, e2}, O2 = {e9, e2}, O2 = {e6, e2},391

successively.392

For ξ2 = {e2, e6}, it is easy to see that we can maintain the393

values of lCs2,e2 = 1, lCs1,e1 = 1, and the current O2 = {e1, e2},394

U2 = {ue1 ,ue2} = {(1 0)>, (0 1)>}. Now, following the395

topological order of nodes in P2, we process O2 = {e9, e2}.396

The current value of lCe1,e9 is 0, then U
C
2 = {ue2 ,ue9} =397

{(0 1)>, (0 1)>}, which is not full rank. Thus, by Theorem 3,398

we can assign lCe1,e9 = 1. Now, U
C
2 = {ue2 ,ue9} =399

{(0 1)>, (1 1)>}, which is full rank. Note that at this time,400

det(I − K ) = 1 6= 0, Te1,e1 = 0 6= 1. Also notice that401

changing the value of lCe1,e9 may affect the regularity of basis402

ξ1, in which the GEK ge9 has been determined with lCe1,e9 = 0.403

We can compute ge9 = (1, 1)> with new LEK le1,e9 = 1, and404

it does not change the regularity of basis ξ1.405

Now we process the last node e6 in P2 in topological406

order. At present, O2 = {e2, e6}, lCe9,e6 = 0, and U
C
2 =407

{ue2 ,ue6} = {(0 1)>, (0 1)>}, which is not full rank. Thus,408

by Theorem 3, we can assign lCe9,e6 = 1. Now, U
C
2 =409

{ue2 ,ue6} = {(0 1)>, (1 1)>}, which is full rank. However,410

Te9,e9 = 1 with lCe9,e6 = 1. By Theorem 2, we need to411

FIGURE 4. The expanding networks of Fig.1.

assign a new value of lCe9,e6 . Assume that we set lCe9,e6 = 2, 412

2 ∈ F̃ (|̃F| = 5). Now, Te9,e9 = 2, and det(I − K ) = 413

3 6= 0. By Eq.(2) or Eq.(3), it is also easy to compute that 414

U
C
2 = {ue2 ,ue6} = {(0 1)>, (−2 − 1)>} = {ge2 , ge6}, and 415

{ge1 , ge9} = {(1 0)>, (−1 − 1)>}. 416

Thus, by setting LEKs ls1,e1 , ls2,e2 , le1,e9 , le2,e6 , le6,e9 to 1, 417

and le9,e6 to 2, we can successfully construct a DI-F-CNC in 418

Fig.3, so do Fig.2 and Fig.1 (we sign the LEKs of the original 419

network N (V ,E) in Fig.2(b)). 420

Whenwe add some non-source nodes and associated edges 421

in the original network, they can produce newly additional 422

bases ξj and associated flows Pj (j > τ ). Assume that the 423

already processed node prior to the new one follows the 424

topological orders of associated flows Pj (j > τ ). Then 425

constructing a DI-F-CNC on the expanding network just 426

corresponds to adding some new for-loop steps (lines 6-19) 427

in Algorithm 1, namely, our algorithm can modify the already 428

assigned LEKs in a localized manner. 429

For example, we add a sink r3 in Fig.4 (the gray node in 430

Fig.4), and connect it with the original network by directed 431

edges e13, e14. The associated line graph of the extending 432

network is depicted in Fig.5(a) (the added edges are also 433

marked by gray dashed arrows). The associated flow for the 434

new basis ξ = {e13, e14} of sink r3 isP3 = {P31,P
3
2} = {s1→ 435

e1→ e4→ e13, s2→ e2→ e7→ e6→ e14}. 436

In Fig.5(a), we prefer the topological order for the 437

nodes in P3 following the rule that the already processed 438

nodes in original line graph are prior to the new nodes 439

in the extending line graph. Thus, we process the nodes 440

s1, s2, e1, e2, e4, e7, e13, e6, e14 in P3 in topological order. 441

Accordingly, we deal with sets O3 = {s1, s2}, O3 = {e1, s2}, 442

O3 = {e1, e2}, O3 = {e4, e2}, O3 = {e4, e7}, O3 = {e13, e7}, 443

O3 = {e13, e6}, O3 = {e13, e14}, successively. As the cases 444

of i = 1 or 2 in the for-loop steps (lines 6-19), a similar 445

analysis can be applied on the case i = 3. We conclude that a 446

DI-F-CNC can be constructed on the extending network in 447

Fig.4, with all already assigned LEKs in Fig.2(b) remain 448

unchanged and new LEKs le4,e13 = le6,e14 = 1, le5,e13 = 0 449

(see Fig.5(b)). 450

Therefore, by the above example, using our construction 451

algorithm, constructing a DI-F-CNC on the expanding net- 452

work just corresponds to adding some new for-loop steps 453

(lines 6-19) in Algorithm 1. And the number of LEKs need- 454
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FIGURE 5. (a) The associated line graph of the expanding network in
Fig.4. (b) The associated line graph of the expanding network in Fig.4,
which sign the LEKs to construct a DI-F-CNC in Fig.4.

ing to be changed or assigned in a practical extending net-455

work is generally small. If we use the existing DI-F-CNC456

construction algorithm in [22] on the expanding network,457

one firstly should convert the cyclic extending network to458

a new corresponding equivalent acyclic one, and then apply459

the acyclic algorithm of linear multicast in [23] on the new460

acyclic network, so the entire code may be reconstructed.461

D. THE THEORETICAL GUARANTEE FOR ALGORITHM462

IMPLEMENTATION463

This subsection provides the theoretical guarantees for464

Algorithm 1.465

As we have mentioned in Algorithm 1, when det(I −K ) =466

0 with the current LEK l, we need to replace it with a new467

value. Theorem 1 ensure that if det(I − K ) = 0 with LEK l,468

then det(I − K ) 6= 0 with LEK l ′, where l ′ 6= l.469

Theorem 1: In the line graph N of a given network N ,470

assume that (e, e) is any adjacent pair with the LEK le,e, K is471

the current LEKs matrix and det(I − K ) 6= 0. We change le,e472

to a new LEK l ′e,e, and define the associated LEKs matrix by473

K ′. If det(I−K ′) = 0, then any other new LEK l ′′e,e will make474

its associated LEKs matrix K ′′ holding that det(I −K ′′) 6= 0.475

Proof: Expand det(I − K ) in terms of the row (or476

column) that the element le,e lies in. Then we can get477

det(I − K ) = le,eA∗e,e + B, (5)478

where A∗e,e is the cofactor of element le,e, and B is the sum of479

the cofactor expansions of other elements in the same row (or480

column) with le,e.481

In a similar way, we have482

det(I − K ′) = l ′e,eA
∗

e,e + B, (6)483

det(I − K ′′) = l ′′e,eA
∗

e,e + B. (7) 484

By assumption, det(I − K ) 6= 0. If det(I − K ′) = 0, we say 485

that det(I − K ′′) 6= 0. Otherwise, assume to the contrary that 486

det(I − K ′) = det(I − K ′′) = 0, (8) 487

substituting it into (6) and (7), we can obtain that 488

A∗e,e = 0, B = 0. (9) 489

After substituting (9) into (5), we have det(I−K ) = 0, which 490

contradicts to our assumption. Thus, Theorem 1 holds. � 491

The following Theorem shows that we can always pick an 492

eligible LEK to maintain the transfer function condition. 493

Theorem 2: Let e be any node in the line graph N of the 494

original networkN , and S(e) be the set of all successors of the 495

node e. Assume that e ∈ S(e) is a successor of the node e, Tee 496

is the the total transfer function from e to e with the LEK le,e, 497

and Tee 6= 1. We change le,e to a new LEK l ′e,e , and define 498

the associated transfer function by T ′ee. If T
′
ee = 1, then any 499

other new LEK l ′′e,e will make its associated transfer function 500

T ′′ee holding that T ′′ee 6= 1. 501

Proof: Let T1 be the transfer function from e to e, which 502

traces S(e)\e. And le,eT2 represents the transfer function from 503

e to e, which traces e. Then we have 504

Tee = T1 + le,eT2. (10) 505

Similarly, we obtain that 506

T ′ee = T1 + l ′e,eT2, (11) 507

T ′′ee = T1 + l ′′e,eT2. (12) 508

By assumption, Tee 6= 1. If T ′ee = 1, we say that T ′′ee 6= 1. 509

Otherwise, assume to the contrary that 510

T ′ee = T ′′ee = 1, (13) 511

substituting it into (11) and (12), we can obtain that 512

T1 = 1, T2 = 0. (14) 513

After substituting (14) into (10), we have Tee = 1, which 514

contradicts to our assumption. This completes the proof. � 515

In order to derive the the regularity condition of the set of 516

PEKs in Algorithm 1, we need the following Lemma. 517

Lemma 1: In the line graph N of a given network N , 518

assume that E = {e1, · · · , ei, · · · , eω} is a set of nodes 519

in N , and W = {w(e1), · · · ,w(ei), · · · ,w(eω)} is the set 520

of GEKs (or PEKs) of the associated nodes in E . Suppose 521

that for a picked index i, Teiei 6= 1 with the current LEKs, 522

where Teiei is the transfer function from node ei to ei. Let 523

W̃ = {w̃(e1), · · · , w̃(ei), · · · , w̃(eω)} be the set of GEKs (or 524

PEKs) of the associated nodes in E , in which lei,e = 0 for any 525

node e ∈ N . Then the vectors w(ei), i = 1, 2, · · · , ω, in W 526

have the same linearly independence as the vectors w̃(ei), 527

i = 1, 2, · · · , ω, in W̃ . 528

Proof: By the constraint relation (i) in Definition 1, it is 529

not difficult to get the following expressions, 530

w(ei) = w̃(ei)+ Teieiw(ei), (15) 531
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w(ej) = w̃(ej)+ Teiejw(ei), (16)532

where i 6= j, i, j ∈ {1, 2, · · · , ω}, and Teiej is the transfer533

function from ei to ej. Rearranging (15) and (16), we have534

w̃(ei) = (1− Teiei )w(ei), (17)535

w̃(ej) = w(ej)− Teiejw(ei), (18)536

where i 6= j, i, j ∈ {1, 2, · · · , ω}. The matrix form of the537

above expressions (17) and (18) is as follows538 

w̃(e1)
w̃(e2)
...

w̃(ei)
...

w̃(eω)


=



1 0 · · · −Teie1 · · · 0
0 1 · · · −Teie2 · · · 0
...

... · · ·
... · · ·

...

0 0 · · · 1− Teiei · · · 0
...

... · · ·
... · · ·

...

0 0 · · · −Teieω · · · 1


539

·



w(e1)
w(e2)
...

w(ei)
...

w(eω)


. (19)540

Therefore, the vectors w(ei), i = 1, 2, · · · , ω, have541

the same linearly independence as the vectors w̃(ei), i =542

1, 2, · · · , ω, since the determinant of the ω×ω matrix in the543

right hand of (19) is equal to 1− Teiei 6= 0. �544

Let the symbols be the same as before, we can get the545

following Theorem about the regularity condition of the set546

of PEKs.547

Theorem 3: In a line graph N , let E = {e1, · · · , ei, · · · ,548

eω} and E = {e1, · · · , ei, · · · , eω} be two sets of ω nodes,549

where ei is a successor of ei. Suppose that rank(span{UC
}) =550

ω and rank(span{U
C
}) 6= ω, where UC , U

C
are the set of551

PEKs of the associated ω nodes in E and E , with the current552

LEK lCei,ei , respectively. And the transfer function from ei to553

ei with the current LEK lCei,ei holding that TCeiei 6= 1. Then554

after changing lCei,ei to a new LEK lNei,ei such that TNeiei 6= 1,555

we have rank(span{U
N
}) = ω, where TNeiei and U

N
are the556

transfer function from ei to ei, and the PEKs of the associated557

ω nodes in E , with the new LEK lNei,ei , respectively.558

Proof: By the definition of PEK, we denote UC , U
C

559

and U
N
as follows,560

UC
= {uC (e1), · · · ,uC (ei), · · · ,uC (eω)}, with the LEK561

lCei,ei and B
ei = 0,562

U
C
= {uC (e1), · · · ,uC (ei), · · · ,uC (eω)}, with the LEK563

lCei,ei and B
ei = 0,564

U
N
= {uN (e1), · · · ,uN (ei), · · · ,uN (eω)}, with the LEK565

lNei,ei and B
ei = 0.566

By the conditions in Theorem 3, we know that the PEKs567

in set UC are linearly independent, and the PEKs in set U
C

568

are linearly dependent. And we need to prove that the PEKs569

in set U
N
are linearly independent. Let570

ŨC
= {̃uC (e1), · · · , ũC (ei), · · · , ũC (eω)}, with the LEK 571

lCei,ei and B
ei = 0, 572

ŨN
= {̃uN (e1), · · · , ũN (ei), · · · , ũN (eω)}, with the LEK 573

lNei,ei and B
ei = 0. 574

By Lemma 1, the PEKs in set ŨC are linearly dependent 575

just like the PEKs in set UC , and the PEKs in set ŨN have 576

the same linear dependence with the PEKs in set U
N
. 577

Note that Bei = 0 for setsUC , ŨC and ŨN . Thus, when we 578

change the LEK of the adjacent pair (ei, ei) from lCei,ei to l
N
ei,ei

, 579

it does not alter the PEKs of nodes e1, · · · , ei−1, ei+1, · · · , eω 580

in sets UC , ŨC and ŨN . In other words, we have 581

UC
\uC (ei) = ŨC

\̃uC (ei) = ŨN
\̃uN (ei). (20) 582

By the constraint relation (i) in Definition 1, it is not 583

difficult to obtain that 584

ũN (ei)− ũC (ei) = (lNei,ei − l
C
ei,ei )u

C (ei). (21) 585

Since the PEKs in ŨC are linearly dependent, we have 586

ũC (ei) ∈ span{ŨC
\̃uC (ei)} = span{UC

\uC (ei)}. (22) 587

Thus, ũC (ei) can be linearly represented by uC (e1), · · · , 588

uC (ei−1), uC (ei+1), · · · , uC (eω), namely, 589

ũC (ei) =
ω∑

j=1,j 6=i

ajuC (ej), (23) 590

where aj ∈ F, j = 1, · · · , i− 1, i+ 1, · · · , ω. If 591

ũN (ei) ∈ span{ŨN
\̃uN (ei)} = span{UC

\uC (ei)}, (24) 592

namely, ũN (ei) also can be determined by a linear combi- 593

nation of uC (e1), · · · , uC (ei−1), uC (ei+1), · · · , uC (eω) as 594

follows, 595

ũN (ei) =
ω∑

j=1,j 6=i

bjuC (ej), (25) 596

where bj ∈ F, j = 1, · · · , i − 1, i + 1, · · · , ω. Notice that 597

uC (e1), · · · , uC (ei), · · · , uC (eω) are linearly independent, 598

after substituting (23) and (25) into (21), we can get 599

aj=bj, j ∈ {1, · · · , i− 1, i+ 1, · · · , ω}, lNei,ei= l
C
ei,ei , (26) 600

which contradicts to the assumption that lNei,ei 6= lCei,ei . There- 601

fore, ũN (ei) /∈ span{ŨN
\̃uN (ei)}, namely, the PEKs in set ŨN

602

are linearly independent, and so do the PEKs in set U
N
. � 603

Now, we discuss the regularity condition for the bases of 604

sink nodes. 605

Theorem 4: In the line graph N of a given network N , 606

we denote ξ = {e1, e2, · · · , eω} be any regular basis of sink 607

node, which has been determined before. For any node e in 608

N , denote e be a successor of the node e. Let the current LEK 609

between the node e and the node e be lCe,e and the transfer 610

function TCee 6= 1 with the current LEK lCe,e . We change 611

lCe,e into any new value lNe,e such that the associated transfer 612

function TNee 6= 1, then at most one value of the lNe,e will make 613

the basis ξ not be regular. 614
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Proof: Let S(e) be the set of all successors of the node e,615

then e∈ S(e). Thus we have616

TCee = T1 + lCe,eT2, (27)617

TNee = T1 + lNe,eT2, (28)618

where T1 is the transfer function from e to e, which traces619

S(e)\e, and lCe,eT2 (lNe,eT2) represents the associated transfer620

function from e to e with LEK lCe,e (l
N
e,e), which traces e.621

Let gCe , g
N
e be the GEKs of node e with current LEK lCe,e622

and new LEK lNe,e respectively. And denote ge be the GEK of623

the node e, when le,e = 0 for all e ∈ S(e).624

Thus, by the constraint relation (i) in Definition 1, we have625

gCe = TCeeg
C
e + ge = (T1 + lCe,eT2)g

C
e + ge, (29)626

and627

gNe = TNeeg
N
e + ge = (T1 + lNe,eT2)g

N
e + ge. (30)628

Note that TCee 6= 1 and TNee 6= 1, rearranging (29) and (30),629

we have630

gCe =
ge

1− T1 − lCe,eT2
, (31)631

gNe =
ge

1− T1 − lNe,eT2
. (32)632

Again, by the constraint relation (i) in Definition 1, we can633

obtain the following expression,634

gNei − gCei = (R1i + lNe,eR2i)g
N
e − (R1i + lCe,eR2i)g

C
e , (33)635

whereR1i is the transfer function from e to ei tracing the nodes636

in S(e)\e, lCe,eR2i (l
N
e,eR2i) is the transfer function from e to ei637

with LEK lCe,e (lCe,e) tracing the node e, and i = 1, · · · , ω.638

Substituting (31) and (32) into (33), we can get639

gNei − gCei = X (lN , lC )Rige, (34)640

where641

X (lN , lC ) =
lNe,e − l

C
e,e

(1− T1 − lNe,eT2)(1− T1 − l
C
e,eT2)

, (35)642

and643

Ri = R2i + T2R1i − T1R2i. (36)644

By assumption, the current GEKs gCe1 , · · · , g
C
ei , · · · , g

C
eω of645

basis ξ are linearly independent with LEK lCe,e. Therefore, ge646

can be linearly expressed by gCei , i = 1, · · · , ω. That is,647

ge = α1g
C
e1 + · · · + αig

C
ei + · · · + αωg

C
eω . (37)648

By (34) and (37) (for succinctness, denote X (lN , lC ) by X ),649

we have650

gNei = gCei+XRige651

= XRiα1gCe1+· · · + (1+ XRiαi)gCei+· · · + XRiαωg
C
eω ,652

(38)653

where i = 1, 2, · · · , ω. (38) can be written in matrix form as 654

(gNe1 , · · · , g
N
ei , · · · , g

N
eω )
>

655

=



1+XR1α1 · · · XR1αi · · · XR1αω
... · · ·

... · · ·
...

XRiα1 · · · 1+XRiαi · · · XRiαω
... · · ·

... · · ·
...

XRωα1 · · · XRωαi · · · 1+XRωαω

 656

·



gCe1
...

gCei
...

gCeω

 . (39) 657

If αi = 0 for all i ∈ {1, 2, · · · , ω}, then we have gNei = gCei , 658

i = 1, 2, · · · , ω. That is, the basis ξ is regular with GEKs 659

gNe1 , · · · , g
N
ei , · · · , g

N
eω . 660

If there exists i ∈ {1, 2, · · · , ω} such that αi 6= 0, without 661

loss of generality, we assume that α1 6= 0. Denote the ω×ω 662

matrix in the right hand of (39) by M . Applying elementary 663

column operations (replace the jth column by the sum of 664

that column and − αj
α1

multiple of the 1st column, and then 665

replace the 1st column by the sum of that column and−XRjα1 666

multiple of the jth column, where j = 2, · · · , ω) onmatrixM , 667

we can get an equivalent matrix M̃ of M , 668

M ∼ M̃ 669

=



1+X
ω∑
i=1

Riαi · · · −αi/α1 · · · αω/α1

... · · ·
... · · ·

...

0 · · · 1 · · · 0
... · · ·

... · · ·
...

0 · · · 0 · · · 1


. 670

(40) 671

Thus, 672

det(M̃ ) = 1+X
ω∑
i=1

Riαi. (41) 673

If det(M̃ ) 6= 0, then rank(M ) = rank(M̃ ) = ω. In this case, 674

in terms of (38), the GEKs gNe1 , · · · , g
N
ei , · · · , g

N
eω are linearly 675

independent just as the GEKs gCe1 , · · · , g
C
ei , · · · , g

C
eω . 676

If det(M̃ ) = 0, substituting (35) into (41), we can get the 677

following expression 678

(1− T1 − lNe,eT2)(1− T1 − l
C
e,eT2)+ (lNe,e − l

C
e,e)R = 0, 679

(42) 680

where R =
ω∑
i=1

Riαi. Rearranging (42), we can get 681

(1−T1)2+(T1T2−T2−R)lCe,e+(T1T2−T2−R+T
2
2 l
C
e,e)l

N
e,e 682

=0. (43) 683
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We say that T1T2−T2−R+T 2
2 l
C
e,e 6= 0. Otherwise, assume684

to the contrary that685

T1T2−T2−R+T 2
2 l
C
e,e = 0. (44)686

It is easy to get the value of R,687

R = T2−T1T2−T 2
2 l
C
e,e. (45)688

Substituting (45) into (43) and rearranging it, we have689

(1− T1 − lCe,eT2)
2
= 0. (46)690

Thus,691

1− T1 − lCe,eT2 = 0. (47)692

Substituting (47) into (42), we have (lNe,e − l
C
e,e)R = 0. Since693

R 6= 0 (otherwise, det(M̃ ) = 1 6= 0), we have lNe,e = lCe,e,694

which contradicts to our assumption. Therefore, T1T2−T2−695

R+T 2
2 l
C
e,e 6= 0.696

Now, in terms of (43), we can get697

lNe,e =
(1−T1)2+(T1T2−T2−R)lCe,e

T1T2−T2−R+T 2
2 l
C
e,e

. (48)698

This demonstrates that there exists at most one lNe,e with the699

exact expression (48), such that det(M̃ ) = 0, namely, only in700

this case, the basis ξ with the new LEK lNe,e is not regular.701

Thus, we finish the proof of this theorem. �702

Remark: By the construction algorithm of DI-F-CNC,703

we must determine all LEKs such that every basis of the704

sink node is regular. As we have mentioned in Algorithm 1,705

when (1) det(I − K ) = 0, or (2) Teik ,eik = 1, or (3)706

rank(span{U
C
i }) 6= ω with lC

eik ,e
i
k
, we need to replace707

the current coefficient lC
eik ,e

i
k
with a new value lN

eik ,e
i
k
. By708

Theorems 1-3, we know that if |̃F| ≥ 4, then we can select an709

eligible LEK from F̃. Also notice that the new picked LEK710

may change the regularity of previously determined bases of711

sink nodes on cyclic network. Thus, there is a possibility that712

we can not find an eligible LEK, such that the choosing pro-713

cedures success. However, Theorem 4 can ensure that there714

exists at most one bad LEK such that the already determined715

basis is not regular. Also note that if we substitute lC
eik ,e

i
k
with716

lN
eik ,e

i
k
, the bases ξj of sink node rj, j = 1, · · · , i − 1 may717

be effected. Thus, the number of bases to be checked is at718

most τ − 1. Therefore, if we have 4+τ − 1 = τ + 3719

LEKs coefficients to be selected, in terms of Theorems 1-4,720

we can always pick an appropriate LEK for lines 14-16 in721

Algorithm 1.722

We have theoretically shown that if the size of the symbol723

field is no smaller than τ + 3, where τ is the number of724

sink nodes in the network, then we can always construct a725

DI-F-CNC over a cyclic network. Intuitively, it is possible726

to reduce the required symbol field size for the existence of727

DI-F-CNC over a cyclic network with special network topol-728

ogy. In what follows, we verify this intuitive conjecture729

through numerical results in MATLAB on a class of special730

random directed cyclic networks.731

E. NUMERICAL RESULTS 732

We construct a class of special random directed cyclic net- 733

works inMATLAB. For a given number of nodes, we number 734

all nodes, with source as node 1, and sinks as nodes with the 735

largest numbers. A random adjacency matrix A = (aij) of 736

the nodes is generated according to the following rules. The 737

elements in the fist column of A are zeroes, which ensures 738

source node has no incoming edges. The last few rows are 739

zeroes which ensures each sink node has no outgoing edges. 740

All the diagonal elements of A are zeroes, which ensures no 741

self-loop in the network. Other elements of A are assigned 742

0with probability 0.85, and 1with probability 0.15, such allo- 743

cations of edge connection ensure that the random directed 744

network is not so intricate and cycles can exist with positive 745

probabilities. We throw away instances that the number of 746

edge-disjoint paths from source to any sink is less than 2 and 747

the number of outgoing edges from source is greater than 748

τ + 1, so we can focus on the scenarios of data generating 749

rate 2 ≤ ω ≤ τ + 1 (τ is the number of sink nodes in the 750

network). 751

Figs.6 and 7 depict the mean of the required field size 752

for the existence of DI-F-CNC in the aforementioned special 753

random directed cyclic networks (each statistic data is based 754

on 50 eligible random graphs). Fig.6 shows the case where 755

the number of sinks is fixed to 2, and the number of nodes 756

changes from 10 to 20 with network including k circles, k ∈ 757

{1, 2, 3}. Fig.7 shows the case where the number of circles 758

is fixed to 1, and the number of intermediate nodes changes 759

from 8 to 16 with network including k sinks, k ∈ {3, 4, 5}. 760

FIGURE 6. Mean of the required field size for the case where the number
of sinks is fixed to 2, and the number of nodes changes from 10 to
20 with network including k circles, k ∈ {1, 2, 3}.

FIGURE 7. Mean of the required field size for the case where the number
of circles is fixed to 1, and the number of intermediate nodes changes
from 8 to 16 with network including k sinks, k ∈ {3, 4, 5}.

102430 VOLUME 10, 2022



X. Zhao, X. Li: Straight Construction Algorithm for a Delay Invariant Convolutional Network Coding on Cyclic Networks

In both cases, the mean of the required field size is less761

than 3, and by numerical results, the practical field size for762

the existence of DI-F-CNC is 2 or 3. These verify the intuitive763

conjecture that based on special network topology structure,764

the theoretically required field size τ + 3 (τ is the number of765

sink nodes in the network) for the existence of DI-F-CNC766

over a cyclic network can be reduced. Since the required767

symbol field size is closely related to the implementation768

of such coding constriction scheme in terms of computa-769

tional complexity and storage requirement, we will investi-770

gate an improved lower bound on the required field size of771

DI-F-CNC for the future work.772

IV. CONCLUSION773

In this paper, we investigate a straight construction algorithm774

for a field-based linear multicast network coding, which775

actually qualifies as a DI-F-CNC over a cyclic network.776

We conclude that if the size of the symbol field is no smaller777

than τ + 3, where τ is the number of sink nodes in the778

network, then we can always construct a DI-F-CNC. This779

straight construction algorithm is beneficial to the scenario780

that the network is locally dynamic changing.781

How to design DI-CNCs over cyclic networks with mul-782

tiple sources is an interesting direction for future reasearch.783

Another intriguing work would be how to investigate the784

design and analysis of DI-CNCs over cyclic networks in the785

presence of noise or interception.786
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