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ABSTRACT With the rapid development of space technology, the environment of the space domain has
become more and more complex and changeable, which brought great difficulties in cognition of space
domain activity. As space domain awareness (SDA) required, any relevant information and knowledge
from various sources are needed as much as possible, while all of those can be sorted and integrated for
effective cognition of space objects, including the cognition of their status. This paper proposes a knowledge
integration framework (SSC-KA) designed for the cognition of space target and its status. In the framework
(SSC-KA), open-source information and data acquired from multi-kinds of sensors are sent into parallel
channels, and then processed by the algorithm this paper designed into sequence data as the channels’ output.
Furthermore, the rules and four statuses defined in this paper can be judged for the anomaly detection of
satellites. Based on the space domain knowledge acquisition framework of SSC-KA, this paper describes a
complete abnormal state detection method for satellites step by step through multi-level feature engineering.
Therefore, the method is used to analyze four different statuses of satellites in this paper, to verify the validity
and feasibility of the application of the method in the cognition of spatial events, thus laying the foundation
for the cognition of Space Domain Awareness.
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INDEX TERMS Space domain awareness (SDA), knowledge engineering, anomaly detection, activity
cognition.

I. INTRODUCTION17

During the last decades, the economic value of space assets18

continued accelerating by more than 10% [1] annually. The19

maximum investment transaction value has grown more20

than 300% since 2018 [2]. Space has become the highland21

of military, civil and commercial within the advantages of22

information acquisition and transmission. Years before most23

spacecraft or other assets owned by the governments or24

military organizations were large, expensive, and hard to25

repair. Until the first flight of a CubeSat in 2003, space-26

craft were already getting smaller, the increasingly minia-27

turized electronics, commercialization and standardization of28
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traditionally bespoke satellite subsystem components, and 29

access to launch vehicles as secondary payloads have also 30

contributed to the improved accessibility of space and a 31

large increase in satellites and satellite operators. Nowadays, 32

commercial entities (Space X, One Web, Planet Labs) have 33

already sent their giant constellation into the earth’s orbit for 34

space-based internet access. Reference [3], [4], [5], [6], [7] 35

Since then space situational awareness has recently become 36

an important research topic due to the enormous amount of 37

space objects. 38

Space situational awareness (SSA) [8] is the perception 39

of the elements in the environment within a volume of time 40

and space, the (organizational) comprehension of their mean- 41

ing, and the projection of their status shortly (in the space 42

domain). SSA is the first step of space domain knowledge, 43
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FIGURE 1. The whole process of multi-source information fusion.

followed by the concept of Space Domain Awareness (SDA).44

SDA simply elevates SSA to encompass all elements in the45

space environment as well as operators and human decision-46

makers and ground-based elements that affect space activity47

and cements the similarity of SDA with existing infrastruc-48

ture and policies enabling air domain awareness [9] and49

maritime domain awareness [10]. Said differently, SDA is the50

actionable knowledge required to predict, avoid, deter, oper-51

ate through, recover from, and attribute lead to the loss and/or52

degradation of space capabilities and services. The main53

purpose of SDA is to provide decision-making processes with54

a quantifiable and timely body of evidence of behavior(s)55

attributable to specific space threats and/or hazards. SDA56

encompasses all activities of information tasking, collection,57

fusion, exploitation, quantification, and extraction to end the58

incredible threat and hazard identification and prediction [11]59

Until nowadays, SDA still lack credible scientific and60

technical rigor to quantify, assess, and predict space domain61

threats and hazards. Reference [25] the current state-of-the-62

art suffers from a number of inadequacies:63

• No standard definitions of elements in the space domain;64

• Descriptions of space objects and events are limited;65

• No standard method of calibrating sensors and informa-66

tion sources has been developed;67

• Tasking is addressed to individual sensors for specific68

data rather than to a comprehensive system for informa-69

tion required to address needs and requirements;70

• No rigorous understanding of space environment effects71

and impacts on space objects;72

• No framework that encourages and enables big data73

analysis, and supports an investigative ‘from data to74

discovery’ paradigm.75

In general, we lack a consistent method to understand all76

of the causes and effects relating space objects and events.77

Enabled by the most recent advancement in sensor tech-78

nology, researchers and operational engineers rely on a large79

amount of tracking data that can be processed to iden- 80

tify, characterize, and understand the intention of space 81

objects [12]. Improving methods applied to the SDA domain 82

task will require up-to-date approaches and algorithms that 83

will be able to predict and prevent satellite anomalies. 84

In this paper, we aim at designing an effective framework 85

for multi-source information on relevant space assets to pro- 86

vide a more accurate result for satellite Anomaly detection. 87

Multi-source information fusion is a sophisticated estima- 88

tion process that allows users to assess complex situations 89

more accurately by effectively combining core evidence in 90

the massive, diverse, and sometimes conflicting information 91

received from multiple sources. It involves integrating infor- 92

mation from these multiple sources to produce specific and 93

comprehensive unified estimates about an entity, activity, 94

or event. Multisource fusion systems seek to combine infor- 95

mation from multiple sources and sensors in a wide variety 96

of applications to achieve analysis and decision-supporting 97

inferences that cannot be achieved with a single sensor or 98

source. Designing and implementing data and information 99

fusion systems requires a multidisciplinary approach, as seen 100

in the diagram below that shows the disciplines and methods 101

needed to achieve holistic system designs. 102

II. RELATED WORK 103

As for the SDA tasks, the information fusion method is still 104

under research. With the rapid development of the theory 105

and technology of AI, more and more difficult and complex 106

SDA tasks can be solved now. Firstly, the machine learning 107

technology offers emergent solutions to many industrial sys- 108

tems, such as transportation [13], manufacturing [14], video 109

surveillance [15], climate change [16], and net-working [17]. 110

Machine learning technology [18], [19] plays an important 111

role in solving practical problems. The article [20] present 112

an adaptive strategy of active control information updates for 113

use in dynamic collaborative activity, which shows applicable 114
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FIGURE 2. The whole process of multi-source information fusion.

ranking methods of semantic data mining for selecting rele-115

vant information in collaborative activity.116

Especially for the situation awareness problem where the117

original analytical model is complex or it is difficult to118

obtain the real model, the machine learning algorithm helps119

to provide a solution to some extent. As to administrate the120

space domain assets, anomaly detection is the basic layer121

of the task. Previous work [21], [22], [23] had made the122

framework for TLE and special image source of information123

fusion to identify the abnormal status of satellites. In this124

work, we can make sure that the more kinds of characteristics125

for the satellite, the more accurate the detection results. To get126

the more effective SDA knowledge, we try to figure out a127

more conducive method to get more relative information for128

Anomaly detection.129

The main purpose of this investigation is to design a130

framework for several sources of information fusion to diag-131

nose whether the status of a satellite is abnormal. The132

framework is composed of multi-channel information pro-133

cess and made the fusion algorithm based on the atten-134

tion mechanism for the structure data from every channel.135

The following section formalizes the framework and our136

approach.137

III. THE FRAMEWORK OF SPACE SITUATION 138

KNOWLEDGE ACQUISITION 139

In this paper, we propose a framework for Space Situation 140

knowledge acquisition in order to integrate space situational 141

resources from multiple sources more quickly, comprehen- 142

sively and systematically for Space Situation Awareness 143

activities and SpaceDomainAwareness activities. The frame- 144

work of space situation knowledge acquisition (SSC-KA) is 145

showed in figure 2. The framework consists of three main 146

phases, which are multi-channel source information, pre- 147

processing to generate data, and multi-channel to generate 148

knowledge conclusions for decision supporting. 149

In the first stage, knowledge from various sources should 150

all be obtained, which including open-source (news, report, 151

websites, etc.) and sensors (optical sensors, ground-based 152

radar sensors, and space-based sensors). In the second stage, 153

the multi-source knowledge will be pre-processed separately 154

for generating information that can be understood by the sys- 155

tem. In the third stage, the information will be processed into 156

structured data by several different channels with targeted 157

models (encoder-decoder and other types of models) so that 158

the data from each channel will be calculated based on rules. 159

Finally, the data can be used for the space situation knowledge 160
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representation by judging the status of space targets such as161

satellites.162

The characteristic of the framework SSC-KA is that163

the information obtained from multi-sources with unique164

characteristics should be processed independently and165

respectively. Besides, the embedding layer to separate entity166

characteristic data from their respective space migration to167

a unified space, verify the repeated features and supple-168

ment effectively. Above these, the accuracy of space entity169

(like satellites) can be improved by the complementarity of170

multi-modes.171

A. MULTI-SOURCE INFORMATION INPUT172

The SSC-KA we proposed has considered several sources173

of information, which include open sources information and174

structured data from sensors.175

Details are shown in table 1.176

TABLE 1. The main source of input information in the SSC-KA framework.

a) Texts-Knowledge177

The text-knowledge means the information from OSINT178

(such as news, reports, and other information in word or text179

form). We can get information from OSINT focusing on the180

prior information of satellites. In this data process channel,181

a lot of NLP (Natural language processing) methods can be182

used appropriately like GPT-3 and BERT.183

b) TLE-Orbital Knowledge184

Fundamentally, the underlying issue with SSA is that much185

is based only on a rules-based system with no information186

about relative confidence or estimation of how informative a187

TLE is. In addition, while orbit propagation is well under-188

stood and can be used to forecast a collision occasion in189

advance, estimate errors could lead to false alarms.190

c) Photometric Knowledge191

Photometric knowledge is an important information source192

for space target tracking, which plays an important role in193

satellite identification, anomaly detection, and pose estima-194

tion. Optical observation is passive observation, its detection195

ability is inversely proportional to the square of the distance,196

and the tracking accuracy is higher. The photometric knowl-197

edge has been acquired as fig 3 showed.198

d) RCS-Knowledge199

The radar cross-section (RCS) of the space target, which200

can usually be obtained by space surveillance ground-based201

FIGURE 3. The scenarios and methods of the photometric knowledge
have been acquired.

radar, is closely related to the target’s attitude motion, shape 202

size, surface material, and other attributes. It is one of the key 203

information sources for tracking and recognizing the space 204

target. To fully exploit the attitude motion information in the 205

RCS sequence of space target, the dynamic RCS observation 206

sequence is studied. The major method of obtaining RCS data 207

is shown in table 2. 208

From the perspectives of the attitude motion period inver- 209

sion and the attitude motion pattern recognition, the inversion 210

of the rotation period and precession period is studied, and 211

the RCS feature extraction method for distinguishing the 212

three-axis stable target from the unstable rotation target is 213

explored. 214

TABLE 2. The major method of obtaining RCS data.

B. DATA PROCESSING CHANNEL 215

As the SSC-KA framework showed, the multi-sources 216

of information put into the system would be processed 217

in parallel channels individually. Through the pretraining 218
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process, the information has transformed into sequence-219

structure data set. Then for each channel, the sequence220

data can be processed independently and specifically. In the221

SSC-KA framework, the major three-channel is described as222

follows.223

a) OCS-Data224

For the processing of photometric data, traditional research225

focuses on obtaining the characteristic information of the226

target’s working state and structure by the inversion method.227

The main deficiency of the inversion method is that the228

observation data is interfered with by random noise, which229

makes it difficult to apply the theoretical analysis method to230

the inversion of the actual observation data, and the coupling231

of the target characteristic information and noise makes it232

difficult to obtain and analyze more detailed features of the233

target. In addition, signal coupling makes it difficult to obtain234

spatial target motion from target photometric data. In the235

photometric data process channel of SSC-KA, the data is236

transformed to OCS data for space target information by the237

algorithm as fig 4 showed.238

FIGURE 4. The process of OCS-data is transformed by the photometric
image.

The optical cross-section (OCS) is widely used to represent239

scattering characteristics of space objects [24]. OCS is influ-240

enced by the geometrical shape, surface material, attitude241

of an object, and relative position of the sun-space object-242

observation station, but it is independent of the detection243

distance and the specific parameters of the detection system.244

According to the variation rule of the OCS, the inversion and245

identification of the attitude, geometry, and working state of246

space objects can be performed. In this paper, we take the247

OCS curves as experimental data.248

In theOCS-Data Process, theOCS datawill be transformed249

by the mode of fig 4. The model combined RNN and CNN to250

realize automatic feature extraction of satellite OCS curves.251

And the model consists of three parts: Encoder, Decoder252

and Classifier. The Encoder is mainly composed of 1D-CNN253

(1-dimensional convolution), which takes OCS sequence as254

input and generates feature vectors of fixed length. And255

the Encoder contains two 1-D convolution layers, where the256

1-d convolution is defined as, 257

f conv (s) = (W ∗ x) [s] =
n∑
i=0

W (s− i)x (i) (1) 258

where, x is the input sequence data, n is the length of sequence 259

data, W and S respectively represent convolution kernel and 260

sliding step number, and f conv are the output vector after 261

convolution. 262

In the Decoder, two GRU layers are used to reconstruct 263

OCS curve. The Classifier consists of three full connection 264

layers using ReLU activation functions and one output layer 265

using sigmoid activation functions. The eigenvectors gener- 266

ated by the encoder are the inputs to the classifier. The output 267

layer uses the sigmoid function to map features to categories. 268

b) RCS-Data 269

In the RCS data process channel, deep learning is used 270

to detect the abnormal posture motion pattern of the space 271

target in the RCS sequence. Gated Recurrent Unit (GRU) 272

network model was first proposed in 2014, which is the 273

improved version of the LSTM network. GRU consists of 274

two gates making the structure simpler and clearer, while the 275

training speed can be improved. The improved GRU neural 276

network, as a traditional recurrent neural network, has good 277

performance in the recognition, detection, and prediction of 278

time series data, and can be used to extract the deep essential 279

features of RCS sequences. 280

In this channel, the abnormal detection method for spa- 281

tial target RCS based on Gated Recurrent Unit (GRU) deep 282

Recurrent neural network is shown in fig 5. 283

FIGURE 5. The process of RCS data transformed from radar data.

Here the model (as Figure 5 showed) for the RCS-Data 284

processing channel constructed in this paper consists of an 285

input layer, four hidden layers and an output layer. The hidden 286

layer is divided into GRU hidden layer and full connection 287

layer. The number of nodes in the input layer is equal to the 288

sample input dimension. Moreover, the Bidirectional Gated 289

Recurrent Unit (bi-GRU) can be adopted by the model in 290

GRU hidden layer to learn the complete before and after 291

information of time series for higher accuracy. And the ReLU 292

function between the feature output layer and the feature 293

output layer makes the feature extracted in network training 294

more effective. 295

c) TLE Data 296

As the TLE information (as fig 6 showed) was acquired 297

from open source, the structural data already contains the 298
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motion characteristic. But still, the TLE data should be pre-299

trained for integrated orbital status identification.300

FIGURE 6. The standard format of TLE data.

In this channel, the TLE data will be processed into the301

orbital elements’ tensor data.302

C. FUSION WITH ATTENTION MECHANISM303

The attention mechanism is often used for training neural net-304

works, which allows models to learn alignments between dif-305

ferent modalities. In this paper, the self-attention mechanism306

is adopted to further capture the sensor-source dependence307

between sequences in sensor data samples.308

The different sources of satellites’ information will form309

the different characteristics of several features. HO,HR,HT
310

as the eigenvector of the sequence data through parallel pro-311

cesses can be calculated. Each line HO,HR,HT is denoted312

as and the query, key, and value matric are generated as313

followed.314

QO = WQ
∗ X ′ (2)315

KO
= WK

∗ X ′ (3)316

VO
= WV

∗ X ′ (4)317

ZO = soft max(
QO(KO)T
√
dK

)VO (5)318

dK is the dimension of the key KO.319

Here the multi-attention mechanism is adopted with the320

QO corresponding lines and KO,VO are mapped to different321

subspaces after linear transformation of different parameters.322

Besides, self-attention operation is independently performed323

in each subspace. The final representation ZO is obtained324

after splitting. The attention mechanism algorithm is shown325

in fig 7. All the information from open source and RCS data326

can supplement the motion character of satellites, and the327

information from OCS can form the attitude features. Data328

through different channels will be used to anormal detection329

after the attention fusion procedure.330

D. STATUS OF SATELLITES331

Here we define the satellite node as below (Model of332

Satellite: S),333

S = (Smotion, Sgesture)334 {
Smotion = (ot1 , ot2 , · · · , otn )
Sgesture = (qt1 , qt2 , · · · , qtn )

(6)335

where each raw satellite motion characteristic Smotion is a336

sequence of the orbit features of the satellite and Sattitude is337

a sequence of the attitude status of the satellite.338

Since the data through the process above, the final task of339

SSC-KA is to classify the status of satellites into four broad340

FIGURE 7. The Data fusion procedure with attention mechanism.

categories A1,A2,A3,A4. The data processed will keep as the 341

input for anomaly detection and go through the rules we’ve 342

come up with a lot of experts’ experience. As fig 8 showed. 343

FIGURE 8. The Anomaly Detection of the four statuses about satellites.

We describe the satellite status comprehensively by its 344

attitude and orbital motion as table 3 shown. 345

TABLE 3. The description of four states.
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FIGURE 9. Connections between Different Motion Elements of the Targets in GEO Belt.

In the first mode, there are no abnormal phenomena in the346

motion state and attitude of the satellite, so it is judged to347

be a normal operation state. In the second mode, the motion348

trajectory of the satellite does not appear abnormal, that is,349

the satellite maintains its normal orbit along the originally350

planned orbit, but its attitude changes. It is judged that the351

satellite adjusts its attitude for specific work or activities,352

which is one of the working modes. In the third mode, the353

satellite’s orbital motion state appears abnormal, that is, dif-354

ferent from the orbit maintenance state it has most of the355

time, and the orbital elements appear abnormal, while the356

attitude has not yet appeared abnormal, and it is judged to be357

an orbital maneuver state. In the fourth mode, the satellite’s358

orbital motion state is different from its original orbit mainte-359

nance state, and the satellite’s attitude also appears abnormal,360

which is divided into two cases, one is that the satellite has361

a mechanical failure that causes problems in its orbit and362

attitude control, and the other is that it consumes fuel to make363

orbit and attitude changes to achieve important operations or364

behaviors.365

IV. EXPERIMENTS AND RESULTS366

In this section, we demonstrate the validity of the framework367

and method by applying the acquired satellite-related data to368

the proposed framework and method in this paper. All the369

experiments are implemented based on PyTorch.370

A. TLE PRETRAINING PROCESS371

We can obtain the TLE information related to spatial targets372

by knowledge acquisition from open source. In this section,373

the information from the UCS space target database on Jan- 374

uary 1st, 2022 will be sent into the TLE DATA PROCESS 375

CHANNEL. 376

From the database we can get the information of satellites 377

with 29 characters. Moreover, there are some characters are 378

words or sentences. And we choose the information of the 379

GEO belt satellites to pretraining channel. With supervised 380

learning algorithm for feature engineering through man- 381

ual feature annotation and labeling, the results are showed 382

in Figures 9, 10. 383

It can be seen from the distribution attributes of different 384

features of different GEO satellites in Figure 9 that some fea- 385

tures are basically general. Therefore, we can initially believe 386

that not every feature attribute of a satellite has important 387

feature significance. However, due to the system’s need for 388

computing power and speed, we consider feature dimension 389

reduction. The input satellite attribute information is quanti- 390

fied and reduced to low-dimensional data for satellite feature 391

representation. 392

From the importance rank of the features (Fig 10) from 393

open-source orbital information acquired, the satellites’ 394

motion information can be calculated by the attention mech- 395

anism above the original features, which can make the 396

motion information of the targets in GEO belt embedding 397

into two-dimensional space for characterization, as shown 398

in Figure 11. 399

Since then we can see that the input information is complex 400

and various types with about 29-dimention attributes. The 401

pre-processing channel can effectively retain the important 402

information obtained from open source channels and form 403

101756 VOLUME 10, 2022



Y. Song et al.: SSC-KA: A Framework of Space Situational Knowledge Acquisition for Status-Cognition of Satellites

FIGURE 10. The TLE data has been computed by XGBoost model with the
parameters set as, max_dept = 4, n_estimators = 20, subsample = 0.7,
colsample_bytree = 0.7. Besides, the different learning rates can make
the different prediction effects as (a)and (b). Both the figures showed the
importance value of the different features, of which can be seen that the
second feature is the most influence characteristic which should take the
most weight on the attention mechanism.

FIGURE 11. The two-dimensional presentation for the objects in the GEO
belt.

low-dimensional data representation, which can effectively404

reduce the cost of computing and storage while preserving405

all kinds of important satellite information.406

B. OCS-DATA PRETRAINING PROCESS407

In the photometric data processing channel, the laboratory408

test data can be used for sampling the object’s photometric409

value as shown in fig 12. Here we accelerated the photo-410

metric data of the two different shape objects in 100 days,411

and take the sequence data into the processing channel.412

Figures (a) and (b) show the photometric curves of the cuboid413

FIGURE 12. The Photometric curves of the different shapes of space
objects.
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satellite model and spherical satellite model within 100 days.414

Figures (c) and (d) show the photometric curves of cuboid415

objects and spherical objects in the sixth observation batch.416

FIGURE 13. The comparison between trained data and test data.

Then we use the model in section2.B and fig 4 showed, that417

the photometric data in a certain interval can be acquired and418

trained. Here for demonstration, the 1400 groups of data have419

been trained for the OCS-processing model, and the result420

for the comparison of laboratory simulation measurement421

data and real measurement data are shown in fig.13. From422

the results, the validity of the model and algorithm in the423

photometric data process channel has been showing.424

C. RCS-DATA PRETRAINING PROCESS425

In the RCS-data processing channel, the satellite (as the426

model of fig 14 showed), and the information of the exper-427

iment we designed is shown in table 4.428

FIGURE 14. The Space target simulation model. The satellite spins from
main-axis, Z-axis, and Vp is the spin rate, Vs as the precession rate, and
the nutation angle.

TABLE 4. The experiment parameter.

The loss function and accuracy curve of GRU deep neural429

network model after 100 iterations are shown in Figure 15.430

TABLE 5. The anomaly type of the attitude changing mode.

FIGURE 15. The model loss function curve and model accuracy curve.

It can be seen that the loss function of the training set and 431

verification set basically remains unchanged and converges 432

to 0 after more than 40 training rounds, and the accuracy 433

curve converges to 1, proving that the GRU deep neural net- 434

work model constructed has no under-fitting or over-fitting 435

phenomenon, achieving good training effects. 436

D. STATUS COGNITION OF SATELLITES 437

In this section, we collected the multi-source of information 438

from 29 Mar 2022 04:00:00.000 UTCG to 30 Mar 2022 439

04:00:00.000 UTCG, among which is a station (40.0386 N, 440

105.597 E). In order to analyze the effect of the method we 441

proposed, we take the measurements as input to decide the 442

status of space objects. 443

The experiment set as the table 6 shown as the satellites’ 444

motion mode discerption, and the attitude mode set as the 445

fig16 showed. In this section, the normal attitude mode we 446

set is the normal attitude to ground triaxial stability. And 447

the abnormal attitude set in this experiment as 45 degrees 448

clockwise deflection along the body axis Y axis. The yel- 449

low axis represents the abnormal posture after rotation as 450

fig 16 showed. 451

According to the definition in section 2, the four situations 452

A1, A2, A3, A4 are the different states of satellites. The four 453

states as the result of the satellites’ anomaly detection can be 454

figured out through the method we proposed in this paper. 455

In order to facilitate the analysis of the influence of satellite 456

attitude and orbit anomaly on OCS observation results only, 457

cubic satellite with different surface materials are used as 458

simulation objects, and OCS simulation of four different 459

working states is conducted respectively, as shown in the 460

figure 17 below. 461

101758 VOLUME 10, 2022



Y. Song et al.: SSC-KA: A Framework of Space Situational Knowledge Acquisition for Status-Cognition of Satellites

TABLE 6. Satellites’ motion mode.

FIGURE 16. The model of attitude status simulation.

Therefore, we can generate characteristic curves for indi-462

vidual satellites through the SSC-KA framework (with463

both TLE data from open-source and sensor information464

acquired). By analyzing the characteristics of different situ-465

ations, we can get different judgments about satellite states.466

From the Figure 17, the status of satellites can be seen. Here467

we summarize the results in the figure into a table, as shown468

in the table 7.469

As can be seen from Figures (a) and (b) and (c) and (d), the470

peak phase of the characteristic curve is basically unchanged471

when only the satellite attitude is different, but its amplitude472

and number of peak values will change. The reason is that the473

satellite attitude changes, leading to changes in the position474

of the sun and the station in the satellite’s ontological coor-475

dinate system. For the satellite, its solar irradiation surface476

and reflection surface have changed. Due to the different477

optical materials on different surfaces, the satellite optical478

FIGURE 17. The Results about the Status Cognition of Satellites
by SSC-KA.

characteristics detected by the station are also different. 479

By figure (a) and (c) and figure (b) and (d) shows that only 480

when the abnormal changes in orbit, abnormal satellite and 481

station, the relative position of the relationship between lead 482

to extreme value point of the phase change, at the same time, 483

the relative position of the sun, satellite and station, can also 484

lead to illuminate and the reflection surface, which embodied 485

in OCS curve variation of amplitude. When both attitude and 486

orbit are abnormal, the variation on the reflection curve is the 487

synthesis of the two effects. Therefore, it can be verified that 488
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TABLE 7. The status cognition results of four kinds.

the state recognition and cognition of space objects such as489

satellites can be realized through the framework proposed in490

this paper.491

V. DISCUSSION AND CONCLUSION492

In the traditional research, an independent feature or one493

single channel of space target(or satellites) has been studied494

relatively mature for the target anomaly detection. This paper495

designs a knowledge integration framework (SSC-KA) and a496

method designed for the cognition of satellite status. Both the497

open-source information and the data acquired from sensors498

and other equipment can be sent into the SSC-KA frame-499

work for satellites anomaly detection of the four statuses.500

Besides, the four rules and statuses defined in this paper501

can be judged for the anomaly detection of satellites. The502

experimental results show that the TLE data and OCS data503

and RCS data can be divided into the parallel channel and pro-504

cessed independently. Since the results that came from each505

channel can get the accuracy value of more than 90%, then506

the results can be integrated for satellite anomaly detection.507

The experiments show the validity of the framework and the508

knowledge integration method this paper proposed.509

However, the anomaly detection of satellites is the first510

step of SDA. There are a lot of challenges to the cognition511

of space domain objects. This article is written for the future512

space domain awareness technology by firstly making it clear513

to the cognitive framework of the space situational knowl-514

edge acquisition and designing an algorithm for multi-status515

analysis. While the space domain awareness still needs a lot516

to over-come for its multi-scale and hierarchical peculiarity.517

The follow-up study will continue to explore the effective518

approach for further deepen situational understanding and519

cognition.520
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