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ABSTRACT Reset control is a kind of hybrid control which is capable of overcoming fundamental
limitations on the performance intrinsic to linear time invariant (LTI) systems. In this work, we develop a
novel control strategy for first order LTI plants with time delay, based on the proportional-integral plus Clegg
integrator (PI+CI) controller, a hybrid extension of the proportional-integral (PI) controller, augmented with
a newmechanism for keeping its state constant during a given interval of time (reset-and-hold strategy). This
strategy is capable of producing an approximation of a flat response which greatly improves the performance
in comparison with non-hybrid linear strategies, extending previous results developed for first order systems
without delay. Well-posedness and closed-loop stability of the resulting control system are analyzed under
the Hybrid Inclusions (HI) framework, and a set of sufficient stability conditions are provided. Furthermore,
a case study is developed that showcases the possibilities of this new approach.
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INDEX TERMS Reset control, hybrid control systems, control design, PI control, nonlinear control systems,
time delays.

I. INTRODUCTION13

Reset control is a control approach in which controllers come14

equipped with mechanisms for resetting some of its states15

according to a given triggering event. Reset control sys-16

tems constitute an important class of hybrid control systems,17

in which time evolution of the states can be both continuous18

and discrete. The main interest in reset systems lies in the19

fact that they are capable of overcoming fundamental per-20

formance limitations inherent to linear time invariant (LTI)21

control [1] by means of a simple mechanism.22

In its original meaning, reset control involves linear time23

invariant controllers endowed with a means to reset their24

states to zero. A fundamental example of reset controller, now25

called the Clegg integrator (CI), was introduced by Clegg in26

his seminal work [2]. In the works of Horowitz and others [3],27

[4] another basic example of reset controller was introduced,28

the first order reset element (FORE), and design rules for29
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the CI and FORE were developed. Since then, the meaning 30

of reset system in practice has been expanded to encompass 31

different triggering conditions such as error bands [5], [6] 32

or periodic reset instants [7], as well as systems that are 33

nonlinear or in which the resetted states do not necessarily 34

go to zero. 35

The field of reset control has proven to be very fruitful, 36

with a multitude of reset strategies having been successfully 37

devised and applied in practice.More concretely, reset control 38

strategies specific to systems with time delay have been 39

developed and studied e.g. in [8], [9], [10], and [11]. 40

In this work, we consider the problem of reset control for 41

LTI first order plants with time delay (also called FOPDT 42

systems), extending previous results pertaining to first order 43

plants without delay [12]. With the introduction of delay, first 44

order systems are sufficiently generic to capture the essential 45

dynamics of many practical processes in industry [1]. Our 46

approach is based on the proportional-integral plus Clegg 47

integrator (PI+CI) controller, together with a new reset mech- 48

anism (reset-and-hold) in which the controller is augmented 49
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with the ability to hold its output constant for a certain interval50

of time. Under this strategy, we are able to develop tuning51

rules which result in a much greater performance compared52

to that of traditional reset control approaches.53

The remainder of this article is structured as follows.54

In Section II, we introduce relevant definitions and basic55

results of the Hybrid Inclusions (HI) framework for systems56

with memory, as well as robust models for the CI and PI+CI,57

and general reset controller. Section III introduces the reset-58

and-hold strategy. Section IV discusses the proposed control59

structure, including a full description of the system, and the60

properties of well-posedness and closed-loop stability are61

analyzed. In Section V, design rules to achieve a flat response62

(to a good approximation) are derived, both for reference63

tracking and for disturbance rejection. Finally, Section VI64

presents a case study showcasing the capabilities of the pro-65

posed tuning rules by means of a simulated example.66

Notation:Z≥0 (Z≤0) is the set of nonnegative (nonpositive)67

integers, and R≥0 (R≤0) nonnegative (nonpositive) real num-68

bers set. Rn denotes the n-dimensional Euclidean space, and69

| · | is the Euclidean norm. The transpose of a matrix A is A>,70

and ||A|| is its norm. I and 0 denote identity and zeromatrices.71

For a subset X ⊂ Rn, X̄ denotes its closure. The symbol ×72

denotes Cartesian product and \ denotes set difference. The73

convex hull of X is written convX . Finally, floor(x) is the74

greatest integer less than or equal to x.75

A continuous function f : [0,∞) → [0,∞) belongs to76

class K∞ (denoted f ∈ K∞) if it is strictly increasing and77

unbounded, and f (0) = 0. If the unboundedness condition78

is dropped, it is said that f belongs to class K. Similarly,79

a continuous function f : [0,∞) × [0,∞) → [0,∞)80

belongs to class KL (denoted as f ∈ KL) if it is strictly81

increasing with respect to the first variable, decreasing with82

respect to the second variable, and satisfies f (0, y) = 0 for83

any y and limy→∞ f (x, y) = 0 for any x. For a subset84

W of Euclidean space, the distance |x|W from x to W is85

defined as infy∈W |x − y|. Furthermore, ||φ||W is defined as86

sup(s,k)∈dom φ
s+k≥−1−1

|φ(s, k)|W .87

II. PRELIMINARIES AND PROBLEM SETUP88

A. TIME-DELAYED SYSTEMS89

A system is said to be time-delayed when its current state90

depends on its state at some time in the past. Time-delayed91

systems arise very often in practice, due to physical limi-92

tations on the speed of transport of matter (e.g. in process93

industry) and transmission of information (e.g. in networked94

systems).95

This work is focused on the hybrid control of first order96

plants with delay, also called First Order Plus Dead Time97

(FOPDT) systems. These are linear time invariant systems98

where the delay is characterized by a single parameter h,99

such that the first order dynamics of the output is dependent100

on the input shifted backwards h units in time. A first order101

plant with delay is represented in the frequency domain by102

the following transfer function: 103

P(s) =
be−sh

s+ a
, 104

with three parameters a, b, h. Despite its simplicity, it is 105

known that many practical processes in industry can be well 106

approximated by such a dynamics [1]. 107

B. THE HI FRAMEWORK 108

The formalism of Hybrid Dynamical Systems, also called 109

the Hybrid Inclusions (HI) framework, which is developed 110

in [13], is the mathematical basis upon which the devel- 111

opments of this work rest. This subsection includes a brief 112

description of the HI framework for systems with inputs and 113

for systems with memory. 114

1) THE HI FRAMEWORK FOR SYSTEMS WITH INPUTS 115

This section briefly describes the formalism of Hybrid 116

Dynamical Systems adapted to systems with inputs [14] as 117

will be used in this work. A hybrid system with inputs 6 for 118

a state x ∈ Rnx and input w ∈ W for some set W ⊆ Rnw is 119

given by 120

6 :

{
ẋ ∈ f (x,w), if (x,w) ∈ C,
x+ ∈ g(x,w), if (x,w) ∈ D.

(1) 121

where f : Rnx ⇒ Rnx is the flow map, g : Rnx ⇒ Rnx is the 122

jump map (f and g are both set-valued maps in general), and 123

C,D ⊆ Rnx × Rnw are the flow and jump sets respectively. 124

Note that as in [14], we do not regard w as a hybrid signal 125

(as otherwise its domain must be known in advance, which 126

is unrealistic in practice); instead, the space of admissible 127

inputs w(t) will be taken as the set of piecewise continuous 128

functions from R≥0 to W . With this reduced set of inputs, 129

the two concepts of solution considered in [14] coincide, and 130

the results for existence of solutions and completeness therein 131

developed easily follow. 132

2) THE HI FRAMEWORK FOR SYSTEMS WITH MEMORY 133

This work uses the formalism of Hybrid Dynamical Systems 134

for systems with memory introduced in [15] and further 135

generalizes in [16]. The reader is referred to [15] for a detailed 136

overview of basic definitions and results. A key concept is the 137

size of the memory 1 (a kind of generalization of the delay 138

that may now be continuous or discrete or a combination 139

of both). Here M1 is the set of hybrid memory arcs with 140

memory of size1. To simplify the notation,1 besides the state 141

x(t, j) at some (t, j) ∈ dom x consider the distributed state 142

x[t,j] ∈ M1 given by x[t,j](s, k) = {x(s + t, j + k) ∈ Rn
: 143

(s, k) ∈ R≤0 × Z≤0, (t + s, j+ k) ∈ dom x, s+ k ≥ −1inf}. 144

A hybrid system 61 = (C,F ,D,G), with memory of size 145

1, is given by 146

61 :

{
ẋ(t, j) ∈ F(x[t,j]), x[t,j] ∈ C,
x(t, j+ 1) ∈ G(x[t,j]), x[t,j] ∈ D.

(2) 147

1Note that in [15], [16], a shift operator A1[·,·] is used; here the notation
x[·,·] = A1[·,·]x is employed.
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where F : M1 ⇒ Rn is the flow map, G : M1 ⇒ Rn is148

the jump map, and C,D ⊆ M1 are the flow and jump sets149

respectively.150

When 6 is well-posed, for example if it satisfies the basic151

hybrid conditions [16], its solution sets inherit several good152

structural properties: upper-semicontinuous dependence with153

respect to initial conditions, robustness against perturbations154

like measurement noise, and preservation of asymptotic sta-155

bility under small perturbations (which is referred to as robust156

stability).157

C. RESET CONTROL158

A reset controller consists of a LTI controller (the base159

controller) and a mechanism to reset some of its states160

according to some resetting law [17]. Informally speaking,161

the zero-crossing resetting law enables a jump (reset) when162

the closed-loop error is zero, while the variable band resetting163

law enables a reset when the absolute value of the closed-loop164

error reaches a certain threshold.165

Following [18], the resetting law will be implemented by166

using a discrete state q ∈ {−1, 1}.167

1) A GENERIC RESET CONTROLLER168

A reset controller R with state (xr , q) ∈ Onr , input e ∈ R,169

and output u ∈ R is given by170

R :



ẋr = Arxr + Bre, if (xr , q, e) ∈ C

(
x+r
q+

)
=

(
Aρ 0
0 −1

)(
xr
q

)
, if (xr , q, e) ∈ D

u = Crx+ Dre.

(3)171

where Ar ,Br ,Cr ,Dr are constant matrices of the appropriate172

dimensions, and Aρ is a diagonal matrix that sets to zero the173

last nρ elements of xr . The flow and jump sets C and D are174

given by (3) and (4), respectively, where175

C = {(xr , q, e) ∈ Onr × R : q S(e) ≥ 0}, (4a)176

D = {(xr , q, e) ∈ Onr × R : q S(e) ≤ 0}. (4b)177

and S(e) is the output of some (possibly nonlinear) trans-178

formation applied to the signal e. The zero-crossing resetting179

law corresponds to S(e) = e; the more general variable band180

resetting law is obtained for S(e) = e+ θ ė, where θ ∈ R is a181

design parameter (note that the zero-crossing resetting law is182

recovered for θ = 0).183

2) THE PI+CI CONTROLLER184

The PI+CI controller [12] is a particular case of reset con-185

troller, where nr = 2, Ar = 0, Br = (1, 1)>, Aρ =
(
1 0
0 0

)
,186

Cr = ( kPTI (1− pr ),
kP
TI
pr ) and Dr = kP.187

The PI+CI controller constitutes a hybrid extension of the188

proportional-integral (PI) controller, in which the integral part189

is replacedwith aweighted sum of a linear integrator and aCI.190

In addition to the proportional gain kP and the integral time191

TI , it has an extra design parameter pr , called the reset ratio, 192

which determines the weight of the CI state in the output. 193

If pr = 0, the linear PI controller’s behavior is recovered. 194

Despite its simplicity, the PI+CI controller has been found 195

useful in several practical applications [17], [19]. 196

III. THE RESET-AND-HOLD CONTROLLER 197

A new hybrid controller, referred to as reset-and-hold, 198

inspired by the distributed state resetting approach of [10], 199

will be shown to be specially useful for systems with time 200

delays. The main motivation has been to overcome the per- 201

formance of reset controllers for systems with time delays. 202

This is based on the fact that the performance improvement 203

due to resetting crucially depends on a balance between the 204

after-reset states of both plant and controller. However, the 205

presence of delay in the feedback path destroys that balance, 206

typically producing an undesired undershooting, which limits 207

the potential performance improvement. To avoid this prob- 208

lem, besides resetting the basic idea is to hold the control 209

signal after a jump, for some time interval. 210

The reset-and-hold controllerRH , with state (xr , q,m, τ ) ∈ 211

OH
:= Onr × {0, 1} × R≥0, and input e ∈ R, is defined as a 212

hybrid system with inputs, given by: 213

RH :



(
ẋr
τ̇

)
=

(
mArxr + mBre

1

)
, (xr , q,m, τ, e) ∈ CH


x+r
q+

m+

τ+

 =


Aρxr
(1− 2m)q
1− m
0

 , (xr , q,m, τ, e) ∈ DH

214

(5) 215

where the output is u = Crxr + mDre, the flow set is CH = 216

CH0 ∪ CH1 , where 217

CH0 = {(xr , q,m, τ, e) ∈ OH
× R : m = 0, τ ≤ τH }, (6a) 218

CH1 = {(xr , q,m, τ, e)∈O
H
× R : m=1, q S(e) ≥ 0}, (6b) 219

and the jump set is DH = DH0 ∪DH1 , being 220

DH0 = {(xr , q,m, τ, e) ∈ OH
× R : m = 0, τ ≥ τH }, (7a) 221

DH1 = {(xr , q,m, τ, e)∈O
H
× R : m=1, q S(e) ≥ 0}. (7b) 222

223

Note that, in comparison with the reset controller (3), RH 224

includes a extra discrete state m ∈ {0, 1}, that will be used 225

to switch between two operating modes, and a timer τ that 226

will be in charge of regulating the time interval in which 227

the controller output is held constant after every jump due 228

to reset. The two operating modes are: 229

• m = 1 (resetting mode). The controller output 230

corresponds to that of the base linear controller 231

(Ar ,Br ,Cr ,Dr ). Jumps are enabled only when the reset- 232

ting law q S(e) ≤ 0 is triggered: a crossing is detected 233

and thus the sign of q is changed, xr is reset, the timer is 234

reset to zero, and m switches to 0 (holding mode). 235
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FIGURE 1. Reset-and-hold controller state and output response for a
given input e (with a zero-crossing resetting law in the resetting mode).

• m = 0 (holding mode). The state xr is kept constant236

(note that ẋr = 0 from (5)), and thus, since u = Crxr +237

mDre = Crxr , then the control output is also constant238

in this mode. On the other hand, the timer τ is activated,239

andwhen it reaches the value τ = τH a jump is triggered.240

After jumping, m switches to 1 (resetting mode), the241

timer τ is initialized to zero, and the rest of states are242

kept identical.243

Fig. 1 depicts an example of a state/output response for a244

given controller input, where the two modes are represented.245

Moreover, note that the reset controller R, as given by (3), can246

be obtained from (5) simply by making τH = 0.247

Note that the basic idea behind the reset-and-hold strategy248

is to temporarily disable the feedback path during the inter-249

vals of time [ti, ti + τH ] after jumps at time ti, until the effect250

of reset is able to properly reach a plant with time delay. This251

strategy is especially useful in cases where resetting actions252

aim to drive this plant to a stationary state where e → 0,253

as will be seen in further sections.254

A. CONTROL OF SYSTEMS WITH TIME-DELAYS255

Consider a linear time-invariant system P with time delay h,256

defined by the delay-differential equation257

P :

{
ẋp(t) = Apxp(t)+ Bpv(t − h)
y = Cpxp(t).

(8)258

with state x ∈ Rnp , input v ∈ R and output v ∈ R,259

and the feedback connection between P and a reset-and-hold260

controller RH , given by e = r − y, where r ∈ R is a261

reference signal, and v = u+ d , being u the controller output262

and d ∈ R a disturbance signal. The closed-loop state is263

z ∈ O := Rnp ×OH , and is partitioned as z = (x, s), where264

x = (xp, xr ), and s = (q,m, τ ). From (5)–(7) and (8), the265

closed loop system (without exogenous inputs) is given by 266
ẋ
q̇
ṁ
τ̇

 =

A0(m)x+ Ah(m)x(t − h)

0
0
1

 , 267

(z(t), z(t − h)) ∈ C0 268
x+

q+

m+

τ+

 =


ARx
(1− 2m)q
1− m
0

 , 269

(z(t), z(t − h)) ∈ D0 (9) 270

where the flow and jump sets are given by 271

C0 = {(z1, z2) ∈ O2
: m1 = 0, τ1 ≤ τH } 272

∪ {(z1, z2) ∈ O2
: m1 = 1, 273

qC((I + θA0)x1 + θAhx2)) ≥ 0} (10) 274

and 275

D0 = {(z1, z2) ∈ O2
: m1 = 0, τ1 ≥ τH } 276

∪ {(z1, z2) ∈ O2
: m1 = 1, 277

qC((I + θA0)x1 + θAhx2)) ≤ 0} (11) 278

respectively, and 279

A0(m) =
(

Ap 0
−mBrCp mAr

)
, 280

Ah(m) =
(
−mBpDrCp BpCr

0 0

)
, (12) 281

AR =
(
I 0
0 Aρ

)
, C =

(
−Cr 0

)
. (13) 282

IV. A HYBRID CONTROL SYSTEM WITH MEMORY 283

Now, let z = (x, q,m, τ ) be a hybrid arc and z[t,j] ∈ M1 a 284

hybrid memory arc. One way of interpreting the closed-loop 285

hybrid system (9)–(13) as a hybrid dynamical system with 286

memory 61 = (C,F ,D,G) is to use the following data 287

(some similar cases are described in [15] and [16]): 288

C 289

= {ϕ ∈M1
: (ϕ(0, 0), ϕ(−h,−km)) ∈ C0}, 290

F(z[t,j]) 291

=


conv

⋃
(−h,−k)∈dom x[t,j]

{A0x(t, j)+ Ahx(t − h, j− k)}

0
0
1

 , 292

D 293

= {ϕ ∈M1
: (ϕ(0, 0), ϕ(−h,−km)) ∈ D0}, 294

G(z[t,j]) 295

=


ARx(t, j)

(1− 2m(t, j))q(t, j)
1− m(t, j)

0

 , (14) 296
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where km = max{k : (−h, k) ∈ dom ϕ}. Note that having the297

time delay h means that the change by flow of x at (t, j) ∈298

dom x depends on both x[t,j](0, 0) = x(t, j) and the value of299

x[t,j](−h,−k) = x(t − h, j− k), and that due to possibility of300

multiple instantaneous jumps at t−h, there can be more than301

one k satisfying (−h,−k) ∈ dom x[t,j]. The choice to take the302

convex hull of all those points is related to the fulfilment of303

regularity conditions to obtain robustness to small variations304

in the size of the delay [15]. In addition, jumps also depend on305

m[t,j](0, 0) = m(t, j) and q[t,j](0, 0) = q(t, j). Moreover, the306

matrices A0 and Ah implicitly depend onm[t,j](0, 0) = m(t, j)307

as shown in (12).308

A. WELL-POSEDNESS309

In this section, the well-posedness of the closed-loop system310

61, as given by (14), is analyzed. Firstly, since there may be311

at most two instantaneous consecutive jumps when jumping312

from m = 1 to m = 0, when the system immediately jumps313

again to m = 0 and then it is forced to flow during at least314

τH time units, then any hybrid arc which is a solution to 61315

has at most 2h/τH jumps in any time interval [t − h, t], for316

any t ∈ R≥0. Thus, 61 has a finite memory with size 1 =317

h+ 2h/τH + 1.318

Recall that a hybrid system with memory 61 =319

(C,F ,D,G) is well-posed if it satisfies the basic hybrid320

conditions,2 that is, for any b, λ ∈ R>0:321

1) C ∩M1
b,λ and D ∩M

1
b,λ are closed subsets ofM1.322

2) F is outer semicontinuous relative to C∩M1
b,λ, locally323

bounded relative to C ∩M1
b , and F(ϕ) is nonempty324

and convex for each ϕ ∈ C ∩M1
b,λ.325

3) G is outer semicontinuous relative toD∩M1
b,λ, locally326

bounded relative toD∩M1
b , and G(ϕ) is nonempty for327

each ϕ ∈ D ∩M1
b,λ.328

From their definition in (14) and (10)–(11), it is clear that329

C and D are closed sets, and thus the hybrid basic condition330

#1 easily follows. Regarding condition #2, it directly follows331

from (14) that that F(ϕ) is convex and nonempty.332

Also local boundedness of F is straightforward, since333

hybrid memory arcs ϕ ∈ C ∩ M1
b,λ are upper bounded334

by b and thus ‖F(ϕ)‖2 ≤ ‖A0(ϕ)ϕ + Ah(ϕ)ϕ‖2 + 1 ≤335

(max{‖A0(0)‖2 + ‖Ah(0)‖2, ‖A0(1)‖2 + ‖Ah(1)‖2})b2 + 1.336

Moreover, outer semicontinuity of F is strongly based on the337

choice of the convex hull in its definition (a formal proof338

would involve analyzing graphical convergence of hybrid339

memory arcs and it is not given here). Finally, condition340

#3 easily follows, for example since ‖G(ϕ)‖2 ≤ ‖AR‖2‖ϕ‖2+341

(1+ 4‖ϕ‖2)‖ϕ‖2 + (1+ ‖ϕ‖2) ≤ (‖AR‖2 + 2+ 4b2)b2 + 1,342

then local boundedness is assured. On the other hand, outer343

semicontinuity of G directly follows since G is single-valued344

2Here M1
b,λ is a subspace of M1 with better compactness properties;

informally speaking it consists of hybrid memory arcs whose norm at every
point in the domain is upper bounded by b ∈ R>0, and are Lipschitz
continuous in the t-domain with Lipschitz constant λ ∈ R>0 (see [16] for
technical details).

and continuous. As a result, it follows that the proposed 345

hybrid control system 61 = (C,F ,D,G) is well-posed. 346

B. STABILITY 347

In this section, stability of the closed loop hybrid system61, 348

given by (14), in investigated. More specifically, a closed 349

set W is asymptotically stable for the hybrid system 61 350

if there exists a candidate Lyapunov-Krasovskii functional 351

V : M1
→ R≥0, α1, α2 ∈ K∞ and a continuous positive 352

definite function ρ such that the three following conditions 353

are satisfied: 354

α1(|φ(0, 0)|W ) ≤ V (φ) ≤ α2(||φ||W ) 355

∀φ ∈ C ∪D ∪ G+(D), (15a) 356

V̇ (φ) ≤ −ρ(|φ(0, 0)|W ) ∀φ ∈ C, (15b) 357

V (φ+γ )− V (φ) ≤ −ρ(|φ(0, 0)|W ) ∀φ ∈ D, γ ∈ G(φ), 358

(15c) 359

where V̇ denotes the upper right hand derivative of the func- 360

tional V , and φ+γ is the new hybrid arc obtained after a single 361

jump to the value γ ; the set of all possible φ+γ is denoted 362

G+(D) (the reader is referred to [15] for precise definitions 363

and technical details). 364

Here, the stability of W = {0} × {0, 1} × {−1, 1} × R≥0, 365

which corresponds to the set of all the points z = (x, q,m, τ ) 366

such that x = 0, is considered. In the following, delay- 367

dependent stability conditions are obtained. The approach is 368

based on postulating a quadratic Lyapunov-Krasovskii func- 369

tional and deriving sufficient conditions for stability in the 370

form of linear matrix inequalities. Recall that A0,Ah, as given 371

by (12), depend on the discrete state m ∈ {0, 1}. 372

(Delay-dependent stability conditions) Consider the reset- 373

and-hold control system 61 given by (14). The set W is 374

asymptotically stable for 61 if there exist matrices P > 0, 375

Q > 0, X = X>, Y and Z > 0 such that the following 376

conditions are satisfied: 377

1)

0(m,m′) ≤ −εI , (17) 378

for all combinations of m,m′ ∈ {0, 1} and for some 379

ε > 0, where 0(m,m′) is given by (16), as shown at the 380

bottom of the next page, and 381

2) (
X Y
Y> Z

)
≥ 0, (18) 382

Y (AR − I ) = 0, (19) 383

ARPAR−P ≤ 0. (20) 384

The proof is based on stability results in [20] and [15], and 385

is only sketched here for the sake of brevity. For a solution 386

φ = (xφ, sφ) to 61, consider the Lyapunov-Krasovskii 387

functional 388

V (φ) = xφ(0, 0)>Pxφ(0, 0)+
∫ 0

−h
xφ(t, ut )>Qxφ(t, ut )dt 389
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FIGURE 2. Example of a closed-loop flat step response y under a
reference change: (thin line) LTI control system, (thick line) reset control
system.

+

∫ 0

−h

∫ 0

t
f (φ)(t ′)>Zf (φ)(t ′)dt ′dt, (21)390

where ut is the value maximizing the norm |xφ(t, j)| among391

the j such that (t, j) ∈ dom φ (this choice is related to the defi-392

nition of upper right hand derivative), and for any t ∈ (−h, 0)393

we define the functional f (φ)(t) = A0(mφ(t, ut ))xφ(t, ut ) +394

Ah(mφ(t − h, ut−h))xφ(t − h, ut−h) (note the difference with395

F(φ)).396

Note that (15a) easily follows from the fact that V , as given397

by (21), is positive definite and radially unbounded. Comput-398

ing the upper right hand derivative of V and using Leibniz’s399

rule, one obtains an expression consisting of a term depending400

on the states xφ(0, 0) and xφ(−h, u−h) plus an integral term.401

Following [20], Lemma 1 of [21] is applied to replace this402

integral with another expression in terms of xφ(0, 0) and403

xφ(−h, u−h). This step introduces new matrices X ,Y satisfy-404

ing (18), (19) in the stability conditions. Imposing condition405

(15b) results in the inequalities (17)–(19), by considering406

all four possible values for m(0, 0) and m(−h, u−h). Finally,407

a straightforward application of (15c) results in the final408

condition (20).409

V. DESIGN OF RESET-AND HOLD PI+CI CONTROLLERS410

FOR FOPDT SYSTEMS411

Here, the design of reset-and-hold controllers for FOPDT412

(first order plus dead time) systems is investigated. A FOPDT413

system with state xp is given by (8), where414

Ap = −a, Bp = b, Cp = 1. (22)415

The focus will be on controllers based on the PI+CI (see416

section II.B.2), and the development of tuning rules, with the417

aim of obtaining, besides a well-posed and stable closed-loop418

hybrid system, an improved performance (flat response) with419

respect to LTI control. Both tracking of step references and420

rejection of step disturbances are considered. The term ‘‘flat421

response’’ means that the error signal is ideally zeroed out422

(becomes identically zero) after the first reset instant (Fig. 2).423

It is known that a PI+CI controller is able to produce a flat424

response for first order systems without delay [17]; this result425

was recently extended to MISO plants in [22]. It will be 426

shown that a flat response can also be attained for FOPDT 427

systems (to a very good approximation) using a well-tuned 428

reset-and-hold controller. 429

The reset-and-hold PI+CI controller with state (xI , xCI , q, 430

m, τ ) is given by (5), with the controller parameters given in 431

section II.B.2. Note that the design parameters are kP and TI 432

(corresponding to the base PI controller), and pr , τH , and θ 433

corresponding to the reset-and-hold strategy. It is assumed 434

that the base PI controller, that is, the parameters kP and 435

TI , are designed to produce a fast oscillatory response (note 436

that an oscillatory response occurs whenever the base linear 437

control system has a pair of complex poles in the frequency 438

domain; in terms of the parameters of the plant and controller, 439

this happens whenever the inequality TI < 4bkP/(bkP+a)2 is 440

satisfied. The base controller can be designed in the usual 441

way using any common tuning method, taking into account 442

this constraint). The role of the reset-and-hold strategy will be 443

to reduce the overshoot as much as possible to obtain a flat 444

response without decreasing the initial speed of the response. 445

In the following, the tuning strategy for the parameters pr , τH , 446

and θ is detailed. 447

A. REFERENCE TRACKING 448

Consider a step reference change r of amplitude w10, and 449

assume that the error signal crosses zero at the instant t = tc 450

and the first reset action is produced at t = t1. By direct 451

substitution in (14), the value of xp(t, j) for (t, j) ∈ [0, tc)×{0} 452

is simply obtained from 453

ẋp(t, j) 454

= −axp(t, j)+ bkP

(
e(t − h, j) 455

+
1
TI

(
(1− pr )xI (t − h, j)+ prxCI (t − h, j)

))
(23) 456

and 457

xI (t, j) = xCI (t, j) =
∫ t

0
e(t ′, j) dt ′ := xI (t). (24) 458

The first design choice is to use a reset band equal to the 459

delay, that is to make θ = h. In this way, the reset action 460

will occur at t1 ≈ tc − h, where a first order approximation 461

e(t+δ, j) ≈ e(t, j)+δė(t, j), for t ∈ [tc−h, tc] has been used. 462

As a result, it is obtained that xI (t1, 1) = xI (tc−h, 1) = xI (t1) 463

and xCI (t1, 1) = 0, and directly from (23)–(24) that 464

ẋp(tc, 1) = −axp(tc, 1)+ b
kP
TI

(1− pr )xI (t1). (25) 465

Here, note that the proportional part is zeroed out after a 466

jump under the reset-and-hold strategy. 467

0(m,m′) =
(
A0(m)P+ PA0(m)> + Y + Y> + hA0(m)>ZA0(m)+ Q PAh(m′)>−Y + hA0(m)>ZAh(m′)

Ah(m′)>P− Y> + hAh(m′)>ZA0(m) −Q+ hAh(m′)>ZAh(m′)

)
(16)
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The second design choice is to make τH = h. This choice468

prevents the controller from reacting to spurious input values469

e(t, 1), for t ∈ [t1, tc], by forcing the controller output to470

hold its value until the plant has reacted to the effect of471

resetting. It is then clear that a flat response will be achieved472

if ẋp(tc, 1) = 0, since in that way the system reaches a steady473

state (as the time derivatives ẋI (t, 1) = ẋCI (t, 1) = e(t, 1) =474

0 for t > tc).475

Finally, the parameter pr is tuned by making ẋp(tc, 1) =476

0 in (25); the result is477

pr = 1−
aTIw10

bkPxI (t1)
, (26)478

where the fact that xp(tc, 1) = w10 has been used. At first479

glance, this tuning rule is formally identical to the corre-480

sponding tuning rule for first order systems without time481

delay [17]. However, the underlying approach is very differ-482

ent, since a flat responsewith traditional resetting is in general483

unobtainable in the presence of delays.484

In summary, the resulting tuning rules for the reference485

tracking case are486

(pr , θ, τH ) = (1−
aTIw10

bkPxI (t1)
, h, h). (27)487

B. DISTURBANCE REJECTION488

Now consider a step disturbance of amplitude w20. In this489

case, using a similar reasoning to the above section it is490

obtained that491

ẋp(t, j) = −axp(t, j)+ bkP

(
e(t − h, j)492

+
1
TI

((1− pr )xI (t − h, j)+ prxCI (t − h, j))
)

493

+bd(t − h, j). (28)494

Again, we take θ = τH = h. Thus, after the controller jump495

at t = t1 ≈ tc − h, we have xI (t1, 1) = xI (tc − h, 0) = xI (t1)496

and xCI (t1, 1) = 0, and these values will be kept constant497

during an interval of τH units of time. Right after the holding498

time interval, the flow equation reduces to499

ẋp(tc, 1) = −axp(tc, 1)+ b
kP
TI

(1− pr )xI (t1)+ bw20. (29)500

Imposing again ẋp(tc, 1) = 0, the result is now501

pr = 1+
TIw20

kPxI (t1)
. (30)502

where the fact that xp(t1 + h, 1) = 0 in the disturbance503

rejection case has been used. In summary, the obtained tuning504

rules for the disturbance rejection case are505

(pr , θ, τH ) = (1+
TIw20

kPxI (t1)
, h, h). (31)506

C. GUIDELINES FOR PARAMETER TUNING 507

Note that although in (26) and (30) the amplitudes w10 and 508

w20 appear explicitly, these values are cancelled since they 509

are also a factor of xI (t1) due to the linearity of the base 510

system. As a result, the proposed values for pr are constant 511

and intrinsic to the hybrid control system, that is, they depend 512

only on the plant and the base PI controller. However, since 513

an explicit computation is xI (t1) is hard to obtain, in practice 514

the value of pr may be simply computed by using the value 515

of the integrator state at the first reset instant. 516

The reset-and-hold strategy is also applicable in cases 517

where the delay h is not known precisely, but has some 518

associated degree of uncertainty. If it is known that h ∈ 519

[hmin, hmax], then a simple conservative approach is to take 520

τH = θ = hmin (and the same reset ratios than in (26) 521

or (30)); this maximizes the time the controller spends in 522

flowing mode, producing a flat response only in the best case, 523

but improving the performance in all cases with respect to 524

more standard reset approaches. 525

On the other hand, the proposed reset-and-hold strategy 526

may not be suitable in those cases in which the appearance of 527

several disturbances or reference changes in a short time span, 528

lower than the delay h, is expected. This is because the con- 529

troller outputs are held constant during a fixed time interval, 530

so they will not be able to reject any incoming disturbances 531

until after this interval has passed. In such cases, an additional 532

supervisory mechanism is needed so that holding can be 533

disabled whenever a new disturbance or reference change is 534

detected. 535

VI. CASE STUDY: CONTROL OF A HEAT EXCHANGER 536

To demonstrate the capabilities of the proposed tuning rule, 537

a simulated example, consisting of a delayed first-order pro- 538

cess model of a heat exchanger in an experimental food 539

processing pilot plant, is considered (see Section 6.1 of [17] 540

for a detailed description). For a given operation point, the 541

plant is given by the transfer function 542

P(s) = 0.49
e−139s

1+ 106s
, (32) 543

In the following, a PI+CI reset-and-hold controller (as 544

given by (5) with the data of Section II.B.2) will be designed. 545

The base PI controller parameters have been tuned to produce 546

an oscillatory base closed-loop response. The chosen param- 547

eters are 548

kP = 1.3, TI = 118. (33) 549

Well-posedness of the closed-loop hybrid control system 550

directly follows (see Section IV.A). Two design cases are 551

considered: tracking step references, and rejecting step distur- 552

bances. Both sections V.A and V.B will be closely followed. 553

A. REFERENCE TRACKING 554

A step reference change of amplitude w10 = 2 starting 555

at time t = 30 is considered. The tuning rule (26) has 556

then been used to determine the reset ratio. Both the instant 557
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FIGURE 3. Closed-loop step response output y and controller output u
for different controllers: (solid/blue) base PI controller; (dashed/green)
PI+CI reset controller with pr = −0.107; (dotted/red) PI+CI reset
controller with pr = 0.350; (solid/orange) PI+CI reset-and-hold controller.

t1 = 199.14 and the corresponding integrator state xI (t1)558

have been obtained by simulating the step response of the559

closed-loop base control system. The resulting PI+CI reset-560

and-hold controller parameters are561

pr = −0.107, θ = τH = 139. (34)562

Note that a negative value for pr indicates that the controller563

output will increase its magnitude after a reset action. Closed-564

loop stability is analyzed by checking (17)–(20) for the565

designed pr value (34) (see Section IV.B), and a solution has566

been found for the matrices (P,Q,X ,Y ,Z ). As a result, the567

setW is asymptotically stable for the hybrid control system.568

Fig. 3a shows the step response of the closed-loop hybrid569

system, together with the response of the base linear system.570

The controller output of the controller is shown in Fig. 3b.571

For the purposes of comparison, a PI+CI reset controller is572

also considered; two different cases will be compared: (i) a573

case with the same parameters pr and θ of the reset-and-hold574

controller, as given by (27), and (ii) a case with value pr =575

0.350 (and θ = 139).576

As can be observed, in the first PI+CI reset controller case,577

the response is actually worse than the base linear control578

system response. This fact is not surprising, since the base579

linear controller has been specifically designed for a good580

performance of the reset-and hold controller. The second581

PI+CI reset controller case corresponds to a better design,582

and has been obtained by properly tuning the parameter pr ;583

note that some balance between the overshoot and undershoot584

of the step response must be attained, due to the fact that585

some improvement in the overshoot is necessarily paired to an586

increase in the undershoot, and vice versa. Finally, the PI+CI587

reset-and-hold controller breaks that overshoot/undershoot588

balance, by both zeroing out the proportional part and forcing589

FIGURE 4. Closed-loop output y and controller output u under a step
disturbance: (blue) base PI controller; (orange) PI+CI reset-and-hold
controller.

the controller to hold its output constant during a time interval 590

equal to the plant delay. The result is an (almost) flat response 591

as desired. 592

B. DISTURBANCE REJECTION 593

The PI+CI reset-and-hold controller is designed for rejecting 594

a step disturbance of amplitude w20 = 3, also starting at time 595

t = 30. The base PI controller parameters (33) are used. 596

Here, the tuning rule (30) is used to determine the controller’s 597

parameter pr , while both the reset band θ and the time interval 598

τH are also set to the plant delay value. As a result, 599

pr = −0.094, θ = τH = 139. (35) 600

Note that the designed controller parameters are only 601

slightly different to the reference tracking parameters given 602

by (34). Closed-loop stability has been again checked by 603

solving (17)–(20) for some matrices (P,Q,X ,Y ,Z ) and the 604

parameters (31). Fig. 4a shows the closed-loop response with 605

the designed PI+CI reset-and-hold controller, and the with 606

the base linear controller. The corresponding controller out- 607

puts are shown in Fig. 4b. As expected, the reset-and-hold 608

controller produces an (almost) flat response after rejecting 609

the step disturbance (note that the step disturbance has an 610

amplitude w20 = 3). 611

C. ROBUSTNESS ANALYSIS 612

In this Section, the robustness of the proposed hybrid control 613

system approach with respect to noise and parameter vari- 614

ations is analyzed; two simulations are performed where a 615

combined case of reference tracking and disturbance rejec- 616

tion is considered, and with 617

• three different values of the delay: h− = 130, h0 = 618

139 and h+ = 150 (Fig. 5). 619
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FIGURE 5. Robustness against delay uncertainty: (orange) nominal delay
h0 = 139, (blue) h− = 130, and (green) h+ = 150.

FIGURE 6. Robustness against sensor noise: (orange) noiseless case,
(blue) noisy case.

• a pseudo-random sensor noise of amplitude 0.05, and the620

nominal value h0 = 139 (Fig. 6).621

In both cases, the step reference starts at time t = 130 and622

the step disturbance at t = 1360. The amplitudes and con-623

troller parameters are the same as in both previous analyses,624

with the reset ratio pr being changed from (34) to (35) at time625

t = 1230.626

Fig. 5a and Fig. 6a clearly show that the performance of627

the response is not degraded too much in any case, revealing628

that the designed closed-loop hybrid system with the PI+CI629

reset-and-hold controller is robust both to small variations in630

the delay and to sensor noise.631

D. COMPARISON WITH OTHER STRATEGIES632

Note that the base PI controller underlying a PI+CI is not nec-633

essarily well-tuned, since overshoot is neglected in its design.634

FIGURE 7. Closed-loop output y and controller output u under a
combined reference change and step disturbance: (blue) PI controller
tuned using SIMC; (green) PI controller tuned using AMIGO; (orange)
PI+CI reset-and-hold controller.

FIGURE 8. Closed-loop step response output y for Example 1 in
Kumar et al. [25]: (orange) PI+CI reset and hold controller; (blue) control
strategy in [25].

Thus, to demonstrate the effectiveness of the PI+CI reset- 635

and-hold strategy with respect to linear PI compensation, 636

a comparison will be made to two common tuning methods 637

for PI controllers applicable to FOPDT plants: Skögestad 638

Internal Model Control (SIMC) [23] with the closed loop 639

time constant τc = h, and ApproximateMs Constrained Gain 640

Optimization (AMIGO) [24]. 641

The combination of a unit step reference change at t = 642

0 and a negative unit step disturbance at t = 1100 is consid- 643

ered. Again the amplitudes and controller parameters for the 644

PI+CI are the same as in the previous cases, with pr being 645

changed from (34) to (35) at time t = 1090. The SIMC rule 646

results in the parameters 647

kP = 0.778, TI = 106, 648

for the PI, while the AMIGO method results in 649

kP = 0.462, TI = 94.7. 650

The results are shown in Figure 7 and Table 1. As expected, 651

the PI+CI controller achieves better performance indices 652

than its linear counterparts. 653
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TABLE 1. Integrated squared error (ISE), integrated absolute error (IAE),
integrated time absolute error (ITAE), and maximum overshoot
percentage in reference tracking and disturbance rejection for the
comparison example.

TABLE 2. Integrated squared error (ISE), integrated absolute error (IAE),
integrated time absolute error (ITAE), and maximum overshoot
percentage in reference tracking and disturbance rejection for the
comparison example.

To further showcase the possibilities of the proposed strat-654

egy, a comparison is made with a more advanced control655

method appearing in recent literature. Specifically, we focus656

on a linear control strategy [25] for plants with delay, based657

on a modified Smith predictor.658

Note that the control strategy in [25] is designed for unsta-659

ble first order plants with delay (UFOPDT). However, the660

previous results for the design rules do not make any assump-661

tion on the stability of the plant and can be applied in this case,662

provided the reset-and-hold strategy is slightly modified so663

that resetting and holding is disabled when the error satisfies664

|e(t, j)| ≤ ε for some small ε. This modification is made665

because the output of an unstable plant will in general diverge666

when the input is constant (holding mode), implying that the667

original strategy would produce a seesaw-like response in the668

output instead of converging to the expected value.669

Example 1 of [25] is considered (nominal case). The plant’s670

transfer function is671

P(s) =
e−0.2 s

s− 1
.672

First, the parameters for the base PI controller are manually673

chosen to obtain a fast oscillating base closed-loop response:674

kP = 3.75, TI = 1.25.675

Next, applying the design rules (26), (30) results in the676

values677

θ = τH = 0.2, pr,ref = 2.505, pr,dist = −0.12.678

The closed loop response to a unit step reference change 679

at t = 0 plus a negative unit step disturbance at t = 10 has 680

been simulated. The results of the comparison are shown in 681

Figure 8 and Table 2. As can be seen, the performance in 682

all metrics is greatly improved in reference tracking without 683

causing any significant overshoot. In contrast, the overshoot 684

in disturbance rejection is degraded, but the settling time is 685

improved, in such a way that most other metrics remain of 686

similar magnitude. Note that the strategy in [25] deals with 687

reference tracking and disturbance rejection using a combi- 688

nation of controllers, where as our proposed setup utilizes 689

only one controller. It is possible that a similar setup using 690

combined PI+CI controllers with the reset-and-hold strategy 691

would achieve a better handling of disturbances; however, this 692

is out of the scope of the current work. 693

VII. CONCLUSION 694

A new hybrid controller for systems with time delays is 695

proposed, consisting of a combination of reset and hold 696

strategies. This reset-and-hold controller has been analyzed 697

in detail in the framework of Hybrid Inclusions, equipping 698

the resulting closed-loop hybrid system with good structural 699

properties. Besides well-posedness, which has been shown to 700

be guaranteed for any LTI plant with time delays, stability 701

conditions have been developed. Moreover, for the specific 702

case of a PI+CI reset-and-hold controller and a FOPDT 703

system, a set of design rules have been proposed. An (almost) 704

closed-loop flat response is obtained both in step tracking 705

and in rejecting step disturbances, notably improving the 706

performance of PI+CI reset controllers. 707

The developments in this work apply only to FOPDT 708

systems. A possible idea for extending the current strategy to 709

deal with more general time-delayed processes, such as sec- 710

ond order plus dead time (SOPDT) or integrating first order 711

plus dead time (IFOPDT), is to combine the reset-and-hold 712

strategy with the on-line PI+CI tuning method for second 713

order plants from [19]. In this way, the parameters pr (tk ), 714

and possibly θ (tk ), τH (tk ), would become functions of the 715

kth reset instant, computed on-line using a simple quadratic 716

optimization algorithm. This possibility will be explored in 717

future work. 718
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