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ABSTRACT TheMoving Picture Experts Group (MPEG) has started an immersivemedia standard project to
enable multi-view video and depth representation in three-dimensional (3D) scenes. The MPEG Immersive
Video (MIV) standard technology is intended to provide a limited 6 degrees of freedom (DoF) based on
depth map-based image rendering (DIBR). The 6DoF immersive video system is still challenging because
multiple high-quality video streams require high bandwidth and computing resources. This paper proposes
a group-based adaptive rendering method for 6DoF immersive video streaming. With group-based MIV,
each group can be transmitted independently, which enables adaptive transmission depending on the user’s
viewport. The proposed method derives weights from groups for view synthesis and allocates high-quality
bitstreams according to a given viewport. This paper also discussed the results of the group-based approach
in the MIV, and the advantages and drawbacks of this approach are detailed. In addition, pixel rate constraint
analysis has been introduced to facilitate deployment with existing video codecs. On end-to-end evaluation
metrics with TMIV anchor, the proposed method saves average 37.26% Bjontegaard-delta rate (BD-rate) on
the peak signal-to-noise ratio (PSNR).

14 INDEX TERMS Virtual reality, metaverse, MPEG immersive video (MIV), adaptive streaming.

I. INTRODUCTION15

With the current demand and interest in virtual reality (VR),16

the necessity for efficient VR technology is critical because17

of the large amount of data that has to be processed in18

the systems. Low latency and high-resolution are significant19

factors in increasing the quality of experience (QoE) of users.20

Moreover, the demand for technology to provide users with21

higher DoF is also growing. In these media markets and22

technological movements, MPEG has established an immer-23

sive media standard project to facilitate the compression,24

sharing, and distribution of immersive media between various25

devices and platforms. Specifically, the MPEG-immersive26

The associate editor coordinating the review of this manuscript and

approving it for publication was Lei Wei .

(MPEG-I) visual group is developing a standard for coding 27

immersive media, called MPEG Immersive Video (MIV). 28

The MPEG-I defined three types of DoF for users [1]. First, 29

3DoF supports only experiences where viewers are limited 30

to rotational movements around pitch, yaw, and roll. Second, 31

3DoF+ supports a restricted movement of the user’s head, 32

which is an intermediate approach to 6DoF. Finally, 6DoF 33

supports free viewpoint, which means full movement of the 34

user. The MIV project was launched at the 125th MPEG 35

meeting to discuss and evaluate the 3DoF+ and 6DoF coding 36

technologies [2], [3]. 37

In the 6DoF videos, the motion parallex feature can be 38

achieved by using the DIBR technique with depth map infor- 39

mation and associated camera parameters. Given a target 40

view to generate, DIBR replaces the textures from the input 41
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FIGURE 1. Example of DIBR representation.

videos with their new positions corresponding to the depth42

maps [4]. The MIV standard is designed to provide the capa-43

bility to compress multiview video plus depth (MVD) repre-44

sentation [5], [6]. Because 6DoF should support the number45

of target views and movement of users, it requires high band-46

width and computing resources. Several video codecs with47

high efficiency video coding (HEVC), such as MV-HEVC48

or 3D HEVC, were developed to compress the MVD of the49

video data efficiently. However, those codecs would require50

a number of decoder instantiations, exceeding the capability51

of devices.52

Figure 1 shows an example of DIBR. A key feature of53

the MIV encoder is packing the input videos into atlases,54

which are compact representations of the picture. The atlases55

have minimal pixel redundancies with multiple input views,56

allowing usage of the existing video codec with certain pixel57

rate constraints. However, due to the inter-view dependency,58

it becomes difficult to partially handle the generated atlas59

bitstream. In light of this issue, this paper investigate the60

feasibility of adaptive immersive video streaming. The pro-61

posed method utilizes a group-based approach that separates62

all input views into groups. Each group can be transmit-63

ted independently, and these sub-bitstreams enable adaptive64

streaming depending on the user’s viewport. Overall, this65

paper presents an adaptive rendering system that can lead to66

viewport adaptive streaming that reduces bandwidth without67

significantly impacting the QoE.68

In summary, the main contributions are as follows:69

• This paper investigate MIV technology with a70

group-based approach and run a number of experiments71

to evaluate their performance, including an aspect of72

video codec compatibility.73

• This paper implement view weighting techniques in a74

real system that calculates the contribution of each view75

and enables viewport-adaptive 6DoF streaming.76

• This paper show that the proposed method achieves an77

efficient bitrate allocation under the target bitrate, while78

the group-based approach has tradeoffs between coding79

efficiency and resolution constraints.80

The rest of the paper is organized as follows: This81

paper first introduce the background and related work82

in Section 2 regarding MIV standardization and group- 83

based MIV. This paper then introduce the proposed adap- 84

tive rendering system and the view weighting calculation 85

method in Section 3. In Section 4, this paper present the 86

experimental setup and the metrics used in our evaluation. 87

This paper also discuss the results of group-based MIV 88

and a proposed adaptive rendering system. Our compre- 89

hensive set of evaluations included empirical evaluations 90

based on common test conditions (CTCs) from the MPEG-I 91

community. 92

II. BACKGROUND AND RELATED WORK 93

This section describes the MIV standard’s immersive video 94

technology in general. In addition, this paper briefly discusses 95

group-based TMIV and multiview streaming research. 96

A. MIV STANDARDIZATION 97

The MPEG-I project (ISO/IEC 23090) is launched the 98

first phase standardization in 2018 for 3DoF technology, 99

which provides three dimensional degrees of freedom, 100

including part-2 omnidirectional media format (OMAF) [7]. 101

Subsequently, discussions were held on 6DoF technol- 102

ogy, which provides full movement of the user in three- 103

dimensional space, followed by a call for proposal (CfP) 104

at the 125th meeting to define and standardize part-12 105

MPEG immersive video [2], [8], [9], [10], [11]. The con- 106

cept of 6DoF system architecture contains pre-processing 107

and post-processing modules for removing inter-view redun- 108

dancy. Several studies implemented 6DoF systems by 109

down-sampling multiple videos and eliminating the corre- 110

lation among [4], [12]. Based on the proposed responses, 111

MPEG-I proposed TMIV as a reference software for 6DoF 112

video compression. TMIV supports pre-processing and post- 113

processing for transmitting multiview videos to compress 114

6DoF videos more efficiently. In a scenario of streaming, 115

6DoF technologies must consider several representations 116

of multiple views, requiring multiple decoder instan- 117

tiations [13], [14], [15]. This makes it difficult to 118

deploy 6DoF technology on edge devices such as mobile 119

phones. 120

TheMIV standard enables video codecs to handle multiple 121

inputs through the inter-view redundancy removal process. 122

With the development of the MIV standard, a test model for 123

immersive video (TMIV) has been implemented as a refer- 124

ence software to comply with the MIV specification [12], 125

[16]. The TMIV encoder extracts the patches from the input 126

views and aggregates them for generating atlases. Notably, 127

the atlases have two types of patches: basic view and addi- 128

tional view [17]. The basic view is complete as a single 129

patch, and the additional views are multiple patches have 130

no pixel redundancies with the basic view. The texture and 131

geometry atlases can be encoded separately as videos using 132

the existing video codec such as HEVC or versatile video 133

coding (VVC), and the bitstreams are multiplexed together 134

with metadata sub-bitstream to generate the MIV-compliant 135

bitstream. The proposed algorithms are implemented in the 136
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Algorithm 1 MIV Interview Redundancy Removal
Algorithm
Input: Multiple texture videos with corresponding depth

maps,
camera parameters

Output: Pruned videos (Atlases)
VS : set of all source views, e.g. S = {1, 2, 3, . . .N }
// Calculate the cost and allocate basic views as B
VB : set of basic views
VA← VS − VB : set of additional views
Atlas← VB // Initialize atlas
for i← 1 to B do
for j← 1 to A do
Vi � Vj = Patchij // � is pruning operator
Atlas← Atlas ∪ Patchij // Patch packing

end for
end for

TMIV software and the corresponding HEVC reference137

software. As mentioned previously, the main principle of138

MIV is to take several reference views that capture most of139

the information in the videos from specific positions of view,140

while supplementary information is collected into patches.141

The MIV specification allows for only two textures and two142

geometry atlases, enabling compatibility with existing codecs143

such as HEVC.144

To facilitate deployment on any device, the pixel rate145

constraints are defined under CTCs in the MPEG-I group.146

Algorithm 1 illustrates the inter-view redundancy removal147

process used for generating atlases. The source views that are148

captured simultaneously from different positions are inputted149

to the TMIV. Then TMIV determines which source views are150

basic views and additional views.151

From the source views, the views that contain most of152

the information in the scene are selected as the basic views.153

The remaining views are defined as additional views, and154

the basic and additional views are input to the pruner. The155

pruner removes the inter-view redundancy between the basic156

views and the additional views. Using the DIBR technique157

with a depth map, 2D textures are represented in 3D space.158

If two points from different views have the same position159

in the 3D space, one point is removed from its view. Over-160

lapping information is removed from the additional views,161

and the pixels are extracted as rectangles, and the rectan-162

gles are defined as a patch. An atlas is a set of patches163

generated from multiple videos by TMIV. The number of164

videos to transmit decreases by generating atlases because165

only the residuals are extracted from the additional views166

and merged into the atlases. The basic views are completed167

copied into the basic views atlases. Consequently, the TMIV168

encoder generates the atlases and their metadata, and the169

video encoder encodes them to stream the videos to the client170

side. Further details about the MIV standard are described171

in [18].172

FIGURE 2. Block diagram of group-based TMIV encoder and example of
atlases.

B. GROUP-BASED TMIV 173

The TMIV supports group-based encoding to produce better 174

rendering results with local coherent projections [19]. Group- 175

based encoding has shown improvement in the subjective 176

and objective results of the TMIV, particularly at high bitrate 177

levels. The main feature of group-based encoding is dividing 178

all input source views into groups to be processed sepa- 179

rately, and this feature enables the TMIV to preserve impor- 180

tant regions (for example, foreground objects and occluded 181

scenes) in each group. Moreover, this feature can also lead to 182

sub-bitstream accessibility across groups. This paper focuses 183

on the fact that this method facilitates sub-bitstream sep- 184

aration, which enables adaptive rendering in MIV. Such a 185

region of interest (ROI)-based approach can lead to the rep- 186

resentation of viewport-dependent streaming in multiview, 187

depending on the field-of-view (FoV) of the viewer. 188

This method simply separates all input source views into 189

groups using camera parameters, and each group encodes 190

the views independently. First, the view pool includes all 191

the input source views, and then the camera parameters are 192

listed. Then, the dominant axis is assigned as the axis with 193

the largest valid range in the X, Y, and Z coordinates. The 194

dominant axis is used to set the key direction, and the closest 195

camera is selected in ascending order by distance from the 196

key direction. The selected camera is labeled as the current 197

group and removed from the pool of views. The second key 198

position is assigned, and the process is repeated, covering 199

all source views across the chosen number of groups. Using 200

group-based coding, MIV produces better rendering results, 201

especially for natural content sequences. [20]. 202

Figure 2 illustrates an example of a group clus- 203

ter using group-based encoding. The example sequence 204
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FIGURE 3. Proposed adaptive immersive video rendering framework.

is a 3 × 5 camera array of content. v6 and v8 indicate the205

basic view in each group. It is worth noting that all pixels in206

the basic view are preserved. In other words, as the number207

of groups increases, each important region is preserved, and208

the reconstruction of views becomesmore accurate. However,209

limiting the pruning range has the disadvantage of increasing210

the overall pixel rate to be processed. The results will be211

discussed in further detail in Section 4.212

III. PROPOSED SYSTEM213

Traditional 360 video adaptive streaming allows tiles of qual-214

ity to be mixed to trade off the quality between different215

regions of the videos and to utilize the bandwidth [21]. The216

rate between the tiles was efficiently allocated in the [22],217

and several useful conclusions were derived as a result of218

the experiments. The [23] suggested a technique for deter-219

mining the ROI and allocating high quality tiles to those that220

correspond to the region. There are studies on quality allo-221

cation method for multi-view streaming in an environment222

with limited bandwidth. Priority-based adaptive multi-view223

streaming was proposed in [24] as a way to improve the qual-224

ity of high-priority views in networks with limited capacity.225

Discussions on how to setup multi-view streaming have been226

explored from a system perspective, and streaming systems227

that consider buffer sharing and parallel processing have been228

presented [25]. An interactive multi-view adaptive streaming229

system was also developed in [26], which considers rate-230

distortion model-based quality allocation.231

Although many multi-view streaming studies have been232

studied to render users’ viewpoints with adaptive quality,233

these studies have limitations that require optimized equip-234

ment due to the large number of decoder instantiations235

required. This paper proposes a multiview streaming system236

based on MIV technology. To the best of our knowledge, this 237

is the first work on the 6DoF adaptive streaming based on 238

MIV standard technology. Figure 3 shows the proposed sys- 239

tem for adaptive rendering. The system we propose includes 240

the following considerations. 241

A. CONSIDERATIONS 242

1) DECODER FEASIBILITY 243

The MIV technology enables services to be provided on 244

current-generation or near-next-generation hardware plat- 245

forms. The pixel rate and simultaneous decoder instantia- 246

tion restrictions become key considerations when considering 247

actual implementation on real hardware. As the number of 248

video decoder instantiations increases, it is clear that parallel 249

processing performance decreases significantly. Therefore, 250

minimizing the number of instantiations should be consid- 251

ered in multiview streaming. From these results, a practical 252

maximum of two video decoders is assumed. If the lower 253

limits of frame rates are stretched down to 30 fps, then up to 254

four decoders can be instantiated. Based on this constraint, 255

the TMIV tried to minimize the spatial resolution of the 256

input videos to below 4096× 2048, even though the process 257

of inter-view redundancy removal causes information loss. 258

Furthermore, beyond the HEVC decoder, the view must be 259

rendered by a view synthesizer using the decoded streams. 260

The larger the number of streams, the larger the memory and 261

buffer capacity required. 262

Table 1 presents the pixel rate constraints for immersive 263

videos. The maximum luma sample rate is the luma sample 264

value per second across all decoders. The maximum luma 265

picture size is the picture size value of each decoder instantia- 266

tion. ‘MP’ means megapixel, which is a pixel rate per second 267
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TABLE 1. Pixel rate constraint condition in MPEG-I.

FIGURE 4. Rendering process in view weighting synthesizer (VWS).

in the table. The maximum number of simultaneous decoder268

instantiations is four. The MIV standard focuses on the low269

pixel rate condition because immersive video technology is270

already quite heavy for current devices. These considerations271

are critical for ideal multiview video streaming, such as real-272

time streaming. In this paper, the proposed method will be273

evaluated in both low (N = 2, 3) and high (N = 4, 5)274

conditions.275

2) SPATIAL RANDOM ACCESS276

The atlas domain presents content in a different form277

from the input videos, unlike conventional video streaming.278

Because the atlas representation ignores spatial information279

in the original representation, traditional adaptive streaming280

approaches are difficult to implement. This paper proposes an281

adaptive framework for multiview streaming based on group-282

based TMIV. In our framework, multiview processing is283

simplified using the MIV standard technology. Although the284

technical motivation for group-based encoding is to increase285

rendering quality, each group has no dependency on the286

others through the processing of TMIV. Accordingly, the287

sub-bitstream of each group can be independently transmit-288

ted and reconstructed. The discussions on transmission tech-289

niques through this sub-bitstream are underway in 360 video,290

including RoI-based and tile-based streaming [21], [27], [28].291

As a result, discussions are also actively underway consid-292

ering spatial random access, one of the main functions of293

TABLE 2. Results of group-based encoding and view weights
(normalized, N = 2).

next-generation media [29], but discussions have not yet been 294

actively conducted on immersive video technology. 295

B. ADAPTIVE RENDERING 296

1) VIEWPORT WEIGHT CALCULATION 297

In the MIV standard, view weighting synthesizer (VWS) is 298

adopted as a renderer software for synthesizing and rendering 299

virtual viewpoints in TMIV [30]. The main feature of VWS 300

is that when trying to synthesize a virtual viewpoint, the 301

blending weight is calculated and reflected in the render- 302

ing process [31]. VWS generates a warped geometry map 303

for each input view by unprojecting or reprojecting pixels 304

from this view towards the target view. When several warped 305

images are blended, a color value for each pixel inside the 306

virtual view is computed using the weighted average of the 307

warped pixels’ color information. This calculation can be 308

expressed as: 309

cv(p) =

(∑N−1
i=0 wi(p) · c

warp
i (p)

)
∑N−1

i=0 wi(p)
(1) 310

cv(p) is the color value of a pixel p in n a viewport 311

image and wi(p) is a blending weight of a pixel p in the 312

i-th warped image. Specifically, this paper use the blending 313

weight factor wi(p) of a warped image, namely the visibility 314

map. The rendering process with VWS is represented in 315

Figure 4. Using this visibility map, the contribution of input 316

views is calculated, and this information is used in the ren- 317

dering process to synthesize more accurate and high-quality 318

virtual viewpoints for view blending. To achieve efficient 319

6DoF streaming, this paper propose an adaptive rendering 320

method for immersive video streaming. This paper implement 321

the group weighting module with the visibility map. When 322

transmitting 6DoF video to render a scene, we have to choose 323

the quality of representation of bitstreams. Considering the 324

rendering method of VWS, this paper proposes a method of 325

calculating the contribution of each group and reflecting the 326

contribution information when transmitting the bitstream of 327

the priority group. A group containing many videos with a 328

high contribution is defined as a priority viewpoint group in 329

the adaptive rendering framework. 330
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FIGURE 5. (a): Camera coordinate information for each viewpoint
(N = 2), (b): Rendering result of p03 view, group 1 (19.01%) sequence
displays only luma colors for visualization.

To render a virtual viewpoint, a bitstream with high quality331

applied to the priority viewpoint group is chosen. When332

selecting the bitstream quality, the contribution from the333

visibility map is used, and the user’s viewpoint is rendered.334

Table 2 shows the contribution and adoption of priority view-335

point groups for each pose trace under common experimental336

conditions. In each user viewport, the contribution of p01,337

p02, p03 points in rendering was calculated for all views, and338

then summed up for each group. Figure 5 shows the camera339

coordinates in the group sequence and the virtual viewpoint340

coordinates of the first frame of the viewpoint using the user341

pose trace dataset. As a result of the group division algo-342

rithm mentioned above, each camera viewpoint is divided343

into groups and the virtual viewpoint is synthesized mostly344

by utilizing a viewpoint with high contribution. For example,345

p02 mainly utilize the viewpoint of group 1 to synthesize the346

viewpoint, and in the case of p01 and p03, the viewpoint is347

used in combination. Therefore, even with the same band-348

width, the viewpoint group with a high contribution to the349

user’s viewpoint will be able to efficiently adaptive stream in350

immersive video by transmitting a high-quality bitstream.351

2) BIT ALLOCATION ALGORITHM352

To validate the method proposed in this paper, a target bitrate353

is determined based on a streaming scenario. When a user’s354

Algorithm 2 Proposed Bitrate Allocation Algorithm Based
on View Weighting
Rt : target bitrate {5, 9, 16, 28, 50} [Mbps]
L : quality level QP={22, 27, 32, 37, 42, 47} representa-
tions
gLi : each i-th group atlas bitstream with a bitrate corre-
sponding to L
gLbiti : bitrate of g

L
i of L representation

G : list of groups sorted by view weight in each group,
∀i ∈ G
Budget ← Rt −

∑
gminbit % initialization for minimum

bitrate
while G 6= ∅ do
for L ′ ≤ L do
if gL

′

biti − g
L
biti ≤ Budget then

gLi ← gL
′

i % higher quality level L ′ assignment
Budget ← Budget − (gL

′

biti − g
L
biti )

else
G ← G − {gi}

end if
end for
i← i+ 1 % next priority group

end while

viewpoint is given, a priority viewpoint group is determined 355

by calculating the viewpoint contribution of each view. Using 356

the weight information, a bitstream of high quality is selected 357

first for the viewpoint group to allocate a bitrate, and a group 358

other than the viewpoint group selects and transmits a quality 359

bitstream corresponding to the remaining bitrates. Atlases are 360

pre-encoded with different quality representations that can 361

be transmitted independently using group-based encoding in 362

the proposed system. When the user’s gaze information is 363

given, a renderer calculates the contribution of each view to 364

the virtual viewpoint. Then, the view weight module derives 365

the bitrate allocation using these contributions. Once the 366

target bitrates have been determined, a basic bitrate allocation 367

strategy is implemented. The target bitrates are considered to 368

be provided at high quality to the priority group first in the bit 369

allocation stage. All groups are assigned to the lowest quality 370

bitstream, and then a high quality bitstream is selected so that 371

the priority group occupies as much view weight as possible. 372

As a result, the bitstream of a group with a high contribution 373

is assigned to the high bitrate to enable adaptive rendering at 374

a given target bitrate. The total target bitrate is specified as Rt , 375

the bitrate of the i-th group bitstream is specified as gbiti . 376

Algorithm 2 details the operation of the proposed method 377

of allocating bitrates to each group based on computed view 378

weighting information. 379

IV. EXPERIMENTAL RESULTS 380

In this section, the efficiency of the proposed method is 381

verified through video quality measurement for the virtual 382
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TABLE 3. Characteristics of the immersive video test sequence.

viewpoint rendered through the corresponding pose trace data383

set.384

A. EXPERIMENTAL CONDITIONS385

The proposed experimental method was conducted in com-386

pliance with CTCs, along with TMIV 6.0, a test model of387

MPEG-I with HM 16.16 [16], [32]. Table 3 illustrates the388

characteristics of the immersive video test sequence. The389

experiments used Painter, Frog, Fencing, Carpark, Hall, and390

Street as 6 MIV test sequences in the MPEG-I CTCs [33].391

Frog and Fencing are linear camera arrays, with 13 (13 × 1)392

and 10 (10 × 1) views, respectively. Carpark, Hall, and393

Street contain 9 (9 × 1) views with a linear camera array,394

respectively. Painter has 16 views with a planar camera array,395

which is 16 (4 × 4) array. Because the proposed approach396

is based on group-based encoding, performance may differ397

considerably on the camera arrangement. Preprocessing and398

post-processing of multiple videos were conducted by TMIV,399

and the pre-processed videos were encoded by HM. The400

target bitrate has different bitrates depending on the video401

content, and the bitrate of the depth map complies with the402

common experimental conditions in which a linear transfor-403

mation equation of the texture quantization parameter (QP)404

is presented [33]. According to the CTCs, the test sequences405

were encoded for target bitrate. For the proposed method,406

the experiments used immersive video depth estimation soft-407

ware (IVDE) 3.0 [34] to generate the geometry of the test408

sequences. To synthesize the virtual view, the view weighting409

synthesizer (VWS) 3.5 [30] was used. The group of picture410

(GOP) size is set to 16, and the total number of encoded411

frames in each view is 97. The framerate is set to 30 fps. Each412

video sequence’s QP points are matched to the target bitrates413

under MPEG-I CTCs, which are Rt = {5, 9, 16, 28, 50}414

Mbps. In the MIV anchor, the texture QPs are sequence-415

dependent, and the geometry QPs are simply linear mappings416

to the texture QPs. whereQt is QP value of texture atlases and417

Qg is QP value of geometry atlases. Themapping formulation418

with rounding operation is expressed as:419

Qg = max (1, [−14.2+ 0.8 Qt ]) (2)420

B. RESULTS ANALYSIS421

The proposed method has been evaluated using an immer-422

sive video quality assessment for the virtual viewpoint423

TABLE 4. Experimental setting.

TABLE 5. Comparison of pixel rate (atlas resolution) for the number of
groups N . 100% is 4096× 2048× 4, the constraint on pixel rate specified
in MPEG-I CTCs [33].

TABLE 6. Average BDBR and IV-BDBR performance comparison with
TMIV anchor (N = 2,3).

TABLE 7. Average BDBR and IV-BDBR performance comparison with
TMIV anchor (N = 4,5).

rendered by the pose trace dataset. This paper demonstrate the 424

effectiveness of the proposed method by presenting objective 425

and subjective evaluations for all three pose trace datasets. 426

Through the proposed adaptive rendering framework, priority 427

groups with a high contribution to rendering virtual view- 428

points are transmitted with high quality, enabling more effi- 429

cient adaptive streaming than when transmitting each group’s 430

quality uniformly. Although the group-based encoding is an 431

advantage to preserving a more complete view, the pixel 432

rate of each atlas increases, consuming more resources to 433

process them. The group-based encoding has the disadvan- 434

tage of increasing redundancy between views compared to 435

TMIV, The results of pixel rate are summarized in Table 5. 436
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FIGURE 6. Objective performance comparison with synthesized pose
trace views average BD-rate graph (TMIV, proposed (low, N = 2, 3),
proposed (high, N = 4, 5).

The group-based encoding has a negative impact on the437

pixel rate owing to the constraint of inter-view redundancy.438

To ensure compatibility with existing video codecs, TMIV439

considers the pixel rate as well as the coding efficiency, and440

it is important to understand these aspects.441

With the proposed bit allocation algorithm, the group with442

a high contribution to view rendering is transmitted with high443

quality representation. This approach is related to prior tile-444

based 360 video streaming research, but the proposed method445

is more easily adaptable to group-based multiview streaming.446

The performance of the proposed method is evaluated by447

comparing the RD performance of other methods, such as448

the TMIV method from the convetional MPEG-I CTCs, and449

the group-based encoding, and the proposed method with450

adaptive rendering denoted by ‘TMIV’, ‘Group-based’, and451

‘Proposed’, respectively. Table 5 and 6 demonstrates the452

Bjonteggrad delta bitrate (BDBR) and the Bjonteggrad delta453

PSNR (BDPSNR) performances of the group-based encoding454

and the proposed method, which uses the TMIV method455

as the anchor and the comparison basis [35]. Additionally,456

the experiments used the immersive video PSNR (IV-PSNR)457

TABLE 8. Configurations in the TMIV decoding time measurements.

FIGURE 7. Comparison of relative TMIV decoding time for the number of
groups N . (100% (S-1) is 49.64 seconds).

for all sequences to evaluate the performance of the pro- 458

posed method [36]. The results are measured by PSNR and 459

IV-PSNR, respectively, according to the proposed method 460

compared to the TMIV. For the low pixel rate condition 461

(N = 2, 3), the proposed method shows an average BD-rate 462

reduction of 36.24% in PSNR compared to TMIV anchor for 463

six sequences, and 30.85% in IV-PSNR. Also the proposed 464

method shows an average BD-rate reduction of 11.56% in 465

PSNR and 10.63% in IV-PSNR compared to group-based 466

TMIV. Table 8 shows the experimental conditions for the 467

decoding time measurements. 468

Figure 7 presents a TMIV decoding time for the number of 469

groups. As N increases, the overall decoding time also tends 470

to increase. Even if parallel processing is currently possible 471

in TMIV, the TMIV decoding time increases significantly 472

according to the number of groups. The proposed method is 473

capable of efficient transmission even thoughN is low. There- 474

fore, the proposed method has the advantage of enabling 475

more realistic deployment. The subjective quality comparison 476

results for the proposed method with p03 view are shown 477

in Figure 8. For the all sequence, significant rendering arti- 478

facts are observed in TMIV anchor, but the proposed method 479

achieves lower distortion in synthesized results with a total 480

bitrate. A comparison result is shown when sequence is ren- 481

dered at a target bitrate. The group-based encoding results 482

show that viewpoint synthesis is improved during rendering, 483

as reported in the proposal document [20]. Furthermore, the 484

red region represents the part where quality improvement 485

is identified in the result of applying the proposed adaptive 486

quality allocation method. The proposed method allocates 487

high quality to the priority group, so it can be observed that 488

patches for texture parts are mainly replaced with high quality 489

within the same bitrate, and subjective quality comparison is 490

also improved. 491
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FIGURE 8. Subjective performance comparison with p03 views (TMIV, group-based, proposed), N = 2; (a), (b), (c): Frog
(S-2), target bitrate 7Mbps, (d), (e), (f): Painter (S-1), target bitrate 3Mbps, N = 3; (g), (h), (i): Street (S-6), target bitrate
1Mbps, N = 4.

V. CONCLUSION492

This paper proposes a novel approach to adaptive streaming493

in terms of how group-based encoding can be transmitted494

independently. The view weighting calculation method is495

introduced to determine each group’s adaptive bitrate allo-496

cation with visibility map. The priority groups with a high497

contribution to rendering virtual viewpoints are transmitted498

with high quality, enabling more efficient adaptive streaming.499

The experimental results demonstrate that the proposed tech-500

nique is effective, especially on virtual viewports generated501

from pose trace datasets. Subsequently, efficient adaptive502

streaming is possible with low pixel rate conditions through503

the proposed method. The experimental results showed an504

average BD-rate reduction of 37.26% in PSNR and 31.53%505

in IV-PSNR with TMIV anchor.506
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