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ABSTRACT This paper addresses the challenge of testing military systems and applications over different
communication scenarios with both network conditions and user data flows changing independently.
We assume that systems developed to handle ever-changing communication scenarios are more likely to be
reliable and robust during real military operations. Therefore, we propose the Tactical Network Test (TNT)
platform to automate the evaluation of military systems and applications over real military radios using a
reproducible test methodology. TNT has four main goals (i) the creation of QoS-constrained data flows;
(ii) the execution of models to change network conditions; (iii) the automation of experiments to quantify
the performance of military systems over ever-changing communication scenarios; and (iv) the monitoring
of quantitative metrics and performing data analysis. Our platform was used to execute experiments in a
VHF network by sending uniformly distributed data flows during seven different communication scenarios,
either generated by a stochastic model or mobility models. The experimental results are used to discuss the
military system’s performance by quantitative analysis using network metrics such as packet loss, delay,
jitter, and data rate, and the test scenario characterization using mobility metrics such as speed, distance, and
acceleration.

INDEX TERMS Testing tactical systems, military systems, ever-changing network scenario, mobility
models, tactical networks.

I. INTRODUCTION

Tactical systems are multi-layer military systems with the
means (e.g. control mechanisms and cross-layer informa-
tion exchange) to deal with ever-changing communication
scenarios, including unplanned link disconnections, and
ever-changing user data flows. The communication scenarios
are defined as ever-changing because the user data flows and
network conditions are changing independently as a function
of time during a mission. Therefore, tactical systems must
support military operations by providing IP connectivity for
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network-centric warfare among mobile units in large areas.
Moreover, tactical networks often combine different com-
munication technologies (High Frequency (HF), Very High
Frequency (VHF), Ultra High Frequency (UHF) and Satellite
Communications (SatCom)), which are characterized by low
bandwidth, high delay, and frequent link disruptions.

The scientific community has been designing military sys-
tems robust to frequent topology changes to meet Quality of
Service (QoS) requirements from command and control (C2)
services supporting the mission [1], [2], [3]. Therefore, test
platforms for military systems must host models to generate
communication scenarios with the user data flows and net-
work conditions changing independently before using such
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a system on the battlefield. This fact motivated the present
investigation to design and implement the Tactical Network
Test (TNT) platform to support the development of robust
military systems over real military radios.

Recent literature often uses static or periodic changes,
reducing the test to a specific set of changes/scenarios, mak-
ing the evaluation of the systems restricted to these con-
texts [4], [5], [6], [7], [8], [91, [101, [11], [12], [13], [14], [15],
[16], [17], [18]. Moreover, most of the literature has limited
test scenario characterization, which is essential to ensure that
the experiments are quantifying the performance bounds of
the military systems. Therefore, TNT starts with the hypoth-
esis that systems developed to handle both ever-changing
network conditions and ever-changing user data flows are
more likely to be reliable and robust during real military
operations. TNT provides the means of systematically testing
military systems before using them in the operational field.

The TNT platform includes two models (914 and Mp)
to create different patterns of user data flows and network
topology changes to test military systems over a wide range
of communication scenarios. For example, in this article,
we introduce a two-layer tactical system composed of a VHF
radio and a queuing discipline shaping the user data flows
as a function of the link data rate and the radio buffer usage.
In addition, through a monitoring and data analysis approach,
we are able to quantify the military system’s performance
using network metrics (e.g. link data rate, delay, jitter, and
packet loss) and characterize the communication scenarios
using a set of mobility metrics (e.g. traveled distance, speed,
and acceleration). Furthermore, TNT is evaluated over seven
different network scenarios created by model 21z and data
flows varying as a function of a distribution created by
model 914. In summary, the contributions of this paper are as
follows:

o Design of a framework to automate the test of mil-
itary systems/applications in tactical networks. The
main design decisions are i) model 974 to create data
flows, (i1) model 91z to create network conditions, and
(iii) monitoring and data analysis;

« Introduction of two models to transform sequences of
network states in a mobility pattern and vice-versa (mod-
els Mp, and M, );

o Design and implementation of a mechanism to change
the military radio modulation and to create link discon-
nections using a coaxial relay and controller between
radios with wired antennas;

o Design, implementation, and test of an adaptive store
and forward mechanism shaping the user data flow
according to the network conditions, therefore, mitigat-
ing buffer overflow in military radios. This mechanism
was tested with exemplary instances of TNT’s models
and the quantitative results illustrate the data analysis
supported by the platform.

The rest of this paper is organized as follows, Section II

discusses recent investigations also proposing test environ-
ments for military systems. Section III explains the design of
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TNT platform, describing the models and the methodology to
create ever-changing communication scenarios in a test-bed
with real military radios. Section IV compares experimental
results using a set of patterns of link data rate change gen-
erated with stochastic models and mobility models. Lastly,
Section V concludes the paper and lists future improvements.

Il. RELATED WORK

This section discusses recent investigations introducing test
platforms for tactical networks together with the literature
using ever-changing communication scenarios as a method-
ology to evaluate military applications. Therefore, Table 1
compares the main aspects to test and reproduce the proposed
methodologies, such as the methods used to create user data
flows and network conditions in the test platforms and appli-
cations, the test environment deployed, and the reproducibil-
ity of the proposed methodology in terms of documentation
and resources available.

A. EMULATED/SIMULATED TEST ENVIRONMENTS

The authors in [19] developed an emulation environment
for heterogeneous tactical networks together with operation
scenarios hosting several mobile units. The emulated test-
bed, using Extendable Mobile Ad-hoc Network Emulator
(EMANE), can support different communication technolo-
gies such as HF, UHF, VHF and SatCom due to its generic
Radio Frequency (RF) propagation model. Moreover, they
created different military scenarios called Anglova (Vignette
1 to 3) in the area of Fieldmont with 157 vehicles (network
node), in total, moving over the course of two hours. This
scenario was designed by military experts to be both realistic
and publicly available.

In [4], the authors proposed a Tactical Network Integration
Test Framework for simulation and emulation. Their solution
is composed of three test environments, namely simulation,
high-fidelity emulation, and scalable emulation. They started
with a high-fidelity test-bed as a baseline for a comparative
study. The study uses the same scenario for all three envi-
ronments and tests them by comparing the performance and
ensuring consistency in the experimentation. The authors also
increased the network size to evaluate all test environments
again comparing each environment against each other.

In [5], the authors proposed an emulated test-bed to host
experiments with Software-defined Networks (SDN) solu-
tions deployed in tactical scenarios [6], [20]. The emula-
tion, also using EMANE, can execute various applications or
traffic generators in diverse SDN configurations. The SDN
layer can be configured to instantiate a specific network
architecture hosting SDN-capable nodes. Additionally, the
network scenarios change accordingly to the Anglova sce-
nario [19]. The investigation reported in [21] developed a
test-bed for Software-defined Tactical Network (SDTN) tests
in an emulated environment using the Mininet-Wifi emula-
tor. The experimental setup uses a specific SDN architec-
ture composed of controllers in a distributed configuration,
hosting one global controller and multiple local controllers
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collaborating to manage the network changes. The network
can change as a result of node mobility and connectivity
patterns together with user data flows, created by traffic gen-
erator tools. Moreover, the test-bed includes a visualization
interface to show the network metrics. In the same direction,
commercial solutions such as EXata [22] and iTrinegy [23]
provide the means to create emulated networks to evaluate
applications/services before deploying them in a real network
environment.

These studies provide emulated/simulated test-beds, some
of them focusing on SDN-capabilities, and some have
general-purpose applicability. There are cases where the net-
work changes are ensured by using Anglova scenario or
mobility patterns, and for exploring the user data flows they
use traffic generator tools or specific applications. How-
ever, most of these studies do not cover both network and
user data flow changing independently, using limited means
to characterize the test methodology by distinguishing and
defining the user application, the military system, and the
network topology. In other words, the limitations in the
methodology description impose challenges to reproducing
the results reported in most of these studies. In addition,
other investigations [24], [25], [26], [27] have developed
emulated test-beds (using OPNET, Joint Network Emula-
tor (JNE) on top of EXata, among other simulators) for
different purposes, therefore are not addressing the par-
ticular requirements of military systems designed to han-
dle ever-changing communication scenarios at the edge of
tactical networks.

B. TACTICAL SYSTEMS

Many studies reported in the literature have proposed military
systems such as middlewares, brokers, or proxies to adapt
the user data flow to the network constraints and challenges
regarding resource-constrained radio devices in terms of
buffer size, modulation, and power-constraints [7], [8], [9],
[10], [11],[12], [13], [14], [15], [16], [17], [18]. Most of these
investigations executed experiments in real test-beds or in
emulated networks, using tools such as OPNET, NS 2 and 3,
Omnet++, Net Emulator, EMANE, and Mininet. However,
most of them have limited discussion about (i) how to adapt
user data flows to the network conditions; (ii) military sys-
tems are evaluated mostly under stable or non-stochastic
network and user data flow changes; (iii) they are not repro-
ducible due to the lack of detailed methods description and
resources used, or even (iii) the results are not quantified to
be compared.

In [28] and [33], the authors proposed to distinguish the
methodology of testing military systems in three problems
A the user data flow, B the network changes and A|B the
military system that must handle both changes independently.
For example, [32] solves problem A by introducing a model
to generate ever-changing user data flows using a set of QoS-
constrained messages. In [29] and [30], the authors intro-
duced multi-layer control mechanisms doing flow control
through hierarchical queuing in order to handle the network
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TABLE 1. Related works comparison.

Test Methodology of Military Systems
User data Network

Papers

flow changes Environment Reproduc.
Test Platform
[5] Stochastic Periodic Egls%t\? d X
[21] Stochastic Any Egl]g?;\? d X
E I
s - "~ ey %
sk - "~ mdRen %
Application
[7),(14]  Periodic Static Eiﬁ‘;{;‘g"% X
[8] Periodic Static lgre;;l X
9] Stochastic Static Eiiumlzlzge%/N X
[10], [15] Periodic Periodic I’QTe;}l X
(111, [12] . Static Ségﬁzij/ X
[13] Periodic  Periodic LAl X
Eg}’_%ﬂ Periodic Stochastic %eNal v
(32] Stochastic - Simutated/ v
[33] Stochastic Stochastic 15531 v
[17] Periodic Periodic EISnS}FIt\? d v
Test Platform with an Exemplary Application
TNT Any Any Real TN v

changes mitigating radio buffer overflow and packet loss.
The proposed mechanism was evaluated over ever-changing
communication scenarios using different patterns of data rate
changes supported by real VHF radios [31].

In summary, recent literature has a limited discussion
about testing military systems over ever-changing communi-
cation scenarios in emulated and real environments. Meaning
that most studies use static or periodic changes and may
not develop reproducible and well-defined methodologies,
restricting/lacking the evaluation and characterization of test
scenarios, as listed earlier in Table 1. Different from the
literature, we designed a general-purpose platform, TNT,
designed to decouple the test of military systems into three
layers the application; the military systems; and the network
layer. Therefore, through defining models we argue that the
TNT provides a reproducible methodology allowing any vari-
ation over the test scenario. Thus, the network can change
using stochastic/mobility models or real traces, and the user
data flow can be defined by either specific applications or
stochastic models. In addition, TNT also provided a prototype
to create link disconnection in real stationary radios with
wired antennas.
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FIGURE 1. Design of the TNT platform.
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C. METRICS FOR NETWORK SCENARIOS

The importance of categorizing the network scenarios to
improve the description of realistic node mobility is discussed
in [34]. Taking into account mobility metrics, the authors
in [35] analyzed a list of available models that meet the
requirements of tactical scenarios also identifying models
that can be extended to meet such requirements. Regarding
ever-changing communication scenarios, the present investi-
gation advances our previous investigations [28], [31], [32]
by introducing mobility models to create network scenarios
that can be characterized by mobility metrics; modeling the
communication area in order to convert any sequence of
network states (link data rate) to a mobility trace and vice-
versa; and wrapping these methods together with a monitor-
ing and data analysis approach, providing a software platform
to automate performance tests in tactical networks.

IIl. THE TNT DESIGN

In this section, TNTs platform is described aiming to auto-
mate tests to evaluate military systems and applications over
a variety of network conditions and user data flows. The test
results are composed of the system performance evaluation
and the test scenario characterization. The TNT design is
divided into three main components namely the military sys-
tem being tested (2), the user data flow (3), and the network
conditions (4), as illustrated in Figure 1. The experiments
are orchestrated (configure/control and monitor) by two addi-
tional components, namely experiment configuration (0) and
the monitoring and data analysis (1). The TNT’s workflow is
defined as follows:

(0) Experiment configuration: defines the experiment con-
figuration which triggers the monitoring of the network
components through the monitoring and analysis (1);
followed by the deployment of the military system (2),
the creation of the user data flows (3) through Model
M4, and the network conditions (4) through Model
IMp. After the end of the experiment (pre-defined by
0), (1) is called again to process and analyze the exper-
imental results.
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(1) Monitoring and data analysis: TNT collects the perti-
nent logs (sender and receiver IP packets, radio buffer,
and radio modulation) during the experiment and pro-
cesses them at the end of the experiment, triggered
by (0), for quantitative analysis of the experimental
conditions and the system performance.

(2) Military systems: in this phase TNT deploys a middle-
ware, broker, or proxy at the nodes in a test environ-
ment. This is the system subject of the performance
tests executed by TNT;

In the application layer (3), the user data flows are gen-
erated by a model that creates different patterns of data
flows. From the network perspective (4), TNT creates a
topology that uses patterns of a data rate change or mobility
traces, simulating a wide range of network scenarios in a
communication area inspired by the wave propagation of
omnidirectional antennas. These scenarios are deployed in
real test-bed or emulated environments in order to test a given
military system (2). In this investigation, TNT is instantiated
to deploy network scenarios in a test-bed with real military
radios. The next sections discuss the main building blocks of
the TNT platform in detail. Moreover, the models to create
ever-changing network scenarios to test military systems,
as well as the shaping mechanism and the disconnection
prototype are available in a public repository.'

A. EXPERIMENT CONFIGURATION

The first step is to configure the experiment by using the two
models 24 defining the user data flow, and 91 defining
the network conditions and the test environment. The test
environment can be either created by an emulation software
or areal military test-bed; the experiments reported here were
executed in a real test-bed, as described later in Section IV.
At the application layer, TNT defines a model to create
different patterns of data flows, allowing the users to input
parameters such as the number of messages, size, and inter-
message delays. Moreover, TNT uses model 9)1p to configure
the changes in the network by defining how the radio link
data rate will vary during the experiments. This is done by
selecting and providing one of the three inputs (i) a sequence
of link data rates; (ii) a probability distribution (e.g. a Markov
chain) for the corresponding network states; or (iii) a mobility
trace (x, y, time) created by mobility models. Finally, TNT
defines the network topology by setting the link data rates
connecting them. The latter is set by parameters defining the
communication technology, which has a range (kilometers),
set of modulations describing nominal link data rates and the
overall end-to-end delay.

B. CREATING USER DATA FLOWS

In order to introduce the element of chance at the application
layer, TNT proposes a model to create user data flows that
can simulate different applications through the generation
of different traffic flows. For this purpose, we extend the

1 https://github.com/prettore/TNT
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FIGURE 2. Models for creating ever-changing network scenarios.

user data flow model defined in our previous investiga-
tion [28], Modela(A, A, f.m<mem°>), where A defines the
distribution of message type, the arrival time is defined by A4
together with a distribution function f for all message met-
rics f.m=<meU¢> guch as {size, reliability, time of expire} to
model 4.

The extended version (9)14) also represents the variations
of the user data flows created by different sequences of
messages (modeled as a set of IP packets), message sizes, and
sending rates. Formally, 914 extends the data flow model by
the quadruple < 5,0, w, u >, where n defines the number
of messages, 6 the inter-message delay, w the message size,
and p = < p,R,ToE,--- > again represents a
m-tuple that brings m different QoS metrics such as p rep-
resenting the message priority, R addressing its reliability,
ToE the time of expire and so on. In addition, 1, # and w
are defined as probabilistic functions sampling the respective
metric by using a probability distribution chosen by the user.
This representation increases the diversity of the outputs
created by TNT and as a result, experiments can be conducted
with more realistic user data flows instead of scenarios with
static/periodic changes or specific applications only, meaning
that the system performance will be measured based on these
limited test conditions, and no further assumption regarding
system robustness can be supported.

C. CREATING EVER-CHANGING NETWORK SCENARIOS
To create ever-changing network scenarios (model 91 in
Figure 1), TNT introduces two sub-models

Mp, (X, S, A, C,f,nyr) transforming sequences of data
rates into mobility patterns and 9, (I", C, nyer) transform-
ing mobility patterns into sequences of data rates. The
sub-models are independent of each other and are used to
provide changes over the network based on a given input as
shown in Figure 2. Moreover, both models also define param-
eters to configure the test environment in terms of topology,
meaning that they can be used to initiate the changes in the
network states through a radio interface and a link discon-
nection prototype. The input parameters for model 9Mip, are
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as follows: ¥ = (op,...,0nN—1) Tepresents a sequence of
data rate changes over the set of system states S = {sg = 0,
s1 = 1,8 = 2,53 = 3,54 = 4, s5 = 5} representing the
nominal data rates {0.6, 1.2, 2.4, 4.8, 9.6} kbps supported by
the VHF radios (PR4G by Thales) in our laboratory and also
shown in Figure 2. Notice that the system state space S can
be defined in any desired way to match with the modulation
of the radios used in the test environment.

Moreover, the sequence of states ¥ can either be sampled
using probability distributions, such as used in [28], [29], and
[33], or manually defined by the user. The input parameter A
defines the time interval for updating one system state s; at
time #, to the next system state s;,,, withn € {0,..., N —1},
meaning that the model changes or disconnects the network
link in the test environment according to the time distribution
defined by A. For example, assume that the movement starts
at o = 0 in system state s;, = 2, the next state 5;, = 0 and
A = 10. Then, the link data rate between sender and receiver
will be set to 1.2 kbps starting at time 0 and remains the same
for exactly 10 seconds until the system changes to state 0,
meaning that the link will be disconnected for the upcoming
10 seconds. Next, the parameter C represents the commu-
nication area with respect to the link quality defined by the
current data rate o,, € X. Moreover, different distributions
can be applied to sample the node positions over space using
the probability density function f.

The following sections define two models, 9p, and
Mp,, to generate network scenarios. Mp, uses circular
areas expanding around a reference node npr(x,y) €
R x R to define the communication area C. Using
the communication area and inverse transform sam-
pling, 9Mip, outputs an enriched mobility trace I'r =
{(s195 P0, 00), - ., (Sty_;» PN—1, ON—1)} composed by points
po, ..., PN—1 in a bi-dimensional vector space V x V dis-
tributed over time t, . .., fy—1, matching the correspondent
o, € X. In contrast, Mip, is used to transform a mobility
trace ' = {(Ao,po),..., (An—1,pN—1)} into an enriched
mobility trace I'r = {(sz, P0, 00), - - . » (Sty_;s PN=1, ON—1)}
containing the respective link data rate o,. In other words,
Mp, focuses on the transformation function, mapping the
Po, - -.,pn—1 € I to the ring-shaped areas C with respect to
areference node n,.r(x, y) € R xR, describing a specific link
data rate. It is important to notice that TNT assumes that the
radios have an interface (e.g. Simple Network Management
Protocol (SNMP)) to change the link data rates (radio modu-
lation) or add an attenuation (e.g. using a channel emulator)
to force the radio to change its modulation.

1) MODEL Mg, : TRANSFORMING SEQUENCES OF DATA
RATES INTO MOBILITY PATTERNS

Model IMp, creates mobility patterns from a given sequence
of data rates (X), resulting in an enriched trace I'g =
{(819- P0, 00), .., (Sty_,- PN—1,0N—1)}, that describes a
given mobility pattern. TNT executes the following steps
to transform a sequence of data rates into a mobility trace:
First, we define a mapping of the system state S to a set
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Ao, ...,An—1 of circular areas inspired by the wave propa-
gation of omnidirectional antennas. After that, we use inverse
transform sampling to create the positions py, ..., py—1 and
the resulting enriched mobility trace I'r. Besides that, the
mobility statistics from I'r are extracted and the resulting
trace is used to change the radio link data rate or create
link disconnections. The following paragraph describes this
process in detail.

a: MODELING THE COMMUNICATION AREA

The communication area C = Ag U --- U Ajg—1 of
a node that can be in |S| different system states as the
composition of |S| nested circular areas Ag,...,A|s|—1.
In this formulation, the radius r; of the circular area
A; € {Ao,...,Asi—1} is defined through the system state
of the corresponding node, meaning that the area of com-
munication can be described by slicing the circle for the
maximum radius r; < oo (system state s5), resulting in |S|
rings of communication. Assuming that a disconnection is
mapped to the area beyond the maximum radius r{, meaning
that ro = oo, the boundaries of each annular regions are
defined by B = {[0, risj—1], ..., [r2, r1], [r1, oc]}. In this
investigation, we require both boundaries of the annular
regions to have a magnitude of M in meters, as defined in (1),
allowing us to create different ranges of communication.
Moreover, our test cases consider an environment area of
25 square kilometers and M = 2 km, therefore, model-
ing the node communication area with a radius of 20 km.
We chose this configuration since the communication range
depends on the respective radio technology, and thus we are
inspired by the VHF radios in our laboratory having such
capabilities.

As = ann(c(z,y),0- M,2- M)
o Ay = ann(c(z,y),2- M,4- M)
r‘i; , 0A3:ann(c(x,y),4'M,6~M)
cxy)<—@ & 1 Ay =ann(c(x,y),6- M,8 - M)
Ay = ann(c(z,y),8 - M,10- M)
Ap = ann(c(z,y), 10 - M,25 - M)

ey

As a result from the previous observations, each system
state s; € S can be mapped to a ring-shaped area A|s|_1 =
ann(c(x, y), 0, risj=1)), ..., Ap = ann(c(x,y), r1, ro)) with
center c(x, y). The resulting communication area C = Ag U
-+ U A|s)—1 defines the sample space to create the points
po, - ..,pn—1 of the raw mobility trace 'y C T'g using
the probability density function f. Note, that the represen-
tation for the communication area is inspired by the wave
propagation of omnidirectional antennas related to the radios
used in our laboratory. But, it can be replaced to work with
any other wave propagation model by defining the mapping
from the system states S to any arbitrary set Ao, ..., Ajs|—1
representing the area of communication C.

100944

b: GENERATING POSITION AND TIME

Given a node with position c(x,y), TNT implements
inverse transformation sampling to create the points
Po(x0, ¥0), - - - PN—1(xn—1, yn—1) of the raw mobility trace
['g, sampled from the circular areas A; generated in the last
step. For this purpose, let us assume that we have a reference
node, which can be a base station or a neighboring node
sharing its location, with position n,r(x, y). Depending on
the link quality (system state) of the node with position
c(x,y) and the reference node nyf(x, y), TNT computes the
boundaries of the annulus A;, as shown in (1). In simple
terms, this annulus describes the space of points match-
ing the communication areas of the two nodes using their
distance |c(x,y) — nper(x,y)|. Inverse transform sampling
now enables TNT to sample a point from these areas of
communication depending on the link quality between the
two nodes.

Therefore, let X be a random variable describing the dis-
tance r of a point p(x, y) to the center c(x, y) (current node
position) and rj, and r,, the lower and upper bounds of
b; € B defining the inner and outer radius of the communi-
cation area A;. Then, the Probability Density Function (PDF)
describing the relative likelihood of the distance of a point to
the center c(x, y) is shown in Eq. (2). Furthermore, in Eq. (3),
using the PDF, we get the value of the Cumulative Density
Function (CDF) for distance d by calculating the integral of
f(r) from ri, tod.

Fy = =2 ®)
B rgut - ri%z
d 2_ 2
Fa=w=/me=7—j% 3)
Tin out — 'in

Moreover, the inverse of F(X = d) ind is:

d = \Ju(Z, —r2)+r2 @

Now, TNT uses inverse transform sampling, Eq. (4),
to generate values of X which are distributed according to F.
This works as follows: (1) Generate a random number u; from
the standard uniform distribution in the interval [0, 1]; (2)
find the inverse of the desired CDF F~!(d) and (3) compute
X = F Y.

Once TNT sampled the distance X = d, it computes the
x and y coordinates of the point p(x, y) as shown in Eq. (5)
by first sampling the corresponding angle o with respect to
a uniformly distributed random number u, and calculating x
and y using « afterwards. As a result, it generates a sequence
of positions that we call Raw trace I'g. Moreover, TNT can
be specified to vary this model by restricting position p(x, y)
at time #, to be the nearest neighbor of the node position at
time #,_; with distance d from center c(x, y), meaning that
TNT chooses o such that it minimizes the euclidean distance
of both positions. This approach allows the creation of new
traces, named Shortest trace, restricting the node movements
to the shortest distance using the same uniform coordinates
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distribution.

a=2-w-u
x=d-cosa

y=d-sinx (@)

Finally, in the last step, the model outputs a trace file
with node positions and link data rate o, (node state) at a
given time t,, node;, = [x,y, ty, 0,]. In this sense, to create
positions over time t, TNT defines when the node starts to
move s;, and how long the node will stay at the current
state before moving to the next state s, ,. For example,
54, = 0 means that the node starts moving from the beginning
of the experiment and, on the other hand, s;, = 60 indicates
that the movement will start after 60 seconds.

To create a new variation of the Raw trace I'g, TNT uses
linear interpolation to connect the points in space-time. This
process outputs a new trace file, named Filled trace I'g, with
smooth movements. Then, for each node position and time
node;, = [x,y, ty] and node;,,, = [x,y, tn+1], TNT interpo-
lates n, new positions, as defined in Eq. (6). The parameters
used to generate the sequence of states as well as the stochas-
tic model used as input to this model will be discussed later in
Section IV together with the results and statistics of the exper-
iments. It should be noted, that s;, is distributed by A,, for I'g,
but not for the Filled trace defined by I'r. Therefore, we can-
not label the state of these new node positions in between
by replicating the last state or interpolating them, because the
state changes based on the communication area model, as dis-
cussed in Modeling the communication area, thus requir-
ing one more step called Matching data rates to map the
node trajectory within the communication area as described
next.

DPx = Xn + (1 — Xn)/1p
Py = Yn+ Ont1 —Yn)/np
Pt =ty + (tut1 — tn)/np (6)

¢: MATCHING DATA RATES

Here, TNT matches the node position to the respective ring
specified previously in (1) and assigns the positions to the
correspondent network state. At this point, TNT ensures
that any trace must follow the communication area modeled
before.

d: TRACE FEATURES EXTRACTION

With the node’s trace node;, = [x,y, t,, 0,], TNT performs
the features extraction in order to describe and characterize
the node behavior based on its mobility. It computes metrics
like distance from the base station (reference node), travel
distance, speed, and acceleration between positions, adding
these features to the final trace file. The goal is to enrich the
visualization and analysis of test scenarios used in a particular
experiment.
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2) MODEL Mg, : TRANSFORMING MOBILITY PATTERN INTO
SEQUENCES OF DATA RATES

Model M3, (I', C, nyer) transforms mobility patterns into net-
work states and is used to change the radio modulation or
cause link disconnections during the experiment. It should
be noted that TNT is designed to work with any tool that
implements mobility models and exports a trace file, such
as MobiSim [36] and BonnMotion [37]. For simplicity, this
investigation focuses on the usage of BonnMotion due to its
flexibility and support of a wide variety of models like Ran-
dom Waypoint (RWP), Random Walk (RW), Probabilistic
Random Walk (PRW), Gauss-Markov (GM), Manhattan Grid
(MG), and Disaster Area (DA). Thus, TNT defines the mobil-
ity scenario and the corresponding parameters using Bonn-
Motion, parses the resulting trace file I" and uses the mobility
trace to define the communication area C with respect to
reference node n,f, as discussed before. Then TNT uses the
resulting set of communication areas Ay, . .., Ajs)—1 to match
each position with a data rate representing the tactical radio
modulation. Therefore, 915, reuses the methods defined by
Mp,, namely Modeling the communication area, Matching
data rates, and Trace features extraction, as discussed earlier
in Section III-C1.

3) NETWORK CHANGE

To create network changes based on the mobility traces,
TNT uses the radio’s SNMP interface to change the nom-
inal link data rates and the link disconnection prototype to
create disruptions. Since our test-bed is using radios with
wired antennas inside a laboratory, it is not possible to cre-
ate disconnections moving nodes away from the communi-
cation range like in emulation platforms. Therefore, TNT
proposes a low-cost and easy-to-use link disconnection (state
so = 0) prototype designed with a controller (Raspberry-
Pi) and a coaxial relay. Notice that, TNT could also connect
to a channel emulator creating link disconnections using a
management interface. The documentation describing how to
build this prototype and its codes are available in a public
repository.” More precisely, the changes on the network are
done by two different interfaces depending on the node state
(i) connected: SNMP interface to the tactical radio (to change
its modulation) and (ii) disconnected: interface to the link
disconnection prototype ’cutting’ the wired antenna using a
relay.

D. MILITARY SYSTEMS

After introducing TNT’s mechanisms to create ever-changing
user data flows and network conditions, the next step is to
design a military system in order to test the platform over
different scenarios as illustrated in Figure 1 (2). In previous
investigations, we observed that the limited buffer size of
military radios combined with the ever-changing network
scenarios and user data flows (say message size and time

2Link  disconnection
disconnection-prototype.git

prototype:  https://github.com/prettore/link-
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distribution) results in buffer overflow [16], [38]. Therefore,
we created a mechanism that can handle the radio buffer
overflow by dynamically shaping the user data flow, and
controlling the buffer usage within a given threshold. Such
a mechanism is considered here as part of a military system
supported by the TNT, but any other system could be either
deployed on the network. The adaptive shaping mechanism
works using Linux Queueing Discipline (QDISC) and infor-
mation gathering from the radios, such as data rate and
buffer usage through SNMP. Figure 3 shows the design of
the hierarchical queues as well as the control mechanism to
change the queue rules based on the data rates (which is an
abstraction of the node’s mobility for the real test-bed) and
buffer occupancy reported by the radio.

TNT avoids buffer overflow using Traffic Control (TC)
to dynamically shape the data flow within a control loop,
which gathers the radio buffer occupancy and links data
rate as feedback. Then, TNT creates two queues, where the
first Hierarchical Token Bucket (HTB) queue is responsible
to shape the data flow based on the maximum data rate
supported by the radios, which is 9.6 kbps in our test-bed.
This queue holds bursts of messages based on the radio
communication boundary. Next, TNT filters all interested
data traffic (sender and receiver IP address, UDP packets
only, and even the application port), restricting the queues to
have only the desired traffic. Notice that, these filters can be
changed based on the test goals. Then, the second HTB queue
is responsible to shape the data based on the current link data
rate.

The control mechanism updates the dequeue rate DQ,,
resulting in increasing or decreasing the inter-packet delay
at the sender. The computation of DQ, uses the buffer occu-
pancy AB and the data rate Ad reported by the radio. More-
over, the user can define the buffer threshold b, the buffer
warning area wp, and the percentage of data rate reduction
rq. Eq. (7) shows the conditions to change the QDISC rules
shaping the data flow whenever the network changes, there-
fore, controlling the buffer usage.

max(min(Ad), Ad xrg) if AB >b
DQ, = { max(Ad) elif |AB —b| > wyp
Ad otherwise

)
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The proposed mechanism is explained below by instan-
tiating three possible cases defined as follows: 1) suppose
the current data rate is Ad = 4.8 kbps, the max data rate
supported is max(Ad = 9.6 kbps), the min(Ad = 100 bps),
the buffer threshold is b = 50 %, the warning area is wp =
10 % and the current buffer occupancy is AB = 20 %.
Then, the second condition is satisfied (|20 - 50| > 10)
and the HTB bitrate will be set to the maximum data rate
supported by the radio. The goal is to fill up the buffer as fast
as the radio supports before the network condition gets worse;
2) now, the buffer occupancy reached AB = 41 %, then the
third condition is satisfied (|41 - 50| < 10) and the dequeue
rate is set to DQ, = 4.8 kbps, reducing the delivery rate from
the queue to the radio buffer; 3) finally, if AB > 50 %, then
the first condition will reduce the current DQ, in wy, = 10%
until the buffer occupancy keeps lower than the threshold.
In short, the control mechanism changes the dequeue rate like
DQ, = {4.8 kbps, 4.32 kbps, 3.88 kbps, 3.49 kbps, ...,
100 bps} until the buffer usage AB is close to the pre-defined
threshold. If the link data rate changes, the system will adapt
its dequeue rate DQ; in a similar way.

TNT was designed to test such a control mechanism
within military systems over a wide range of communication
scenarios.

E. MONITORING AND DATA ANALYSIS

Having everything needed to execute an experiment, the next
step is to deploy a monitoring and data analysis mechanism as
shown in Figure 1 (1). TNT process the data gathered from
both sender and receiver nodes and the trace files, analyz-
ing and visualizing these data together. The monitoring and
data analysis phase was designed to allow for quantitatively
examining the experiment, helping to highlight issues regard-
ing the test environment and quantifying the robustness of
systems such as routing protocols and tactical middlewares.
Including the monitoring of the end-to-end enforcement of
QoS requirements from command and control applications.
Next, we describe each step of this phase.

1) DATA ACQUISITION

This process was partly developed in our previous investi-
gation [29] to collect all contextual data of both sender and
receiver nodes such as IP packets, and radio features (buffer
and modulation) and store them in a centralized database
which TNT uses to conduct further analysis.

2) DATA PROCESSING

To quantify the military system performance, TNT process
the IP packets from both sender and receiver nodes. The
IP packets are sorted and combined as a function of time.
In sequence, TNT process the time series extracting network
metrics, such as data rate, radio buffer, delay, jitter, and
packet loss. Finally, TNT exports the statistics in two different
files: one compiling the overview of the experiment with
basic statistics, such as min, max, average, and standard
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deviation, and the second file shows the entire log in a time
series.

3) VISUALIZATION

Lastly, TNT automatically generates graphics plotting the
quantitative results after each experiment. The goal is to
support the user in making decisions regarding the test envi-
ronment, the user data flow (application layer), the network
condition (physical layer), and the military systems (appli-
cation, transport, and IP layers). For example, all the plots
discussed later in the evaluation section (Section 1V) were
generated using the visualization process.

IV. EVALUATION

This section discusses quantitative results from different
experimental configurations selected to demonstrate TNT
supporting the tests of an exemplary military system over
ever-changing communication scenarios. The experiments
are conducted in a VHF network over seven network scenar-
ios generated by different instances of TNT’s models. First,
the test environment and the user data flows are described.
Then, it is discussed the experimental results observed dur-
ing experiments with different instances of model 9, and
model 9ip,, as introduced earlier in Section III.

A. TEST ENVIRONMENT

TNT was instantiated to perform experiments over real mil-
itary radios, thus the infrastructure consists of VHF radios,
Linux QDISC, the link disconnection prototype, and a data
monitoring and analysis process to measure the data sent
and received, computing the packets and the trace statis-
tics, as illustrated in Figure 4. In this figure, TNT orches-
trates the experiment by deploying all necessary scripts over
the network nodes before the experiment’s execution. After
the user configures the experiment (as described earlier in
Section III-A), TNT starts the experiment deploying (1) the
application on the sender and receiver nodes (to generate the
user data flows); (2) the mechanism to change the link data
rate and the network scenarios based on mobility traces in
the sender node, which has an interface with the radio and
with the link disconnection prototype; (3) the military system
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TABLE 2. Experimental setup.

Components Description
Radio 2 PR4Gs supporting {0.6, 1.2, 2.4, 4,8, 9.6 }kbps
Nodes 217, 8 GB RAM laptops
Management TNT orchestrating the experiment and a data base
](Iilsncli)nnection Raspberry-Pi 3; Relay (CX230L);

) Step-up DC-DC Converter; 50-ohm attenuator
prototype

2.000 UDP packets of 1264 Bytes MTU each,
following a uniform distributions 7,, = (a, b)
where a = 1 and b = 50 packets per message/s

User data flow

Network 7 scenarios during 170 min each using model
scenarios 9 51 and model N g2

Communication 25 square kilometers and each data rate has
area 4 kilometers range as described in (1)

(here the adaptive shaping mechanism for user data flows)
on the sender node in order to avoid radio buffer overflow;
and (4) the monitoring and data analysis scripts which collect,
prepare and plot the experiment outputs.

The tactical network is composed of two VHF radios
(PR4G), with 128kb of buffer size and supporting five data
rates {0.6, 1.2,2.4, 4.8, 9.6} kbps, each connected to a node
(sender and receiver, respectively). The radio antennas are
wired and connected to a link disconnection prototype in
order to create link disconnections, state {0}. Then, the net-
work condition is changed using mobility traces as described
in Section III-C. Moreover, a server in a management network
is used with methods to conduct the data monitoring and
analysis, acquiring, processing, and plotting all logs. In the
next sections, we describe the user data flow and the patterns
of data rate changes used in the experiments, then discuss
the experimental results. The experimental setup with all
components used by TNT is listed in Table 2.

B. USER DATA FLOWS

The data flow can be generated in a variety of ways such as
using specific applications in order to evaluate the enforce-
ment of end-to-end QoS requirements or using a traffic gen-
erator designed to create different data flows. TNT uses the
second approach to create traffic flows that can test military
systems or simulate different applications based on differ-
ent distributions of data flows. For example, some widely
used traffic generators are Iperf, Netperf, Distributed Internet
Traffic Generator (D-ITG), Multi-Generator (MGEN) [39].
Traffic generators support stochastic models for packet size
and inter-departure time to simulate user data flows. These
features can be found in the D-ITG tool as described in [40]
and [41] and for this reason, TNT used it to generate and
measure the user data flow in all experiments reported in this
section. However, TNT’s modular design makes it simple to
use different traffic generators, specific applications, or a new
tool using model M4.

The user data flow in the set of experiments discussed in
this paper was generated with an instance of our model 914 (7,
0, w, n). Meaning that TNT configured D-ITG to send a
total of n = 2000 UDP (User Datagram Protocol) packets
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FIGURE 5. From Markov chain to mobility pattern.

of w = 1264 Bytes (radio’s MTU) each. Moreover, each
message has a set of packets distributed following a uniform
distribution and the delay between messages is & = 1s. The
distribution of packets per messages is defined as n, = (a, b)
with the interval a = 1 and b = 50 packets, where given
the number of packet x and a < x < b the probability density
function PDF(x) = 0.020, meaning equal probability to
have different number of packet (between 1 to 50) sent per
message per second. Notice that we defined 1 and w in order
to ensure that the data will be sent during the whole mobility
pattern, which takes about 170 min. Besides, the goal is
to demonstrate TNT’s functionalities, testing the queuing
discipline (part of a multi-layer military system) over a load of
packets that surely demands a store-and-forward mechanism
to successfully arrive at the receiver.

C. EXPERIMENTS OVER MODEL Mg,

The model Mg, creates mobility patterns from a sequence of
link data rates supported by our VHF radios. These data rates
represent the boundaries of communication radius, meaning
that by changing the modulation we are implicitly moving the
node in space and time. In order to create the ever-changing
network conditions, model i, is instantiated with the prob-
ability distribution defined by matrix (8) and illustrated in
Figure 5a. The matrix configures a Markov chain with low
probabilities at states {0, 4, and 5} (0.15, 0.1, and 0.1) and
high probabilities at states {1, 2, and 3} (0.2, 0.2, and 0.25),
where states{O0, 1, 2, 3, 4, 5} correspond to {disconnection},
{0.6, 1.2, 2.4, 4.8, 9.6} kbps, respectively. Notice that this
particular configuration was arbitrarily chosen to highlight
TNT’s features. Varying these probabilities will change the
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pattern of changes as well as the mobility trace.

0 1 2 3 4 5

0.15 02 02 025 01 01\ O
0.15 02 02 025 0.1 0.1 1
1015 02 02 025 01 O0.17] 2
Markov =
0.15 02 02 025 01 01] 3
0.15 02 02 025 01 0.1) 4
0.15 02 02 025 0.1 0.1/ 5
(8)

Thus, giving this matrix as an input to the model Mg, a
sequence of methods are used to create three mobility patterns
named Markov Raw (MR), Markov Filled (MF), and Markov
Shortest Filled (MSF), as shown in Figure 5. To create the
mobility patterns, model g, receives a sequence of states
between sg and s5 generated from the probability matrix (8),
in this case study s = 30 . Moreover, the node movement
starts at s;; = 300 s and the time interval to state change
was set to s; = 360 s seconds. These conditions directly
impact the node mobility statistics. The MR, Figure 5b, shows
how the node is distributed over space with its respective
network states, similarly, the patterns MF and MSF are shown
in Figure 5c and Figure 5d, respectively. For the last two
traces, TNT interpolates the positions withn, = 10, creating
smooth movements over time. In addition, for the trace MSF,
TNT modify the distributions of states over the communi-
cation rings, choosing the closest location based on the last
position, then creating short movements.

In order to better understand these mobility patterns,
Figure 6 shows the pattern of changes in a time series and
the overall statistics of each trace. Taking a look at the
changes over time in Figure 6a, we can see the difference
among the patterns, even though, they were generated with
the same probability matrix and sequence of states. This fact
shows that mobility should be considered in the discussion
of experimental results enriching the arguments to explain
such test scenarios, otherwise the experiments can be inter-
preted or reproduced in different manners. In the MR trace,
we can observe rapid state changes, jumping from one data
rate to another. This pattern avoids any transitions between
states, making it hard for systems to predict the network
condition by monitoring the changes over time and acting to
reduce packet loss. The MF trace is different showing smooth
transitions between states by interpolating them. Based on
smooth movements, tactical systems can sense small and slow
network changes, that can be used as input to models designed
to predict movements that may increase the probability of
packet loss. Finally, the MSF trace combines smooth move-
ments within short distances. Notice that this trace reduces
the node transitions because the node position is chosen not
considering all possible places inside the ring area but the
closest one from its last position.

The difference among these mobility patterns can be
observed from the trace statistics, as shown in Figure 6b.
This figure plots mobility statistics such as the distance
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FIGURE 6. Traces created from the probability matrix in (8).

between node positions, where the MR shows the largest
traveled distances compared to the other patterns, reaching
a maximum distance of 36 km and an average of 16.8 km
traveled between positions. The speed metric of MR and
MF traces show almost the same variation, reaching a max
speed up to 360 km/h and averaged speeds about 169 km/h
and 174 km/h, respectively. This is due to the interpolation
process that divides the distance and time filling the transi-
tion states proportionally, resulting in the same node speed.
Differently, the trace MSF is a result of the shortest distance
approach, showing lower speed in average 58 km/h, com-
pared to the other patterns. The difference can also be noticed
in the acceleration metric, where the MR and MF traces
have a high average acceleration of 0.01 km/h?> compared
to MSF with 0.001 km/h?. Table 3 lists the overview of the
three patterns of changes presented using the Markov chain.
In addition to the mobility metrics, this table also shows the
amount of variation in the nominal link data rate that each
trace can support. For example, MF supports the highest data
rate of 2.5 kbps on average, and MSF has the lowest rate of
1.5 kbps on average. Later, we discuss the impact of these
link data rates on experimental results.

The test can be done over different conditions even though
it follows the same sequence of states. Therefore, a test
scenario characterization using mobility metrics supports the
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TABLE 3. Trace statistics created from a Markov model.

Features

Traces  Datarate - Kbps  Distance - km  Speed - km/h  Acc.- km/h

(avg =+ sd) Max Avg Max Avg Max Avg

MR 1.9 £1.59 36 16.8 360 169 0.55 0.01

MF 25+235 3.6 1.7 360 174 5.5 0.01

MSF 1.5+ 091 1.4 0.57 142 58 3.7 0.001
MR MF MSF
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FIGURE 7. Network statistics over Markov mobility traces.

comprehension of the experiment’s goals and limitations. For
example, these patterns can simulate the mobility of different
entities in a field, such as vehicles and humans patrolling a
given area. The MSF trace could represent the movement of
a vehicle with an average speed of 58 km/h in an uneven area,
requiring high variation on acceleration. The MR could char-
acterize a non-human movement, e.g. an unmanned aerial
vehicle, covering larger distances and reaching high speeds.
Notice that these models can generate different test scenarios
by modifying a set of parameters that can be reproduced for
independent verification.

1) TEST-BED EXPERIMENT

Before starting the experiment, TNT deploys the config-
uration files for the traffic generator creating the IP data
flows, and the instance of model Mg, , creating changes in
the link data rates in our VHF network with real radios.
After the experiment ends, TNT plots six network metrics
in Figure 7. The metrics are the radio link data rate (Radio
DR), the data rate computed at the receiver side (DR), the
radio buffer (Buffer), the packet loss (P. Loss), the end-to-end
delay (Delay), and jitter (Jitter). Notice that the Radio DR
and Buffer metrics were acquired from the VHF radio through
SNMP and compiled together with the other metrics to show
the overall view of the experiment.

These experiments were designed to test the adaptive
shaping mechanism, as part of a multi-layer military system
described earlier in Section III-D, over different commu-
nication scenarios. The Radio DR metric shows how the
network changes during a 170 min long experiment, which
ends when the node stops ‘“moving.” However, the data
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flow goes through the radio link until the packets’ queue
and the buffer are empty. This behavior is explained by the
limited link data rate supported by the network scenarios, but
also by the shaping mechanism adding inter-packet delays to
avoid buffer overflow. Therefore, each network scenario takes
different time intervals to end the experiment. For example,
MF takes about 346 min, MR about 365 min, and MSF takes
about 417 min. Notice that the link data rate observed at
the receiver DR is lower than the link data rate reported by
the radio Radio DR because the radio reports the nominal
capacity of its modulations. Thus, MF can support a data rate
of 1 kbps on average, while MR supports 0.98 kbps, and
MSF 0.8 kbps on average.

The performance of the adaptive shaping mechanism is
better visualized in the Buffer metric, where the buffer occu-
pancy is kept very close to the pre-defined threshold of
b = 20 %, avoiding buffer overflow and reducing as much
as possible packet loss. Moreover, the metrics Delay and
Jitter also reflect the behavior of the mechanism, showing
delays added between packets and how it varies over time.
The minimum delay observed in our VHF network is higher
than 5.1 s for all scenarios. The average delay observed in
MF was 157 s, for MR about 171 s, and around 221 s in
MSEF. Moreover, MSF experienced the highest jitter variation
of about 62 s, while MR had the lowest value about 11 s.
These metrics describe the boundaries of QoS for a given
communication scenario, helping to identify which type of
application can be used in each scenario.

These experiments show the capabilities of our radios and
how much variation in the link data rate (mobility) it can
support. The changes on the MR happen every s; = 360 s
jumping from one state to another therefore loosing 10 %
of the IP packets sent through the radio link. MF and MSF
experience lower packet loss, 7.4 % and 6.5 %, due to the
smoother state transitions. This is explained by the mecha-
nism implemented in our adaptive shaping, aiming to detect
abnormal buffer behavior, such as flushing all data stored in
the buffer after a link disconnection. Thus, these experiments
show that our VHF radios cannot support too many and long
disconnections over time, about 360 s, thus requiring system
support, like the adaptive shaping mechanism, to minimize
packet loss.

We also noticed that these changes are strongly related
to the routing protocol used in the radios to perform neigh-
bor discovery and its configuration parameters, in our case
OLSR, which cannot be manipulated without a radio manager
system with proper permission. Once the flush happens,
resulting in packet loss, the radio also takes time to resume IP
data flow, adding more delays and degrading QoS. Therefore,
the military system needs to act to minimize the impact of
link disconnections and the resulting flush in the radio buffer.
The shaping mechanism minimizes this issue by defining two
rules (i) a low buffer threshold of » = 20 % (could be less),
in order to reduce the packet loss in case of flushing; (ii) iden-
tifying these flushes on the buffer and prevent more loss
reducing the dequeue delivery rate to a minimum as possible.
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TABLE 4. Statistics from experiments over Markov traces.

. Traces
Metrics MR MF MSF
Experiment 365.25 346.19 417.25
duration (min)
Data Rate in kbps 0.98 £ 072 1 4095 0.8 +07
(avg =+ sd)
Sent 2000 2000 2000
Packets Recv. 1796 1851 1869
ackets Drop. 10.2% 7.4% 6.5%
Rate (avgrs) 0.08 0.09 0.07
Dela Min 5.8 6.2 5.1
(Sec)y Max 2899.7 5878.13 19519.66
Avg + sd 171 & 101 157 +157 221 4+ 673
Jitter (sec) Avg + sd 11.2 £ 963 13.4 £+ 185 62.7 £ 943
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FIGURE 8. Mobility pattern from mobility models.

Table 4 summarizes the experimental results discussed in
this section. Thus, after the experiment ends TNT exports
a summary as shown in this table in addition to the result
visualized in a time series.

D. EXPERIMENTS OVER MODEL Mg,
This section describes the experiments using model 9p,,
which reuses well-known mobility models to create patterns
of link data rate change, as described earlier in Section III-C2.
TNT was set to use BonnMotion to generate four exemplary
mobility patterns, from four different models, namely GMs,
RWPs, MGs, and PRWs. Figure 8, shows how the node
movement is distributed over space and its respective network
states. Notice that model 9, is independent of the mobility
model generator BonnMotion and it supports any trace file
with a format node; = [x, y, time].

Next, we briefly describe each model and the set of param-
eters used to create a given mobility pattern. The goal is to
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FIGURE 9. Traces created from mobility models.

understand the mobility models and the trace characteristics
generated by them. The GM model [42] was designed to
generate node movement based on its current location, speed,
and direction. At given time intervals, these parameters are
updated creating the node movement as a function of time.
For example, Figure 8a shows a mobility pattern created by an
instance of GM to simulate node movement through uneven
terrain. This trace was generated using the following param-
eters: frequency to update the movement f, = 20 s, angle
deviation agy = 0.39, speed deviation speedsy = 0.5 m/s,
and maximum speed max; = 16.7 m/s (60 km/h). MG
model [43] uses a grid of roads to simulate modern urban
areas, as shown in Figure 8b. This model is mostly used
for tests in vehicular networks, where mobile nodes move
on streets of a city, following a given probability to turn
or keep straight on at each intersection. We configured the
model with the following probabilities: the mobile node goes
straight with a probability of f = 0.5 and turn left with
t; = 0.25 or turn right with ¢, = 0.25. We also defined
the minimum speed of min; = 0.1 m/s (0.36 km/h), the
maximum averaged speed about max,; = 16.7 m/s, a pause
probability of p, = 0.1 (f there is no speed changes) and a
pause of about p; = 30 s.
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PRW [37] chooses new directions and speeds for the node
to follow based on pre-defined probabilities. For example,
Figure 8c shows the output of an instance of PRW using a
Markov probability matrix to define probabilities distribution
to move in any direction at a fixed speed or to remain in
the same direction. This model also creates erratic movement
with a given probability, simulating the unpredictable move-
ment of many entities in nature. Lastly, we used an instance
of model RWP [44] to generate the mobility trace shown in
Figure 8d. In this figure, the node starts without a change
in direction for a certain period of time p; = 600 s, then
it chooses at random the next destination. The node speed
follows an uniform distribution and we defined the minimum
speed around ming; = 10 m/s (36 km/h) and the maximum
speed of max; = 30 m/s (108 km/h). Once the node reaches
the pre-defined checkpoints, such as cp1(5 km, 20 km),
cp2( 10 km, 22 km), and cp3( 15 km, 24 km) it pauses for
p: seconds before starting the process again.

1) TRACE ANALYSIS

Complementing Figure 8, Figure 9a, shows the distribution
of link data rates over time for the four mobility models.
These patterns can represent different entities moving in a
battlefield/scenario as described before, enriching the dis-
cussion and explanation of given system behavior based on
a network scenario (node mobility). The difference among
these patterns is also observed in the trace statistics shown in
Figure 9b. Comparing the distance, speed, and acceleration
features, it is noticed that the GM trace shows the most
stable movements compared to the other patterns, with small
variation around the mobility metrics with an average speed
of about 47 km/h, acceleration about 0.005 km/h? averaged
and distance traveled between positions about 0.27 km in
average.

The node at MG can reach 40 km/h and traveled dis-
tance about 0.12 km averaged with high averaged deceler-
ation about 0.9 km/hZ, simulating a vehicle behavior in an
urban area. The PRW trace shows long traveled distances
about 0.44 km, compared with the last traces, at low speed
about 31 km/h with no much variation in acceleration about
0.0003 km/h2, all in average. For example, these attributes
can be used to describe an unmanned patrol in a plateau
terrain. Finally, the RWP trace introduces more variability
in the traveled distances about 2.59 km averaged and reach-
ing maximum speed of 108 km/h. Moreover, this trace has
specific checkpoints (areas) where it stays for a while before
starts moving again, which can be characterized as vehicular
movements, based on the speed and distances the entity can
reach. Table 5 shows the numeric overview regarding the
mobility traces MG, PRW, GM and RWP discussed in this
section.

2) TESTS WITH THE ADAPTIVE SHAPING MECHANISM

Following the same methodology described in the experi-
mental results with model 91, . Here, the adaptive shaping
mechanism is tested over the network conditions provided

100951



IEEE Access

P. H. L. Rettore et al.: TNT: A TNT Platform to Evaluate Military Systems Over Ever-Changing Scenarios

TABLE 5. Trace statistics created from mobility models.

TABLE 6. Statistics from experiments over mobility traces.

Features Metri Traces
Traces ~Datarate - Kbps _ Distance - krn Speed - km/h  Acc. - km/h etrics GM MG PRW RWP
(avg =+ sd) Max Avg Max Avg Max Avg Experiment
GM 1L 17 033 027 60 4 17 0005 duration min 210.86 536.59 19726 210.061
MG 1.6+ 1.6 02 012 6l 40 44 -0.9 Data Rate in Kbps

PRW 24427 0.6 0.44 43 31 0.8 0.0003 ave £ 5) P 0.97 £ 075 0.79 £+ 11 0.87 £ 096 2.1 +£15

RWP 27+1.6 11.2 2.59 106 30 6.4 0.31 Sent 3000 3000 3000 3000

Packets Recv. 1925 1513 1904 1968

) Drop. % 3.75% 24.35% 4.8% 1.6%

Rate (avgss) 0.15 0.04 0.16 0.15

10 GM MG PRW RWP Dela Min 10.04 5.29 4.17 14.24
=B (sec)y Max 2023.4 3889.2 7900.5 344.02
5 M %50 ’ Avg £ sd 101 + 67 199 + 144 95 + 260 112 + 54
m_ 1 T T 1 2 Jitter (sec) Avg + sd 74 +59 12 + 131 21 +£355 5.7 +59
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FIGURE 10. Network statistics over mobility traces.

by the model 9Mip,, as illustrated in Figure 10 by different
network metrics. The first observation is the experiment dura-
tion, where MG took about 536 min (more then 8 hours) to
end the experiment, the GM and glsrwp took about 210 min,
and PRW just 197 min. The difference in time duration of
each experiment is explained by the average link data rate
and the duration of link disconnections generated by the
models when their mobility traces are used to set the radio
modulation in our test-bed. It is also visible that our shaping
mechanism can hold the user data flow in order to keep
the radio buffer occupancy (Buffer) close to the pre-defined
threshold of b = 20 %. Moreover, in all mobility patterns,
except RWP, an abnormal radio behavior flushing its buffer is
observed, converging to the same explanation reported earlier
in Section I'V-C regarding the limitations of our VHF radios.
Even though this behavior could negatively impact the packet
delivery, our shaping mechanism was able to sense these
abrupt changes in the buffer occupancy to adapt the dequeue
rate to the minimum as possible, reducing packet loss while
the route is not recovered. Therefore, the minimum packet
loss (P. Loss) observed in MG reached about 24 %, PRW
with 4.8 % and GM reaching about 3.7 % of packet loss.
Although RWP does not contain disconnections, we observed
packet loss of about 1.6 %. The low packet loss happens
because the probability of losing packets increases as the link
data rate decreases, as calculated in [38] using experimental
results with the same VHF radios.

Regarding the end-to-end delay (Delay), the minimum
delay observed in our VHF network was 4.17 s. On average,
PRW experienced a minimum delay of about 95 s, compared
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to GM with 101 s, RWP 112 s, and MG reaching 199 s.
The Jitter metric of PRW reached the highest variation, about
21 s, followed by MG with 12 s, GM with 7.4 s and RWP
reaching about 5.7 s, all on average. Table 6 summarizes the
quantitative results discussed in this section.

V. CONCLUSION

This paper introduced and evaluated the TNT platform
designed to test military systems over ever-changing com-
munication scenarios. TNT generates scenarios with different
patterns of change for network conditions and user data
flow, also collecting and analyzing data from experiments,
and showing quantitative performance metrics. TNT wraps
the necessary models to automate the evaluation of military
systems and applications over real military radios. Therefore,
TNT supports the creation of a variety of data flows by
the definition of a general model ()t4) instantiated with a
traffic generator tool, models (Mg, and Mp,) for changing
network conditions through stochastic models, transforming
the sequence of network states (link data rates) in mobility
patterns and mapping mobility traces to link data rates. As a
result, mobility traces can be used to change the radio link
data rates in stationary radios in a laboratory. TNT also
includes a prototype to create link disconnections in radios
with wired antennas.

Addressing the problem of frequent changes in the link
quality that may lead to a buffer overflow in military radios,
TNT introduced an adaptive mechanism to shape the user
data flow to the network conditions. Lastly, TNT’s moni-
toring and data analysis scripts supported the discussion of
experimental results over seven different scenarios, including
plots and statistics, characterizing both the military system’s
performance using network metrics and the changes in the
communication scenario using mobility metrics.

We plan to extend TNT to support emulated network envi-
ronments with SDN-capable devices and military communi-
cation technologies, such as VHF, UHF, and SatCom. The
goal is to increase the scale of the test environment and to
improve military systems before deploying them in a close to
a real network environment. Moreover, we plan to enhance
the network-changing model 2ip, by introducing physical
interference that simulates barriers along the mobility traces
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and extending the model to support mobility metrics as input,
such as speed, distance, and non-linear movements.
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