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ABSTRACT Process mining techniques are used to extract knowledge about the efficiency and compliance
of an organization’s business processes through process models. Real-life processes are unstructured, and
applying process mining to discover such processes often results in complex process models that do not
provide actionable insights. Several solutions have been presented to overcome this problem. However,
the process mining domain lacks an explicit definition of complexity and its measurement. This vagueness
results in ad-hoc solutions that vary according to the approach, modelling construct, and process properties.
Additionally, the strength and limitations of the proposed solutions have not been adequately highlighted.
Therefore, we conducted a systematic literature review on complexity in process mining over six popular
scholarly literature indexing databases. Based on the review results, an explicit definition of complexity, the
main contributing factors and their impact on process mining results were identified. We discovered various
process complexity matrices and their application context. The analysis of studies led to the development
of a taxonomy consisting of four different approaches for addressing the complexity problem, along with
their strengths and limitations. Finally, the open research challenges and potential for future research are
discussed.
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INDEX TERMS Complexity, complex process models, complex process mining, process management,
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I. INTRODUCTION17

The current age of technology has significantly changed how18

an organization manages its business operations. Organiza-19

tions have shifted from manual processing to automated and20

technological methods of business operations. Information21

systems are used almost everywhere, from banks to hospi-22

tals. With the increased usage of technology for information23

management, there has been an increase in data generation.24

This outburst of data introduces difficulty for organizations25

to extract valuable insights from these systems. Regardless26

of the statistical analysis techniques to assess business oper-27

ations, it is also crucial for an organization to know how28
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efficiently their business operates, where andwhy bottlenecks 29

exist, and how they can be removed. Although Data min- 30

ing techniques can uncover certain patterns in the data of 31

business operations, no temporal relationship exists between 32

such data. An end-to-endmulti-perspective process execution 33

insights are not possible using data mining techniques [1]. 34

To make informed decisions, even a data scientist finds it 35

crucial to analyze the relationship between data and business 36

operational processes, which is not possible without a holistic 37

understanding of the underlying process [2]. 38

Process mining (PM) is an umbrella term for combin- 39

ing the data mining and business process management 40

approaches that analyze event log data using advanced algo- 41

rithms, machine learning, and statistical methods to analyze 42

and improve business processes. PM techniques extract the 43
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FIGURE 1. (A) Spaghetti model originated from a complex and unstructured process (B) structured model originated from a
strictly defined process.

knowledge related to processes by using logs generated by44

systems, also called event logs or process execution logs.45

Event logs can be considered as the logbooks recording each46

process execution step. Such process-related knowledge is47

represented in a graphical form known as the process mod-48

els [3], also referred to as mined models that describe the49

process execution behavior [4]. One of three perspectives50

of process mining, Process Discovery is used to discover a51

process model from event logs and is usually the foundation52

of the subsequent analysis [5]. The discovered process model53

is used to analyze inefficiencies in business processes and54

obtain more profound knowledge of their root causes and55

influence on key performance metrics. Since processes are56

first modeled using process discovery techniques, this implies57

that if process discovery was not carried out correctly, the58

process discovery results (control flow, time performance59

analysis) and subsequent analysis will lead to misleading60

results.61

Over time, several process discovery algorithms were62

developed. Alpha miner [2], Heuristic miner [6], Inductive63

miner [7], and the Fuzzy miner [8] are the most prevalent pro-64

cess discovery algorithms [5]. However, the resulting models65

are complex and challenging to interpret when discovering66

complex or unstructured process execution behaviors. Such67

unpredictive behavior of process models resulted from the68

assumption that experiments conducted in a controlled envi-69

ronment will also work for real-world data. However, real-70

life process logs contained traces of flexible behavior, which71

allowed unpredicted results [9], [10]. Consider an example of72

an organization that asks its employees to achieve a particular73

target containing several activities with no restriction on the74

order of activities to follow. In such a case, the employees can75

follow any combination of activity sequences. The execution76

of such a process will result in various traces where one77

trace may contain five activities whereas in the other case, 78

it may contain twenty-five. Such a variable process is called 79

a complex or unstructured process. The model generated by 80

process mining using logs of such an environment result in a 81

complex or spaghetti-like process model [8], [11]. Examples 82

of both the complex and structured process models are shown 83

in Fig. 1. The process model on the right i.e., structuredmodel 84

is easy to understand and clearly conveys the flow of the 85

process. In contrast, the model on the left is overly complex 86

and does not provide any insight into the process execution 87

flow. 88

According to Mendling et al. [12] and Reijers and 89

Mendling [13], as cited in Li et al. [14], a human ana- 90

lyst’s ability to understand a process model is known to 91

be influenced by the complexity and density of a process 92

model. So, to understand and improve processes, process 93

models must not be overly complex and should be easy to 94

understand [15]. 95

Several researchers have attempted to resolve this problem. 96

However, a general understanding of the complexity problem, 97

what causes this problem, and what approaches can be used 98

to mitigate this problem remains missing. Reviewing the 99

literature on the complexity in process mining will help to 100

better understand the primary factors that contribute to com- 101

plexity and possible resolution strategies. A broader analysis 102

of the strengths and limitations of the complexity reduction 103

approaches is also essential to understand the suitability of 104

the approach. Furthermore, the identification of research gaps 105

will help in identifying the untapped research areas. We con- 106

ducted a systematic literature review on complexity in the 107

process mining domain to answer the previously mentioned 108

questions. Six popular scholarly indexing databases were 109

systematically searched, specifically focusing on published 110

papers between 2012 and 2022. In addition to the above 111
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FIGURE 2. Review process with subactivities.

questions, a taxonomy was formulated detailing different112

approaches and sub-approaches to deal with complexity.113

Finally, the prospects of future research in this dimension114

were identified. The rest of this paper is structured as follows:115

Section 2 presents the methodology for planning, conduct-116

ing, and reporting this review. Section 3 shows results and117

related discussion. Section 4 puts forward the limitations of118

this review, and finally, in section 5, we conclude our findings.119

II. METHODOLOGY120

The systematic review guidelines by Kitchenham et al. [16]121

were followed to perform this review. Three steps according122

to the guidelines were used, review planning, conducting, and123

reporting. The focus of the planning stage was to develop124

a review protocol and formulate the research questions, the125

search strategy, the selection of databases to search, and the126

inclusion and exclusion criteria. The search plan is executed127

in the second phase, the study screening process is carried128

out, and relevant answers from selected studies are extracted.129

In reporting stage, the review results are disseminated. The130

review process is presented in Fig. 2.131

A. REVIEW PLANNING132

This section contains further subsections, the review ratio-133

nale, research questions, and research protocol as detailed in134

subsequent sections.135

1) THE RATIONALE FOR THE REVIEW136

A considerable number of research works exist to deal with137

the problem of complexity in process mining, proposing138

diverse approaches to deal with complexity. Studies of com-139

plexity reduction and similar techniques were carried out by140

La Rosa et al. [17] and Schonenberg et al. [18]. However,141

these reviews are obsolete as they were published early when142

process mining techniques were still flourishing. Secondly,143

their focus was complexity reduction techniques focused144

on block-structured process models and specific modeling145

languages such as YAWL modeling notation. Methods have146

evolved since then, and the focus has shifted from only a147

single modeling notation to other ways of presenting a pro-148

cess model. Houy et al. [19] conducted a literature review149

on complexity challenges faced by Business Process Man-150

agement (BPM) community. Their focus remained on com-151

plexity introduced in the general BPM domain rather than152

process mining. D’Castro et al. [20] investigated whether a 153

low-structured process can be modeled using process dis- 154

covery techniques. However, their research was one of the 155

experimental studies of applying process maps, whose results 156

are already known earlier as conducted by Günther and 157

Van Der Aalst [8]. A systematic review was conducted by 158

Duan and Wei [21], focusing only on the complexity caused 159

by duplicate tasks in process mining. Van Zelst et al. [22] per- 160

formed a literature review on abstractions in process mining 161

and presented a taxonomy of works on event abstraction tech- 162

niques. Nevertheless, their assessment was explicitly focused 163

only on event abstraction. 164

Although a fair bit of literature exists on the topic, there is 165

no systematic review of the diverse approaches dealing with 166

the problem of complexity in the process mining domain. 167

Almost every proposed approach to deal with complexity in 168

process mining holds a different view on this problem, and 169

there is a lack of a unified view of the topic. Therefore, this 170

research aims to fill this void by systematically reviewing 171

the available literature and presenting the strengths and lim- 172

itations of existing approaches and opportunities for future 173

works, along with the taxonomy of different approaches used 174

to resolve this problem. 175

For this purpose, we formulated the following research 176

questions and sub-questions as presented in following 177

section. 178

2) RESEARCH QUESTIONS 179

RQ 1. What is a complex process in process mining through- 180

out the process mining literature? 181

1. Why does a process become complex? 182

2. What is the impact or the consequence of the 183

complexity? 184

RQ 2. How do researchers measure process complexity? 185

RQ 3. Which techniques are used to deal with process model 186

complexity? 187

RQ 4. What are the strengths and limitations of the tech- 188

niques that deal with the complexity? 189

RQ 5. What are the open research challenges and avenues of 190

future research in this direction? 191

3) REVIEW PROTOCOL 192

The review protocol for this review consists of search 193

string formulation, selecting suitable databases to search, and 194
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formulating the inclusion and exclusion criteria. The details195

of each section are presented in the following subsections.196

a: SEARCH STRINGS197

After performing mockup searches on the selected databases,198

the search expression returning the relevant results was identi-199

fied. The Boolean operator ‘‘AND’’ helped narrow the search200

space to the process mining domain, whereas using the ‘‘OR’’201

operator included synonymous words. Finally, the database-202

specific version of the following search expression was used203

for searching.204

(‘‘process mining’’) AND (‘‘complex process’’ OR ‘‘complex205

processe’’ OR ‘‘unstructured process’’ OR ‘‘unstructured206

processes’’ OR ‘‘flexible process’’ OR ‘‘flexible processes’’207

OR ‘‘spaghetti model’’ OR ‘‘spaghetti process model’’ OR208

‘‘complex model’’ OR ‘‘complex process model’’)209

b: DATABASES TO SEARCH210

Six online scholarly databases were selected for literature211

search, i.e., theWeb of Science, Scopus, ScienceDirect, IEEE212

Xplore, Springer Link, and Google Scholar.213

Web of Science (WoS) was selected for its quality journal214

indexing criteria. The Scopus was also added because some215

WoS unindexed papers are indexed in Scopus as it indexes216

abstracts and references from thousands of other publish-217

ers, including Elsevier. Since Scopus does not index full-218

texts, we added Science Direct as it indexes full-text articles219

from journals and books, mainly published by Elsevier and220

a few other sources. To also include conference proceedings,221

we added IEEE Xplore and SpringerLink. SpringerLink was222

selected because of its popularity in the computer science223

domain and conference proceedings indexing in well-known224

springer lecture notes series such as LNCS, LNBI, LNBIP,225

and others. Due to quality factors, WoS and Scopus leave226

out publications from less popular sources. To ensure that227

no research work is left out, Google Scholar (GS) was also228

included. However, it is worth mentioning that because of229

indexing the grey literature, researchers do not recommend230

GS as a primary source of systematic literature search-231

ing [23]. We take care of such quality issues in our inclusion232

and exclusion criteria. Since GS does not provide a search233

results extraction feature [23], we used ‘‘Publish or Perish’’234

(PoP) byHarzing [24], a search results retrieval tool thatmade235

GS search results extraction possible.236

c: INCLUSION AND EXCLUSION CRITERIA237

The inclusion criteria (IC) refer to selecting papers that fulfill238

requirements, whereas the Exclusion criteria (EC) are con-239

straints to remove articles that do not meet specific require-240

ments. The IC set for this review comprises the articles241

published between 2012 and 2022 and available online. The242

selection of the last ten years’ literature was motivated by an243

urge to review all the past attempts to deal with the problem at244

hand and the maturity of the process mining domain. The IC245

TABLE 1. Inclusion criteria.

TABLE 2. Exclusion criteria.

also enforces the selection of only the conference proceedings 246

and journal articles. Furthermore, some significantly impor- 247

tant papers were added by snowballing that remain unaffected 248

by the duration bound. 249

Table 1 shows the inclusion criteria, whereas the exclusion 250

criteria are presented in Table 2. 251

B. REVIEW CONDUCTING 252

In this stage, the review plan was executed. The search results 253

were extracted in respective formats (BIB/ CSV/ CIW). For 254

Google scholar specifically, the ‘‘Publish or Perish’’ [24] was 255

used to search and extract search results. All the search results 256

were imported into the Zotero reference manager. The inter 257

and intra-database duplications were resolved based on the 258
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FIGURE 3. PRISMA Flow Diagram. Study inclusion and exclusion Flow chart.

article titles, and the remaining results were exported into a259

Microsoft Excel sheet. The title and abstract-based screening260

were performed here based on IC & EC. Finally, the full261

texts of selected papers were downloaded and exported into262

the Mendeley reference manager. We used an Excel sheet263

for quantitative analysis of extracted answers. Fig. 3 shows264

each step of the screening process reported in the PRISMA265

flow diagram as per the standard study selection and reporting266

method for systematic reviews [25], [26].267

Initially, the search resulted in 2834 results. Such a high268

number of initially retrieved results is attributed to multiple269

indexes of the same articles in different databases. The inter-270

database and intra-database deduplication helped in resolv-271

ing the redundancy. To maintain quality, we only selected272

papers having at least one citation. However, this resulted273

in a bias towards newly published studies, so a minimum274

one citation rule was relaxed for recently published studies,275

i.e., studies published in 2021 and 2022. Afterward, the title276

and abstract screening were performed on 1303 remaining277

articles using IC & EC, which resulted in the selection of278

96 articles and some already known papers. Upon full-text279

review, 38 articles were deemed ineligible because of repeat280

publication, mere review papers, contrasting objectives and281

methodology, or non-novel technique. Finally, 58 papers were 282

deemed eligible. 283

1) DATA COLLECTION AND ANALYSIS 284

A form was designed in a Microsoft Excel sheet to collect 285

answers corresponding to the research questions. While per- 286

forming full-text screening, such papers were deemed inel- 287

igible whose objectives were unclear, remained ambiguous 288

about methodology, and were weak on novelty perspective. 289

Furthermore, to maintain the quality, the articles with repli- 290

cated publications were excluded, in addition to those with 291

contrasting claims such as title and abstract indicated novelty 292

but the paper’s body suggested otherwise. 293

C. REPORTING THE FINDINGS 294

We report the results of our findings based on the questions 295

this review intends to answer. In the results and discussion 296

section, the answers to the questions are first presented in 297

frequency-based quantitative analysis format. A taxonomy of 298

approaches/ techniques that deal with process model com- 299

plexity in process mining is formulated. Moreover, we also 300

elaborate on the interpretation of the results based on the 301

review. 302
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III. RESULTS303

This section presents the findings in answers to the format of304

the questions. The results are presented visually in quantita-305

tive format along with the corresponding interpretations.306

A. RQ 1: WHAT IS A COMPLEX PROCESS IN PROCESS307

MINING THROUGHOUT THE PROCESS308

MINING LITERATURE?309

To understand the problem of dealing with the complex pro-310

cesses in process mining, firstly, it is necessary to understand311

what a complex process is? The factors leading to Process312

complexity and impact of the complex process on process313

mining.314

As a result of our analysis, complexity in a process is315

termed in many different ways, such as unstructured, flexible,316

and fine-grained processes being the primary terms. These317

terms have been used synonymously in the literature. The318

abstracted version is shown in Fig. 4. The complexity of a319

process is defined in the context of specific properties of the320

event log and the resulting model extracted from such log; for321

example, if an event log or model holds such properties, it can322

safely be termed a complex process.323

FIGURE 4. Terms for complex process.

Concerning the properties of the event log used for pro-324

cess mining, the following processes can be termed complex325

processes:326

• A highly flexible process, i.e., the process executed in a327

less restricted environment, resulting in a heterogeneous328

or high number of variable behaviors in the log. For329

example, it is defined what tasks must be performed, but330

there is no restriction imposed on the order of execution331

of such tasks.332

• Fine-grained processes, i.e., processes containing too333

much detail about process execution, such as precise334

details about process execution, results in a high number335

of activities336

Concerning the results of applying process mining on the337

log, the following processes are termed complex processes338

• Processes on which applying process mining result in a339

spaghetti-like process model structure340

• The model discovered from the process is not compre- 341

hendible, i.e., the inability to understand the model and 342

how the process was executed. 343

In the light of observing the above two perspectives on 344

considering a process a complex, we deduce the definition 345

of process complexity as: 346

A process can be termed a complex process if any of the 347

following conditions hold: 348

• Processes executed in a less restricted environment 349

• A process whose event log contains a fine-grained level 350

of detail about process execution 351

• A process in which applying process mining results 352

in spaghetti-like visualization, complicating the under- 353

standability of the process execution. 354

From the above definition, we can safely say that the 355

complexity in process mining is the level of difficulty in 356

bringing simplicity to processes. Please remember that the 357

terms ‘‘complex,’’ ‘‘flexible,’’ and ‘‘unstructured’’ processes 358

are used synonymously throughout the process mining litera- 359

ture. So, we also use these terms interchangeably throughout 360

this paper. 361

1) WHAT ARE THE FACTORS THAT INTRODUCE 362

PROCESS COMPLEXITY? 363

Following three significant factors were found to be the rea- 364

sons for introducing complexity to the process, also shown 365

graphically in Fig. 5. 366

a: FLEXIBILITY AND VARIATION IN PROCESS 367

EXECUTION BEHAVIOR 368

Flexibility in process execution remains the top reason for 369

introducing complexity to the process where there is no 370

restriction imposed on the execution behavior of the pro- 371

cess. The process execution behaviors will increase with the 372

number of activities. Even if an order-preserving constraint 373

is imposed on a few activities, a fraction of process execution 374

behaviors still increases with the number of activities. Model- 375

ing such a dynamic behavior will result in a complex process 376

model. 377

FIGURE 5. Factors responsible for introducing complexity.
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b: FINE-GRAINED LEVEL OF DETAIL ABOUT378

PROCESS EXECUTION379

The second common factor that introduces complexity in the380

process is a fine-grained level of information about process381

execution. As mentioned previously, such a pattern in the log382

is the inherent presence of behavior more than the required383

level. Let us say such a process is mined for an organization384

that wants to view how the process is executed. The level385

of process execution-related information will differ based on386

the hierarchy in the process. If all behavior is included in the387

process model, this will render the process model unusable,388

considering that all executive levels do not require the same389

granularity of information.390

c: NOISE IN THE LOG391

The Noise in the log was observed as the third most dominant392

factor contributing to process complexity. In process mining393

terms, noise is commonly defined as infrequent behavior [4].394

Most of the process discovery algorithms model the most395

frequent behaviors in the process [8], [27], [28]. For example,396

a path from activity A to B may appear 100 times in a log.397

At the same time, some paths may infrequently occur, such398

as activity A to C being observed three times and activity399

B to A being observed five times (looping pattern). Pro-400

cess discovery from such a log will result in spaghetti-like401

visualization, which complicates the understandability of the402

process execution behavior.403

According to Conforti et al. [29], models discovered using404

noisy logs tend to be more complex because of the increased405

number of arcs and nodes resulting from the noise. This406

behavior is termed noise in the log. It can result frommistakes407

made during log recordings, such as the incorrect times-408

tamp of process execution, approximate values, labeling, and409

spelling mistakes. At the same time, few other researchers410

have defined noise as ‘‘chaotic activities,’’ i.e., activities that411

do not have a specific position and occur randomly [30], [31].412

The occurrence of activity at random positions and conse-413

quently introducing complexity to the process justifies our414

definition of complexity as logs originating from flexible and415

unrestricted environments.416

2) WHAT ARE THE CONSEQUENCES OF THE COMPLEXITY417

WHILE PERFORMING PROCESS MINING?418

As per literature, the following impacts can be expected from419

applying process mining when a process becomes complex420

due to the factors mentioned earlier. Our quantitative analysis421

revealed three main categories of impacts on results when422

performing process mining, as visualized in Fig. 6.423

a: COMPLEX VISUALIZATION - SPAGHETTI EFFECT424

Firstly, the process model derived from complex process425

results in a kind of complex visualization known as the426

Spaghetti process model, and the effect is known as the427

Spaghetti effect. The name spaghetti refers to the resem-428

blance of the resulting process model to the spaghetti-like429

FIGURE 6. Impact of complexity.

structure, which leads to difficult-to-understand process 430

models. 431

b: DIFFICULT TO INTERPRET MODELS 432

As a consequence of spaghetti effects, the process model 433

becomes almost impossible to comprehend. Since the investi- 434

gation of process execution behavior is one of the main goals 435

of process mining [2], the complex spaghetti visualization 436

results in a difficult-to-understand process. No actionable 437

knowledge (based on which further actions can be taken) can 438

be acquired from such visualizations [32], [33]. 439

c: INACCURATE MODELS 440

Another impact of complex process mining is the inability 441

to render an accurate process model. Noise introduces erratic 442

connections in the process model that are never executed in 443

reality, thus resulting in a false reflection of reality [30]. 444

B. RQ 2: HOW DO RESEARCHERS MEASURE 445

PROCESS COMPLEXITY? 446

Several metrics have been proposed in the literature. This 447

research focuses on metrics relevant to process model quality 448

and complexity measurement. Table 3 presents the different 449

complexity metrics found in the literature. 450

We categorize process evaluation metrics into two major 451

categories based on their goals: 452

1. Behavioral complexity 453

2. Visual/ Structural complexity 454

1) BEHAVIORAL COMPLEXITY (ALSO BEHAVIORAL 455

CORRECTNESS/SIMILARITY) METRICS 456

Behavioral complexity (also behavioral correctness/ 457

similarity or behavioral appropriateness) metrics are used to 458

measure the presence of correct behavior in mined model 459

with reference to the original model or log. It is a measure 460

to check the correspondence of mined model with reference 461

behavior [34]. The metrics to measure model correctness are 462

visualized in Fig. 7. 463
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TABLE 3. Behavioral complexity and structural complexity metrics.

FIGURE 7. Behavioral complexity measures.

We elaborate on different behavioral complexity metrics464

along with their calculation formulas found in the literature465

as below:466

a: FITNESS, PRECISION, AND GENERALIZATION467

The most common metric in this direction is the Fitness mea-468

sure (also called replay fitness, recall, or behavioral recall).469

Fitness measures the amount of behavior in a reference model470

that is also present original model or log [4]. Suppose the471

log contains a behavior A > B where A is directly followed472

by B, the fitness measures whether such behavior exists in the473

mined model. It is measured between the range of 0 and 1.474

The fitness value closer to 1 indicates a more similarity of the475

mined model to the reference model.476

The second most prevalent metric that is usually measured477

along with the fitness metric is the Precision metric (also478

called behavioral precision). Precision measures the model479

specificity, e.g., How precise the mined model is regarding480

the reference model [4], [35]. It is also measured between481

the 0 and 1 range, with a value closer to 1 indicating the482

more specific behavior in the reference model. According483

to Conforti et al. [29], noise significantly reduces model484

precision because it establishes erroneous links between 485

model activities. The Generalization is the inverse of the 486

precision metric. It measures how much additional behavior 487

is observed in the mined model, which is not present in the 488

log and vice versa [29]. The simplified version of formulas 489

found in the literature for calculating the fitness and precision 490

measures are presented in (1) and (2), respectively. 491

fitness =
|behaviors in the mined model|

|behaviors in the reference modelor log|
492

(1) 493

precision =
|behaviors common between model and log|

|behaviors in the mined model|
494

(2) 495

b: F-MEASURE 496

F-measure, also called f-score or f1-score, is the harmonic 497

mean of fitness and precision, as shown in (3). Researchers 498

observed that if a particular behavior is excluded from the 499

model, the fitness value decreases, increasing the preci- 500

sion (accuracy) value. Considering the trade-off between 501

fitness and precision metrics, researchers proposed the 502

f-measure as an alternative to balancing the model fitness and 503

precision [36]. 504

2 ∗
fitness ∗ precision
fintness+ precision

(3) 505

If a technique produces multiple models, e.g., clustering or 506

abstraction-based approaches, it is logical to use the average 507

fitness, precision, or f-measure [37], [38]. 508

c: NUMBER OF SUBPROCESSES 509

The number of subprocesses metric is explicitly related to the 510

abstraction-based approaches where a process is simplified 511

by dividing it into subprocesses and assessing whether the 512

formed subprocess relates to the reference model [39]. 513

2) VISUAL (STRUCTURAL) COMPLEXITY MATRICES 514

Visual or structural complexity metrics measure the 515

Spaghetti-ness of the process model, which is directly related 516

to comprehension of the process model. It measures the 517

simplicity dimension of the resulting processmodel, i.e., How 518

easy the mined model is to understand [40]. It is measured 519

based on the size of the process model, such as the number 520

of arcs and (or) nodes, Control Flow Complexity (CFC), 521

Average Connector Degree (ACD), Density, and other such 522

metrics [40] as visualized in Fig. 8. 523

a: NUMBER OF ARCS AND NODES 524

In a process model, the activities represent nodes, and the 525

relationship between two activities is portrayed as an arc 526

between them. For example, if activity A is followed by 527

Activity B, the resulting process model will contain an arc 528

between activity A and B. As the number of activities and 529

their relationship increases, the process model becomes com- 530

plex, resulting in the Spaghetti model leading to a less under- 531

standable model. The total number of arcs and nodes is the 532
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FIGURE 8. Structural complexity metrics.

most prevalent measure to measure the visual complexity533

of the process model. Since the number of arcs and nodes534

negatively correlates with the understandability of the process535

model [41], the more the number of arcs and nodes in the536

model, the more complex the model is.537

b: DENSITY538

Another similar measure is density, a ratio measurement539

among the number of arcs and the highest possible arcs [40],540

[42], [43], [44]. The higher density represents a more com-541

plex process model. The formula for density measurement542

is reported in (4), where A represents arcs, and N represents543

nodes544

Model density =
|A|

|N | ∗ |N − 1|
(4)545

c: THE CONTROL FLOW COMPLEXITY (CFC)546

The Control Flow Complexity (CFC) deals with complexity547

introduced in the model by the presence of gateway/split548

constructs such as ‘‘OR,’’ ‘‘XOR,’’ and ‘‘AND’’ [40]. The549

presence of such constructs in the model results in splits, and550

an increased number of splits results in a higher number of551

arcs and more complexity [42]. So, the CFC quantifies the552

number of arcs going out from each of such constructs [29].553

CFC is specifically relevant when the process model repre-554

sentation is a Petri net [29]. The CFC measurement formula555

is shown in (5). 556

CFC =
∑

All split constucts in process model (5) 557

d: COEFFICIENT OF NETWORK CONNECTIVITY (CNC) 558

The Coefficient of Network Connectivity (CNC) measures 559

the ratio between the number of arcs and nodes [40]. Parts 560

of the process model containing cycles tend to be more chal- 561

lenging to understand than sequential ones. So, the increase 562

in cycles results in the rise in complexity of the process 563

model. Refer to (6), where |A| represents the total number 564

of arcs whereas |N| represents the total number of nodes in 565

the model. 566

CNC =
|A|
|N|

(6) 567

e: PLACE/ TRANSITION CONNECTION DEGREE (P/T-CD) 568

Place Transition ConnectionDegree (P/T-CD) is theweighted 569

sum of the average number of arcs per transition and the 570

average number of arcs per place [45]. An increase in arcs 571

connecting places and transitions results in spaghetti-ness 572

and renders an incomprehensible model. The higher value 573

of P/T-CD indicates an increase in the complexity of the 574

process model [46], [47]. In the P/T-CD formula, as shown 575

in (7), |A| represents the total number of arcs in the model, 576

|P| represents the number of places, and |T| represents the 577
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FIGURE 9. Usage of structural complexity vs. behavioral complexity across studies.

number of transitions.578

P/T − CD =
1
2
|A|
|P|
+

1
2
|A|
|T |

(7)579

f: CYCLOMATIC NUMBER (CN)580

A cyclomatic Number (also called Cyclomatic Complex-581

ity) is the number of linearly independent paths in a582

process model where directions of the arcs are ignored583

[43], [44]. An increase in cyclomatic number means an584

increase in branching (splits) of the process model and585

implies an increase in process model complexity. A process586

model with a low number of branching will be easier to587

understand. The cyclomatic number calculation formula is588

reported in (8).589

CN = |A| − |N | + 1 (8)590

g: AVERAGE CONNECTOR DEGREE (ACD)591

Average Connector Degree (ACD) measures the average592

number of connecting nodes with a connector [40], [41].593

It represents the average count of incoming and outgoing594

arcs of places/ transitions. According to Leemans et al. [41],595

a significant negative correlation between both the number of596

nodes & edges (#(NE)), ACD, and understandability can be597

observed. So, increased NE and ACD are good indicators of598

complexity.599

h: THE AVERAGE NUMBER OF ACTIVITIES PER SUBPROCESS600

AND NUMBER OF EVENT CLASSES AND VARIANTS601

This metric is specifically relevant in abstraction-based602

approaches where a model is abstracted to different levels.603

The average number of activities per subprocess is then604

calculated to quantify the simplicity introduced by abstrac-605

tion [39]. The number of event classes and process variants606

is the count of unique process variants and unique activity 607

classes. According to Baier et al. [28], a drop in the activity 608

classes and variants was observed after performing abstrac- 609

tion, resulting in complexity reduction of the process model 610

because of a lower variation. 611

The frequency of different matrices found for both the 612

structural and behavioral complexity dimensions is presented 613

in Fig. 9. Although most of the studies claim that structural 614

complexity has been taken care of, our analysis, as shown 615

in Fig. 9, reveals that significantly less emphasis has been 616

given to structural complexity metrics. The x-axis shows the 617

usage of each metric in selected studies, whereas the y-axis 618

represents the name of each metric. 619

Among the found process complexity metrics, the number 620

of nodes and edges was the most straightforward way of 621

measuring process complexity, and it remained the dominant 622

structural complexity metric throughout the literature. Also, 623

it poses the advantage of being feasible for both the Block- 624

structured and graph-based process models. Based on the 625

studies’ data, the number of nodes and edges and the Average 626

Connector Degree (ACD) were negatively correlated with 627

understandability [41]. The Cyclomatic complexity metric is 628

another potential measure having its roots in the software 629

quality domain, where it is used to quantify the number of 630

possible code execution paths. It is said that the more control 631

structures in the code, the more branching and complex the 632

code. Similar to complexity in a code caused by control struc- 633

tures, the split constructs cause the complexity and branching 634

in process models. Cyclomatic complexity is equally helpful 635

for process model complexity analysis [44] since the basic 636

idea of complexity and understanding is similar in both cases. 637

It was further found that an increase in places, transitions, and 638

precisely the number of splits and joins affect the comprehen- 639

sibility of the process model [47]. 640
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FIGURE 10. Taxonomy of Process complexity reduction approaches.

An important findingwas that several studies judgedmodel641

complexity just by visual analysis instead of any standard642

metric. At the same time, no justification was given for man-643

ual usage of a visual method for concluding about complexity.644

Nevertheless, the suitability of structural complexity measure645

is coupled with process modeling notation in hand.646

C. RQ 3: WHAT ARE TECHNIQUES TO DEAL WITH647

PROCESS MODEL COMPLEXITY?648

To answer this question, we first categorized the process649

complexity reduction techniques into approaches and sub-650

approaches. In the higher level, we classified the techniques651

according to the general approach they used, whereas in the652

subcategory, we further subclassified the general approaches653

according to the specific technique they used. Based on the654

results, we formulated the taxonomy of these approaches655

presented in Fig. 10. On the other hand, Fig. 11 reports the656

usage frequency of each approach calculated in percentages.657

The frequency is based on their usage in selected articles.658

1) CLUSTERING-BASED APPROACHES659

Clustering is the process of grouping items into similar con-660

tainers known as Clusters. An event log may contain het-661

erogeneous behavior, such as executing different sequences662

of activities in a process. Each process execution is called663

a process instance, also known as a Trace. In a sample664

trace <ABDCE>, Activity ‘‘A is directly followed by B’’665

represents an instance of process execution behavior. Since666

traces may vary depending upon the execution behavior, the667

process model that originates from such an event log results 668

in a so-called spaghetti-like representation leading to the 669

complexity of the model [44]. The process of dividing the 670

whole log into groups of Traces exhibiting similar behavior is 671

called Trace clustering [43]. Some researchers also performed 672

clustering to deal with fine-grained event logs, such as activ- 673

ity clustering [42], [43], [48], [49]. Based on the quantitative 674

analysis, clustering in process mining remains the top choice 675

for dealing with complexity. We categorize clustering into 676

two subcategories, activity clustering and trace clustering. 677

Van Zelst and Cao [36], Song et al. [37], Delias et al. [42], 678

and Evermann et al. [43] performed Trace segmentation 679

to deal with fine-grained event log. They used the con- 680

cept of co-occurrence of activities to cluster them together. 681

Assy et al. [50] clustered traces based on a hierarchy of activ- 682

ities by grouping activities with a common label. Another 683

work in this dimensionwas performed by Sun and Bauer [47], 684

but their experiments were related to structured processes 685

rather than unstructured processes. Van Zelst and Cao [36] 686

presented the idea of clustering based upon the value of the 687

attributes, but no experimental evaluation of the technique 688

was performed. Another variant of clustering was by de 689

Leoni and Dündar [51], who carried out a combination of 690

abstraction and clustering. They identified batch sessions of 691

events using the concept of the time interval, and the activities 692

occurring together within short time intervals were clustered 693

together to simplify models. 694

Chapela-Campa et al. [31] and Sun et al. [46], [47] used 695

multiple features to cluster event logs. They presented the 696

VOLUME 10, 2022 101525



M. Imran et al.: Complex Process Modeling in Process Mining: A Systematic Review

concept of trace profiles as features of an event log, such as697

the frequency of a sequential relation A > B in an event log698

used as a feature to cluster event logs into homogenous sets.699

To some extent, they enhanced the behavioral quality of pro-700

cess models. In contrast, the process perspective, such as the701

complexity assessment of the process model, has largely been702

ignored, which is equally important. It remained unknown703

which features contribute to the optimal clustering in balanc-704

ing behavioral quality and structural quality of process mod-705

els. Here, the curse of dimensionality is yet another problem.706

In the presence of many features, finding an optimal feature707

for clustering is like finding a needle in a haystack. Neverthe-708

less, feature selection techniques are potential approaches to709

investigate and find the solution to this problem. Moreover,710

the activity recurrence was also overlooked. The recursion711

can be considered a variable for complexity since recursion712

increases the number of arcs in the process model, which713

is one of the dominant factors in introducing complexity to714

process models, as seen in the previous section.715

FIGURE 11. Usage frequency of complexity reduction approaches in
selected articles.

In pattern-based and guided clustering approaches, Bose716

and Van Der Aalst [54] and Hompes et al. [55] performed717

clustering based upon specific patterns in traces that represent718

a deviation from the normal process execution. Similarly,719

Wang et al. [44] used a set of constraints on the clustering of720

traces; they first extracted the most prevalent process model721

from the process model and clustered traces according to this722

new model.723

A guide clustering approach was adopted by724

Weerdt et al. [45]. They clustered traces using the so-called725

fitness measure of the process model to guide the clus-726

tering process. Process models having similar fitness were727

clustered together. Here it can be argued that the precision728

dimension is equally important as it restricts the modeling729

of additional behavior not seen in the log. Lu et al. [56]730

used a similar guided clustering technique based on process731

instance samples. Specifically, they used domain knowledge,732

e.g., sample process instances of diseases, and guided the733

clustering process based on those patterns. The traces in the734

process model having close precision to the provided patterns735

are clustered together.736

Taking a different perspective on clustering approaches, 737

De Koninck et al. [57] developed a technique to explain why 738

certain traces were clustered into specific clusters. They did 739

so by investigating common behavioral patterns in clusters, 740

such as the presence of activity X and Y in a cluster or a 741

relation X directly followed by Y in the cluster and many 742

other such rules. Ekanayake et al. [40] used a mixed-method 743

approach. They first clustered traces based upon variants, 744

and then abstraction was introduced to derive subprocesses in 745

each cluster by abstraction of activities that split and joined 746

in the same place. 747

Conclusively, the clustering approaches effectively divide 748

the log into subsets. Nevertheless, the main objective of 749

reducing the complexity of process models and making them 750

understandable has remained uninvestigated. The emphasis 751

of evaluation mostly remained on the behavioral quality of 752

process models. It is acknowledged that the resulting process 753

model should exhibit similar behavior as in reference models, 754

however, the actionable knowledge is also related to the sim- 755

plicity of process models and is vital to consider [32], [58]. 756

2) ABSTRACTION-BASED APPROACHES 757

In the process mining domain, Abstraction refers to hid- 758

ing less critical information from the process model and 759

showing them in an aggregate manner. The literature review 760

revealed that the term ‘‘abstraction’’ remained synonymous 761

with ‘‘aggregation’’ in process mining literature [59]. On the 762

other hand, some researchers, Günther and Van Der Aalst [8] 763

and Setiawan and Yahya [60], referred to aggregation as a 764

specific kind of abstraction that shows behavior in an aggre- 765

gate manner. The usage of abstraction-based techniques was 766

found in a context where activities in a log contained a fine- 767

grained level of information. 768

Günther and Van Der Aalst [8] first presented the concept 769

of abstraction and aggregation in process mining. Their work 770

is inspired by the idea of cartography (study of maps), where 771

they aim to show only relevant information at a specific level. 772

They used the concept of aggregation to show process model 773

elements (arcs and nodes) in an aggregated manner while 774

abstracting from insignificant details to simplify the model 775

significantly. Instead of Petri net, they used Process maps, a 776

Directly FollowsGraph (DFG) based notation to represent the 777

process model. Despite the inability of DFGs to differentiate 778

between splits (AND&ORSplits), the DFG notation remains 779

the most popular process modeling notation in process min- 780

ing since 25 commercial process mining products use DFGs 781

in their products [61]. However, their abstraction mechanism 782

is guided by the frequency of activities, i.e., infrequent activi- 783

ties are abstracted from the process map. Despite simplifying 784

the process models significantly, compliance checking is not 785

trivial using such models. 786

a: LOW-LEVEL TO HIGH-LEVEL ABSTRACTION 787

The concept of holonym-meronymy (whole-part of) relation 788

was used by Smirnov et al. [62] to introduce abstractions. 789

They used a dictionary-based match of activities to infer the 790
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relationship between two activities. The activities under the791

same holonym are abstracted, thus simplifying the process792

model. However, a dictionary-based activity hierarchy may793

not always represent a proper hierarchy. Context (domain794

semantics) of activity execution is essential here. Moreover,795

the behavioral or structural complexity measures were not796

assessed to validate model quality.797

Deokar and Tao [63] and Smirnov et al. [64] used a similar798

concept of semantic relatedness. Instead of meronymy-based799

abstraction, they used the existing role hierarchy process800

model, and activities in the model were abstracted accord-801

ingly. However, their approach is led by an assumption that802

a process model containing process hierarchies is always803

present. Moreover, the problem of the same activity falling804

under multiple hierarchies was ignored. Another similar805

approach was suggested by Richetti et al. [59]. Their abstrac-806

tion was limited to only one hierarchy level, and no evaluation807

was conducted against real-world datasets.808

Baier et al. [28] and Ferreira et al. [65] introducedmapping809

of low-level activities to their high-level counterparts. The810

advantage over existing techniques was incorporating domain811

knowledge in the low-level to high-level activity mapping.812

A significant part of this mapping was carried out manually,813

and their work was not precise enough to map activities.814

Having low-level to high-level activity mapping in hand,815

Tax et al. [66] leveraged supervised learning techniques816

for process abstraction by using a sample of abstrac-817

tions. However, their experiments were limited to simulated818

datasets only. Mannhardt et al. [67] used abstraction of low-819

level event logs to higher levels. Custom activity patterns and820

model-based activity patterns were used for the abstraction821

process. Their technique remained computationally expen-822

sive, and in the case of multiple abstraction candidates, only823

one was chosen arbitrarily with no validation of abstraction824

results.825

Instead of using a single attribute for the abstrac-826

tion of event log and activity hierarchy generation,827

Leemans et al. [41] proposed a multilevel activity hierarchy828

to simplify the model. Their technique accepts more than one829

attribute as a hierarchy classifier and uses them to perform830

multilevel abstractions according to the order of attributes.831

Klessascheck et al. [68] considered the application of832

process mining on un-processed event logs as the reason833

for process complexity. They specifically focused on logs834

originating from the healthcare domain. Instead of specifying835

the name of the activity performed, only the drug names836

were used as the activity identifier. According to the con-837

text, they proposed activity transformation, such as specific838

medicine, that may belong to the NSAID category. Activity839

names were replaced with an abstracted version such as840

‘‘Prescribe NSAID.’’ This way, multiple NSAID medicines841

were abstracted, resulting in a more straightforward process842

model. However, the quality of the abstraction remained843

unvalidated.844

Li et al. [14] introduced the concept of classes to activities845

known as activity instances in process mining. Each activity846

containing the same preceding and succeeding activities is 847

abstracted based on window size. They do so recursively by 848

introducing multilevel abstractions over the log. Their tech- 849

nique simplifies the process model but is limited by assuming 850

that each class at a specific abstraction level belongs to one 851

higher level class. However, in real-life cases, the same class 852

may belong to multiple higher-level process classes. 853

Instead of activities-based abstraction, Tsagkani and 854

Tsalgatidou [38] considered additional attributes for abstrac- 855

tions, such as role hierarchies. However, their abstraction 856

technique was highly influenced by the experience and exper- 857

tise of those involved in abstraction. 858

b: FREQUENCY-BASED ABSTRACTION 859

Chapela-Campa et al. [31], [69] think that less frequent 860

traces contribute to complexity in the process model, so the 861

frequency-based abstraction of activities was carried out to 862

simplify the model. The activities occurring under a specific 863

threshold are abstracted and thus resulting in several process 864

variants. They claimed their technique could simplify the 865

process model in terms of complexity based on the P/T-CD 866

metric, but no such results were demonstrated. 867

c: GOAL-BASED ABSTRACTION 868

Vathy-Fogarassy et al. [70] proposed a goal-based process 869

discovery methodology specifically for a healthcare envi- 870

ronment and ignored tasks not required to analyze disease 871

under focus. They simplify the process model based on the 872

domain-specific taxonomy by introducing multilevel abstrac- 873

tions over the log. However, their approach is specific to 874

the healthcare domain where process taxonomy such as dis- 875

ease investigation levels is present. They used no behavioral 876

or structural complexity metric for model assessment and 877

relied on visual analysis. Nevertheless, their technique has 878

the potential to be applied in other domains too. A similar 879

healthcare specific approach was suggested by Erdogan and 880

Tarhan [71]. Their approach remained focused on challenges 881

associated with evaluation of complex processes primarily 882

originating from healthcare domain. 883

3) NOISE FILTRATION APPROACHES 884

Noise filtration approaches apply filters on certain properties 885

of log or model against specific thresholds to simplify the 886

process model. No single definition of noise exists in process 887

mining literature; instead, the noise is defined in an ad-hoc 888

manner keeping in view the context. However, according to 889

Sani et al. [9], filtering approaches lower the size of pro- 890

cess instances needed by process discovery algorithms and 891

thereby reducing the complexity of the process. 892

Considering the complex nature of processes in the Health- 893

care domain, Kaymak et al. [72] used a goal-based process 894

discovery approach and filtered behavior irrelevant to the goal 895

of process discovery. They claimed that their process is of 896

medium complexity; however, they remained vague about 897

complexity assessment and relied upon visual analysis of 898

model complexity. 899
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Weber et al. [73] attributed the ‘‘split’’ and ‘‘join’’ con-900

structs in a process model as a reason for the noise and901

proposed that removing such constructs improved the under-902

standability of the model. Cheng and Kumar [4] used the903

term ‘‘log sanitization’’ to perform noise filtration on the log.904

They cited duplicate, incomplete, inconsistent, and incorrect905

behavior as noise and proposed to remove such patterns906

from the log to improve process model comprehensibility.907

However, their definition of noise may have alternative expla-908

nations as well. Such as, they termed inconsistency in activity909

orders as noise; in reality, such patterns can result from com-910

pliance issues that require further investigation. Secondly,911

they did not evaluate their approach on real-world data sets.912

De San Pedro et al. [74] relied on the behavioral precision913

metric to distinguish between noise and normal behavior and914

proposed simplifying logs by removing less-precise behavior.915

Although their approach is feasible for situations where pre-916

cision is critical, still some level of generalization is necessary917

to retain the predictive power of the process model. Here,918

the notion of an incomplete log is also important if process919

data has been extracted from the process in execution; in920

such situations, the running cases will be removed due to low921

precision.922

Conforti et al. [29] and Sani et al. [75] labeled infre-923

quent behavior as noise and the reason for introducing addi-924

tional arcs and nodes in the process model. They proposed925

to remove such behavior to simplify the process model.926

Notwithstanding, infrequent behavior is essential in terms of927

compliance perspective, and such behavior might also have928

alternative explanations, such as anomalous behavior that929

triggers the need for further investigation. A similar approach930

was used by Rashid et al. [76] to deal with complexity. They931

set a frequency-based threshold, removed infrequent behavior932

against it, and relied on visual analysis. As pointed out pre-933

viously, the same argument of the importance of infrequent934

behavior holds for this study too.935

An alternate terminology for noise, the chaotic activities,936

was introduced by Tax et al. [30]. They termed randomly937

occurring activities at different positions of the process model938

as chaotic activities. They argued that such random activ-939

ities hinder the comprehension of process execution [30].940

Although they successfully detected such patterns in the log,941

their impact on the complexity of the process model remained942

unevaluated, and no real-world explanation of such behavior943

was presented.944

Vidgof et al. [77] considered the problem of remov-945

ing infrequent behavior from the log. They proposed that946

rather than removing infrequent behavior, both the least fre-947

quent and most frequent behaviors should be preserved and948

included in the model. Their technique was an improvement949

over existing frequency-based noise filtration techniques in950

terms of considering both frequent and infrequent behav-951

ior. They relied on a visual analysis approach to assess952

complexity.953

An incremental process discovery was proposed by954

Schuster et al. [78]. Rather than automatically discovering955

the whole process model, they suggest human involvement 956

in discovering the process model and only model. Each trace 957

is added to the process model, and its impact on model com- 958

plexity is observed. The trace increasing model complexity 959

is filtered out. The approach seems feasible when only a 960

bunch of traces are mined. However, a high number of traces 961

result in time-consuming process discovery and ignores the 962

main objective of process mining, i.e., to discover the process 963

automatically. 964

Finally, Zhang et al. [34] extracted mainstream behavior 965

from the event log, i.e., the traces occurring more frequently 966

or those containing frequently occurring activities. They used 967

mainstream behaviors to extract behavioral probabilities of 968

traces using Hidden Markov Models. The traces having less 969

probability against mainstream behavior are removed from 970

the log, thus simplifying the process model. Their frequency- 971

based filtration technique also remained biased towards infre- 972

quent behavior. 973

Although filtration-based techniques use a straightfor- 974

ward method to deal with complexity, the frequency-based 975

treatment of behavior filtration is somewhat unreasonable. 976

From the perspective of compliance checking, the Infre- 977

quent behavior does not always represent noise [2]. Such 978

behaviors are important for further investigation about why 979

and when these happened. Conformance checking is a post- 980

process discovery activity; this implies that if infrequent 981

illegal behaviors are removed using filtration techniques, the 982

violations against standard process executions would not be 983

detected. This problem calls for techniques that can distin- 984

guish between ‘‘infrequent legal behavior’’ and ‘‘infrequent 985

illegal behavior’’ and allow for filtration only over infrequent 986

legal behavior to preserve the compliance checking properties 987

in the log. Secondly, most noise filtration techniques rely 988

on visual analysis for complexity analysis. The complexity 989

analysis should be compared against some standard metrics. 990

Thirdly there was a gap in evaluating techniques against real- 991

world data sets and the context of real-world scenarios. 992

4) PATTERN-BASED APPROACHES 993

Pattern mining-based approaches simplify complex process 994

models by extracting such execution behaviors from pro- 995

cess models that contain specific patterns and only generate 996

process models from such patterns. Such patterns represent 997

subprocesses and process discovery based upon frequent 998

behavioral patterns in the log, commonly referred to as Local 999

Process Models (LPMs) [79]. LPM discovery techniques are 1000

guided by patterns. The traces which do not contain rule- 1001

satisfying patterns are removed from the log [80]. 1002

Frequency-based pattern mining approach was used by 1003

Liesaputra et al. [80]. They simplified the log based on the 1004

thresholds, such as the frequency of specific patterns in the 1005

log. Infrequent patterns are abstracted from, and only fre- 1006

quent patterns are mined. 1007

Yahya et al. [58] introduced the actionable model 1008

discovery concept. They termed the actionable knowl- 1009

edge as behavioral patterns important to process analysts. 1010
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They proposed to apply constraints for retaining such behav-1011

ior in the process model to reduce the number of patterns.1012

Their technique remained subjective in defining actionable1013

knowledge by domain experts rather than relying on model1014

complexity measures. Moreover, the manual intervention of1015

process analysts for marking actionable and non-actionable1016

knowledge is time-consuming when a wide range of behav-1017

iors are available.1018

Diamantini et al. [81] proposed subprocess mining. They1019

extracted all activity-department pairs occurring together1020

from the log and introduced higher-level abstractions over1021

these pairs. Then a process model is mined using the causal1022

relations between two higher-level subprocesses. However,1023

they did not assess their technique against the behavioral or1024

structural complexity metrics.1025

The mining of Local Process Models was first proposed1026

by Tax et al. [79]. They used well-known concepts of pattern1027

coverage such as support and confidence metrics to mine1028

frequent behavioral patterns from the log to extract the subse-1029

quence of patterns repeatedly appearing in the log. Their tech-1030

nique remained computationally expensive because many1031

activities result in a high number of patterns. Tax et al.1032

[32], [79] further extended their technique by taking care of1033

the problem of a large number of patterns. They proposed1034

considering only those patterns that provide some utility,1035

i.e., only the interesting patterns in the mining context. They1036

specified context-related constraints and applied them over1037

patterns to retain only the concerning patterns. Similarly,1038

Djenouri et al. [82] proposed the frequent itemset mining1039

approach to deal with a large number of patterns by only1040

considering the ones having a high support value.1041

Rather than focusing on frequent behavioral patterns,1042

Chapela-Campa et al. [83] considered the irregular pat-1043

terns important for analysis. They were the first to refrain1044

from considering infrequent behavior as noise. They made1045

a contrasting claim when compared with statements of other1046

researchers. In comparison, other researchers argue that infre-1047

quent behaviors are one of the primary reasons for increased1048

complexity. However, Chapela-Campa et al. [83] remained1049

ambiguous on how mining less frequent behavioral patterns1050

resolve the complexity problem. They also presented a fre-1051

quent pattern mining approach [84]. Compared to existing1052

techniques, their novelty was the ability to extract frequent1053

structures such as loops, parallel, and selection structures.1054

In summary, the pattern mining approaches can greatly1055

simplify process models, but only specific patterns or subpro-1056

cesses are focused on rather thanmodeling all behavior. It was1057

also observed they the pattern mining approaches remained1058

computationally expensive. Further work on improving the1059

computational expensiveness of such techniques is required.1060

Secondly, the evaluation of such techniques was inspired1061

by metrics from the data mining domain, such as support1062

and confidence measures. No evaluation against structural1063

complexity measures was performed to measure the com-1064

plexity. Lastly, most of the pattern mining techniques work1065

based on frequencies. In the case of highly variable data with1066

low frequencies, it will be challenging to implement such 1067

techniques for model simplification. 1068

In addition to the previously mentioned four dominant 1069

complexity reduction approaches, Kaouni et al. [85] proposed 1070

a visual analysis approach for complexity reduction. They 1071

propose using dotted charts and frequency-based graphs for 1072

process analysis. Although the graphs and dotted charts do 1073

help in conducting preliminary evaluation of the process data 1074

[2], [86], [87] and can be used as supplementary analysis 1075

types, however, the end-to-end analysis of the process is not 1076

possible using such visualizations. 1077

Alongside the complexity reduction strategies, we also 1078

analyzed the literature on the types of datasets utilized for 1079

evaluation and validation of the complexity reduction tech- 1080

niques in order to determine the researchers’ concentration on 1081

specific areas. Fig. 12 depicts the datasets of several processes 1082

utilized by researchers for evaluating and validating com- 1083

plexity reduction approaches. Almost one-third (30%) of the 1084

studies made use of healthcare datasets. The usage of datasets 1085

for the processes of securing a bank loan, managing incidents, 1086

and administering traffic fines were followed by healthcare 1087

domain. The majority of these datasets are from the Business 1088

Process Intelligence Challenge (BPIC) event, which is a busi- 1089

ness process analysis competition in which competitors get 1090

both real-world and synthetic datasets. In addition to process 1091

complexity research, these datasets are also popular and are 1092

commonly used throughout the process mining literature and 1093

openly accessible. 1094

D. RQ 4: WHAT ARE THE STRENGTHS AND LIMITATIONS 1095

OF EXISTING TECHNIQUES DEALING WITH PROCESS 1096

MODEL COMPLEXITY? 1097

This section presents the strength and limitations of each of 1098

the four approaches used for dealing with process complexity. 1099

1) CLUSTERING-BASED APPROACHES 1100

The strength of clustering-based techniques for clustering 1101

lies in dealing with process complexity in an unsupervised 1102

fashion and segmenting a complex process to traces level. 1103

However, this may also result in an unacceptable cluster- 1104

ing solution when traces are clustered based on a spe- 1105

cific perspective rather than random. Trace-level clustering 1106

approaches are suitable for dealing with model complexity 1107

when trace-level heterogeneity is observed in the log. In this 1108

direction, Jablonski et al. [52] used a frequency-based trace 1109

clustering method. Their clustering solution did not differ- 1110

entiate between frequent and infrequent behavioral patterns. 1111

Although there is a possibility that traces end up in the wrong 1112

clusters using their approach, nevertheless, all behavior is 1113

included in the final trace clustering solution. When trace 1114

level fitness is the goal, trace clustering is a better choice 1115

because it results in a good average fitness value [45]. 1116

The curse of dimensionality was another limitation in trace 1117

clustering approaches. When many features are available for 1118

clustering, dimensionality reduction techniques can be used, 1119

but this results in the loss of individual features’ impact over 1120
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FIGURE 12. Datasets of different processes used for experiments and validation of complexity reduction techniques.

trace clustering. It was found that researchers have remained1121

vague about an optimal number of clusters in terms of the1122

striking best balance between behavioral and structural com-1123

plexity measures. Model complexity is largely ignored during1124

clustering, and only cluster homogeneity and behavioral qual-1125

ity measures are considered for measuring model complexity1126

[36], [37], [52], [56]. Some researchers look at repeating trace1127

behaviors in isolation [37], [52]. It can be argued that traces1128

will end up in different clusters in frequency-based clustering1129

if repeating behavioral patterns are also considered. So, the1130

impact of repeating behaviors over clustering is worth the1131

investigation.1132

2) ABSTRACTION-BASED APPROACHES1133

The strength of abstraction-based approaches lies in deal-1134

ing with fine-grained process execution detail. Fine-grained1135

refers to the log recording of each precise sub-step involved1136

in process execution. The aim is to simplify process models1137

by transforming a low-level log into a high-level counter-1138

part. Such techniques are suitable for logs in which pre-1139

cise behaviors of process execution are found. Irrelevant1140

behavior is abstracted from the final visualization; how-1141

ever, a clear distinction must be made between irrelevant1142

and relevant behavior. It was noticed that researchers rarely1143

consider matric-based complexity assessment. The process1144

model evaluation was performed either using visual analysis1145

[8], [68], [70] or behavioral complexity measures such as the1146

fitness, precision & f-measure [31], [38], [62], [69].1147

Hierarchical abstraction has the potential to simplify the1148

process model with customizability, but the presence of activ-1149

ity hierarchy is a prerequisite. Moreover, the same activity1150

appearing in multiple levels of the activity hierarchy was 1151

used in isolation without considering the activity execution 1152

context to determine the correct level [14], [64], [67]. The 1153

validation of the abstraction solution remained missing and 1154

mostly remained influenced by the experience of the abstrac- 1155

tor [38]. It was observed that experiments were performed 1156

on simulated datasets only, and patterns-based abstraction 1157

approaches remained expensive as it generates many can- 1158

didate patterns for abstraction [67]. Further works on vali- 1159

dation and optimization of abstraction-based approaches are 1160

required. 1161

3) FILTRATION-BASED APPROACHES 1162

As opposed to clustering and abstraction, the strength of 1163

filtration-based techniques lies in the straightforward treat- 1164

ment of the log to simplify the process model by applying 1165

constraints to remove noise from the log. Behaviors not 1166

fulfilling the pre-specified criteria are considered noise and 1167

thereby removed from the log. A frequency-based treatment 1168

was employed on the log to detect the noise and remove it. 1169

Some researchers used directly-follows dependency of events 1170

as a metric to filter logs from infrequent behaviors. In treating 1171

infrequent behavior, domain knowledge is of utmost impor- 1172

tance as they are essential for compliance checking. 1173

Similar to infrequent behaviors, the missing, swapped, 1174

or duplicate activities were also categorized as noise [4]. 1175

However, that can have alternate explanations, too, such as 1176

an indication of a potential compliance issue. Moreover, the 1177

behavioral precision-based variant of filtration techniques 1178

such as the one proposed by De San Pedro et al. [74] limits 1179

the showing the prediction behavior capability of the model. 1180
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All the above limitations must be considered when using1181

filtration-based complexity approaches.1182

4) PATTERNS-BASED APPROACHES1183

The strength of pattern-based approaches lies in the flex-1184

ibility to focus only on the intended part of the pro-1185

cess [82]. Like abstraction-based approaches, patterns-based1186

approaches also have good potential to deal with the fine-1187

grained log. Researchers have primarily performed pattern1188

mining based on the frequencies of the pattern [82], [88].1189

Guided patterns extraction is an important avenue to extract1190

valid patterns, but no works were found in this direction.1191

Another limitation was the problem of the computational1192

expensiveness of pattern-based approaches [79] and found to1193

be exponentially amplified with an increase in the number1194

of activities [33]. Visual analysis was prevalently used for1195

model complexity analysis by other approaches and was1196

also found in pattern-based approaches [84]. Researchers1197

remained focused on concepts from the data mining domain1198

to validate patterns such as support, confidence [33], [79], and1199

runtime performance measures. [81], [83]. It can be argued1200

that pattern validation against the standard procedure is more1201

important than frequency-based assessment.1202

E. RQ 5: WHAT ARE OPEN RESEARCH CHALLENGES AND1203

AVENUES FOR FUTURE RESEARCH WORKS1204

Based on the shortcomings of the existing research, serval1205

future research directions are proposed in this section to1206

resolve unsolved challenges.1207

The clustering-based techniques remained the most sig-1208

nificant in dealing with process complexity. In addition1209

to behavioral complexity, there is a need for clustering1210

approaches guided by model complexity rather than conclud-1211

ing about complexity at the end of the clustering process.1212

When using such an approach, the primary goal of com-1213

plexity reduction should be kept in mind. So far, it has been1214

observed that clustering is performed by randomly selecting1215

attributes at researchers’ discretion. However, it is unclear1216

which attributes contribute most to cluster homogeneity and1217

improve model complexity during clustering.1218

Moreover, it has remained unclear how many clusters are1219

enough to reduce model complexity. Every log has different1220

properties, and based on log properties; different attributes1221

can vary on cluster homogeneity, behavioral complexity,1222

and structural complexity. In this direction, incorporating1223

feature selection techniques is a potential avenue to select1224

the best features that exhibit discriminative power. Finding1225

and selecting the features that help reduce complexity for1226

clustering solutions and striking an optimal balance between1227

them is worth investigating. In most trace clustering tech-1228

niques, a sequential flow between two activities is considered,1229

although this can be justified because of having a process1230

perspective. However, the effect of n-grams of sequential1231

activities over cluster homogeneity in traces or partial traces1232

is also worth investigating.1233

The abstraction approach combined with the clustering 1234

techniques is a prospective approach to better deal withmodel 1235

complexity. At the same time, trace clustering can also ben- 1236

efit from patterns-based approaches such as making clusters 1237

based on patterns rather than activity frequencies. 1238

It was also noted that there is a lack of work on look- 1239

ing at model complexity from the log perspective. Similar 1240

labels are considered equal in clustering, but their context 1241

may differ [39]. Same activity labels from different depart- 1242

ments affect the aggregate frequency and will be clustered 1243

together during clustering, but in reality, the context may 1244

differ, and they should be clustered separately. Moreover, 1245

in a manual recording of logs, an inconsistency in activ- 1246

ity names will render an activity a separate modeling con- 1247

struct, thus increasing the complexity. The same holds for 1248

abstraction and patterns-based approaches, too, where the 1249

impact of duplicate instantiations of activity, e.g., duplicate 1250

label (same activity in multiple levels), needs to be eval- 1251

uated. This calls for an investigation of the effect of such 1252

patterns on model complexity and the relevant remediation 1253

approaches. 1254

One important finding was that many experiments had 1255

been conducted on already present datasets from the BPI 1256

Challenges data repository. One reason for this can be the 1257

unavailability of datasets. However, the datasets from other 1258

domains and sources must also be considered for the gener- 1259

alization of the approach. 1260

Regarding the discriminatory treatment of infrequent 1261

behavior, there is a need to differentiate between real noise 1262

and infrequent behavior and redefinition of term noise in 1263

Process mining, such as differentiation of infrequent legal 1264

behavior and infrequent illegal behavior. There can be many 1265

alternative explanations for infrequent behavior in the log, 1266

e.g., infrequently occurring incompliant behavior is crit- 1267

ical for compliance checking. An approach to clustering 1268

and modeling frequent and infrequent behaviors separately 1269

can help to reduce this impact. In a similar avenue, incor- 1270

porating domain knowledge to filter out irrelevant activi- 1271

ties is also a potential approach to deal with the effect of 1272

frequency-based biases towards logs to simplify the process 1273

model. 1274

In the context of patterns-based approaches, the problem of 1275

computational complexity exists. Researchers encountered a 1276

high computation time during pattern detection [79]. Further 1277

research is required to optimize the pattern computation time. 1278

Finally, it is recommended that the complexity metrics 1279

should be utilized for complexity assessment rather than rely- 1280

ing on visual analysis. The type of modeling notation should 1281

also be kept in mind, as not all metrics work for all types of 1282

modeling notations. For example, the number of nodes and 1283

arcs, density, CNC, and CN measures seem equally feasible 1284

for two popularmodeling notations, i.e., Petri net andDirectly 1285

Follows Graphs (DFGs). On the other hand, P/T-CD and CFC 1286

metrics are unique to the Petri net modeling notation as they 1287

evaluate split constructs in the process model that are not used 1288

in Directly-Follows graphs. 1289
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FIGURE 13. Conceptual model of Complexity problem in process mining.

IV. DISCUSSION1290

The results of the review indicate that the root cause of the1291

complexity problem is the characteristics of the processes.1292

Processes in some organizations are kept flexible or unstruc-1293

tured, which results in the event log being noisy, and sig-1294

nificantly varying behavior is recorded in the log. However,1295

this unstructuredness and variation affect process model qual-1296

ity, resulting in complex and spaghetti-like process models1297

that are sometimes inaccurate. No actionable insights can1298

be acquired from such models [14]. We have formulated a1299

conceptual model of complex process modeling in process1300

mining, as seen in Fig. 13. The grey part on the left-hand1301

side of the model represents the complexity problem and its1302

subparts, i.e., the origin of the problem and its impact. On the1303

other hand, the remediation part of the model represents four1304

prospective approaches as the strategies for resolving the1305

complexity problem.1306

Although results indicate that the high flexibility and vari-1307

ation in process cause complexity in process models, some-1308

times, a slight variation in process execution also causes this1309

problem. Based upon the context of the process execution,1310

the position change of a single activity can also result in1311

complexity and imprecision of process models. Tax et al. [30]1312

have further researched this dimension, explicitly focusing on1313

inaccuracy and complexity caused by an activity occurring at1314

random positions in the process. Nevertheless, the questions1315

like which activities are reasons for such issues, why this1316

happens in the first place, and the impact of such disparity1317

at different positions of process needs further investigation.1318

In our view, the literature missed treatment of another sig-1319

nificant cause of process complexity, i.e., the modeling of1320

multiple subprocesses in a single model, which can also relate1321

to the fine-grained level of process execution.1322

Taking a step back from post-processing approaches to deal1323

withmodel complexity, if the process designers or the process1324

managers can rethink the process flow and control the flexi-1325

bility, the complexity problemwill not occur in the first place.1326

This seems feasible on the one hand, but it depends upon the1327

rules and regulations of the organization since not all pro-1328

cesses can be kept under strict constraints. Even if the flexibil-1329

ity is controlled, the fine-grained process execution is another1330

bottleneck. Too much detail about process execution can be1331

dealt with by only recording certain abstracted versions of 1332

activities. Nevertheless, the fine-grained recording of pro- 1333

cess execution is highly significant for diagnostics and accu- 1334

rately pinpointing process performance bottlenecks. Both the 1335

supervised and unsupervised event abstraction strategies are 1336

observed in the literature. Supervised abstraction is limited 1337

to being guided by domain knowledge, whereas in the case 1338

of unsupervised event abstraction, there remains uncertainty 1339

about whether the abstraction hierarchy is valid. It remains 1340

undiscovered how to assess the validity of abstraction in cases 1341

where no domain knowledge is present. Further research is 1342

needed in this direction. 1343

In the case of post-event execution, the processes can be 1344

simplified using process mining algorithms. The researchers 1345

have proposed four approaches, clustering, abstraction, filtra- 1346

tion, and pattern mining. The Fuzzy miner [8] incorporates 1347

clustering and abstraction mechanisms to simplify process 1348

models. Because of its simple, scalable, and filtered Directly- 1349

Follows Graphs (DFGs) basedmodel generation, fuzzyminer 1350

remains the top choice for commercial process mining tools 1351

[61], [89]. However, DFG-based models fail to distinguish 1352

between a choice and a split construct [10]. 1353

The filtration approach was found to be used as an alterna- 1354

tive choice. Frequency-based event prioritizing in the model 1355

is an interesting approach to only model certain recurring 1356

behaviors. Nevertheless, the filtration approach has nega- 1357

tive implications for further advancing the process mining 1358

project. It threatens the validity of the conformance check- 1359

ing perspective of process mining, where process compli- 1360

ance is assessed against pre-specified rules and regulations. 1361

Incompliant behavior often infrequently occurs and will be 1362

ignored if filtration approaches are utilized. The filtration 1363

approaches can benefit from a prospective direction where 1364

a distinct treatment of frequent and infrequent behavior is 1365

made. Compliance-related significant behaviors should be 1366

preserved during the filtration process, and the rest of the 1367

behaviors can be filtered out as per normal flow. 1368

Subjective process mining techniques, such as guided and 1369

Local Process Model (LPM) discovery, are bounded by the 1370

modeler’s choice. The process modeler selects only those 1371

fragments of interest and concern to the process, e.g., pro- 1372

cess fragments that involve high financial costs. They are 1373
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superior to abstraction and filtration-based model discovery1374

for simpler model production as their focus remains only on1375

a specific part of the process regardless of frequent or infre-1376

quent behavior. However, LPM and guided process model1377

discovery are only feasible when end-to-end model discovery1378

is not a concern. Still, we think pattern-based approaches1379

are potential approaches to dealing with logs where multiple1380

processes or subprocesses are recorded in a single event log.1381

Results indicate that trace clustering remained the most1382

popular technique for dealing with complexity. However,1383

it was noted that rather than applying the straightforward1384

simplification approach, the clustering techniques implicitly1385

simplify process models by dividing the log into clusters1386

based upon certain random features. Although, it is estab-1387

lished that dividing the log into subsets improves individual1388

subset complexity. However, it was unexpected to see that1389

clustering was primarily carried out from a data perspective1390

rather than a process perspective, i.e., whether the generated1391

clusters are behaviorally correct. Considering the complexity1392

perspective, it seems logical to let the clustering process be1393

guided by features such as the complexity threshold of the1394

models, where traces in each cluster are ranked according to1395

their complexity. This can be achieved by using complexity1396

measures and grouping the traces with a similar level of1397

complexity into the same cluster according to the complexity1398

threshold.1399

Further, categorizing the traces according to the complex-1400

ity level will not be enough. Introducing abstraction-based1401

techniques over clustering results can significantly result in1402

an optimized solution. We call for further research to validate1403

this mix and match combination.1404

The prevalence of healthcare datasets among those used1405

for evaluation purposes demonstrates that the processes in the1406

healthcare domain are more complex than any other domain.1407

The patient treatment process in the healthcare industry con-1408

sists of numerous activities and that too deals with various1409

disciplines and subareas [11], [71], which creates inherent1410

complexity. Similarly, the bank loan application process gets1411

complex due to different process execution behaviors trig-1412

gered by a range of customer types, loans, and financial1413

statuses. Same can be stated for other evaluation datasets1414

used throughout the complexity literature in process min-1415

ing. On the other hand, the researchers’ reliance on BPIC1416

datasets can be attributed to the easy and open accessibil-1417

ity of these datasets. Nevertheless, there exists an empirical1418

and knowledge gap on the usage of datasets self-collected1419

by the researchers. Experiments conducted on self-collected1420

datasets will help in revealing the other complexity perspec-1421

tives such as complexity in data collection and preprocessing.1422

Results revealed random and subjective utilization of pro-1423

cess complexity analysis metrics, mostly focusing on visual1424

analysis of the model. Selection of a suitable process com-1425

plexity metric is crucial since not all complexity quantifi-1426

cation metrics apply in all scenarios. The appropriateness1427

of complexity measure is coupled with process modeling1428

notation in hand.1429

The findings of this review comprehensively shed light on 1430

the process complexity problem in process mining. We think 1431

that the arguments about practical and theoretical implica- 1432

tions of existing approaches will help the novice and the 1433

currently working researchers in this domain understand this 1434

problem in a broader context. Moreover, it is expected to 1435

pave the way for extending knowledge in this direction using 1436

proposed future research endeavors. 1437

Although this review was intended to be comprehensive, 1438

there are some threats to the validity of the results and find- 1439

ings. For quality purposes, the papers indexed in popular 1440

databases having at least one citation were included in the 1441

review. Ignoring this criterion can expand the number of arti- 1442

cles; however, this compromises the quality. Moreover, the 1443

focus remained on journal articles and conference proceed- 1444

ings. The book chapters and workshop papers were excluded. 1445

However, many conference proceedings have been published 1446

as book chapters in the well-known Springer Lecture Notes 1447

Series. Such articles are unaffected by our book exclusion 1448

criteria. 1449

V. CONCLUSION 1450

Process mining techniques hold the potential to find bottle- 1451

necks and improve the business processes of organizations. 1452

However, If the process mining results are not understand- 1453

able or complex, the whole project becomes useless. Several 1454

researchers approached the complexity problem in process 1455

mining, but a general overview of the topic at hand remained 1456

missing. In this paper, we conducted a systematic literature 1457

review to have a unified overview of the approaches for 1458

dealing with the problem of complexity in the process mining 1459

domain. Six well-known research databases were searched. 1460

In addition to formulating a conceptual model of complexity 1461

problem, a taxonomy of complexity reduction approaches 1462

was also formulated. It was identified how the process com- 1463

plexity problem is realized across different studies, what 1464

factors contribute to it, and how complexity is analyzed and 1465

prevented. Subsequently, the identification of research gaps 1466

and future research directions are proposed. 1467

Findings reveal that the flexibility in the process, the fine- 1468

grained level of detail, and noise in the logs are the main 1469

contributors to process complexity. Moreover, it was found 1470

that the complexity problem is solved using four prospective 1471

approaches, clustering, abstraction, noise removal, and pat- 1472

terns mining. Different metrics used for these measures were 1473

identified. It was also noted that the emphasis of complexity 1474

analysis remained on behavioral complexity measures. At the 1475

same time, less importance is given to structural complexity, 1476

which directly relates to the process model’s comprehen- 1477

sibility. Finally, several research gaps and future research 1478

directions are also presented. 1479
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