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ABSTRACT To explore the relationship between traffic sign detection performance and driving sight
distance in haze environment, this paper proposed a UV correlation model among sight distance, haze grade
and traffic sign detection performance. First, the German traffic sign data set (GTSDB) is synthesized into
experimental data set according to three levels of light haze, haze and dense haze. The Faster R-CNN model
is utilized to detect the traffic signs after dehazing by Guided Filter Dehazing Algorithm. The detection
accuracy is as high as 95.11%, which shows that the model has strong generalization ability and adaptability.
Second, the weight is determined by haze, taking the driving sight distance as U layer and the detection result
of Faster RCNN model as V layer, establishing the UV correlation model. Finally, KM algorithm is used
to solve the correlation model, and the best matching result between UV layers is gained. The experimental
results show the haze level significantly affects the driving sight distance, and then affects the detection
accuracy of traffic signs. When the driving Sight distance threshold is 300 meters, 100 meters and 50 meters
in light haze, haze and dense haze, the KM algorithm obtains the detection accuracy levels of A (higher
than 93%), B (88%-93%) and C (85%-88%), respectively.
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INDEX TERMS Driving sight distance, faster R-CNN, haze environment, traffic sign detection, UV
correlation model.

I. INTRODUCTION16

Road signs are the basic facilities to guide road users17

to use the road orderly, inform road users of the right18

of way, and announce road conditions and traffic condi-19

tions [1]. Accurate and efficient detection of traffic signs20

is of great significance to ensure the safety of autonomous21

vehicles. However, in the haze environment, the line-of-22

sight is disturbed, which shortens the driving sight distance.23

It brings significant challenges to detect the traffic signs.24

The research of autonomous vehicle traffic sign recogni-25

tion and detection mainly adopts machine learning, deep26

learning and other methods. With the development of deep27

learning theory, the improvement of CNN,VGG,YOLO and28

other neural networks has been widely used in traffic sign29

recognition and detection [2], [3], [4], [5], [6], [7], [8], [9].30

The associate editor coordinating the review of this manuscript and
approving it for publication was Shaohua Wan.

Tabernik [2] used Mask-RCNN to detect and recognize 31

large-scale traffic signs. The improved method is employed 32

to experimental evaluation, and the error rate is less than 3%. 33

Wang [3] obtained a model that can classify traffic signs 34

through Caffe, and enabled it to recognize traffic signs in 35

real scenes. Yuanyuan [4] improved the VGG16 network 36

to detect small and dense traffic signs. Qiyuan [5] based 37

on the improved YOLOV3, detects traffic signs in complex 38

environments. The idea of residual dense network is used 39

to realize the reuse and integration of multi-layer features 40

of the network. Arman [6] proposed a new lightweight 41

CNN architecture. Measure based on GTSRB and BTSCD 42

datasets, and retrain the network model using transfer learn- 43

ing. Hechri and Mtibaa [7] uses HOG features and SVM to 44

classify traffic signs and recognize them through a convo- 45

lutional neural network. Wang [8] proposed improving the 46

accuracy of traffic sign recognition based on a deep cas- 47

cade network with cascaded sub-networks. The speed sign 48

101124 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 10, 2022

https://orcid.org/0000-0003-3923-0068


R. Hu et al.: Traffic Sign Detection Based on Driving Sight Distance in Haze Environment

detection based on a complex environment has achieved good49

experimental results. Zhang et al. [9] proposed a cascaded50

R-CNN to obtain multi-scale features of pyramids to detect51

traffic signs. Then the detection accuracy is enhanced by52

multi-scale attention and data expansion. The method is used53

in GTSDB, CCTSDB and reliable experimental results have54

been achieved in datasets such as LISA.Besides improving55

the model, many scholars also put forward innovative exper-56

imental methods to identify and detect traffic signs [10],57

[11], [12], [13], [14], [15], [16], [17], [18], [19], [20] Li and58

Wang [10] designed and implemented a detector using the59

framework of Faster RCNN and the structure of MobileNet.60

Arcos-García et al. [11] proposed a deep learning method for61

traffic sign recognition system. Li et al. [12] put forward the62

deep learning method of DeepSign to study the task of traffic63

sign recognition. Zhang et al. [14] put forward TSR algo-64

rithm on the basis of improving LeNet-5 algorithm. Aziz and65

Youssef [17] proposed a novel and effective traffic sign recog-66

nition method based on the combination of complementary67

feature set and discriminant feature set. Nadeem et al. [18]68

proposed a method around deep learning. Firstly, the model69

was pre-trained on the German traffic sign data set. And70

then the model was fine-tuned using the Pakistani data set71

(359 different images). The models proposed by these schol-72

ars have obtained excellent experimental results, which can73

efficiently and accurately detect and identify traffic signs.74

Cao et al. [19] proposed an improved sparse R-CNN model,75

and further improved the existing backbone network. Exper-76

iments on TT100K data set show that this method has good77

accuracy and robustness. Ren et al. [20] proposed a new type78

of real-time traffic sign detection system, which uses deep79

separable DetNet(DS-DetNet) lightweight backbone network80

and lightweight feature pyramid network (LFFPN) to realize81

feature fusion.82

The above research is mainly aimed at the visual recog-83

nition of autonomous vehicles in normal driving environ-84

ment. At present, research on traffic sign recognition and85

detection in special environments such as haze has attracted86

notable attention [21], [22], [23], [24], [25], [26], [27], [28],87

[29], [30]. Hodges [21] used Siamese network to create88

a new training method of image dehaze model based on89

deep learning. Themodel achieves superior performancewith90

multiple image quality metrics, as well as improvements in91

object detection. Yan et al. [22] used a dark channel priors92

and support vector machines to dehaze and classify speed93

limit signs. A seven-layer convolutional neural network is94

employed for identification. The recognition rate of themodel95

for speed limit signs is 98.51%, which is better than human96

performance. Xinxiu et al. [23] used IRCNN to remove the97

haze. A multi-channel convolutional neural network model is98

proposed to recognize dehazed images. And its recognition99

effect is common and its adaptability is strong. Wiesemann100

and Jiang [24] studied the effect of haze on traffic sign detec-101

tion and simulated the visibility using a haze model, validat-102

ing the performance of the detection method. Ma et al. [26]103

used dark channel prior algorithm based on guided filtering to 104

process foggy images, and detected them based on improved 105

YOLOv3 detection algorithm. Anthony and Biswas [27] used 106

machine learning technology and convolutional neural net- 107

work to realize real-time traffic sign detection in fog. 108

In the haze environment, the driving sight distance has a 109

significant impact on the detection and recognition of traffic 110

signs. Deng et al. [31], based on limited sight distance, used 111

hierarchical driving behavior assessment to observe danger- 112

ous driving behavior in haze. The experimental results can 113

inform actions to improve road safety during heavy haze. 114

Belaroussi and Gruyer [25] produced images of traffic signs 115

including haze and no haze. And according to the density of 116

haze to measure the distance required to detect the marker 117

and the meteorological visibility distance and its influence 118

on safety. Discetti and Lamberti [32] specially developed a 119

mathematical model to study the relationship between sight 120

distance and sign position. The warning curve of insufficient 121

sight distance was investigated. 122

In order to verify the detection performance of traffic 123

signs in haze environment, the relationship between driv- 124

ing sight distance, haze level and detection clarity of traffic 125

signs is comprehensively considered. We established a UV 126

correlation model. KM algorithm is introduced into traf- 127

fic sign detection experiment for the first time to discuss 128

the relationship between sight distance, haze level and traf- 129

fic sign detection effect. In addition, different from other 130

papers on haze removal, we study the haze degree in dif- 131

ferent grades, and the comparative experiment can reduce 132

the experimental error to a certain extent. Using the guided 133

filtering algorithm to improve the traditional dark channel 134

prior theory, it can not only remove haze efficiently, but 135

also remove the noise on the image. Faster R-CNN model 136

is used to detect traffic signs on the haze-removed images. 137

Based on the experimental results, the influence of different 138

sight distances on traffic sign detection in haze environment 139

is discussed.The main contributions of this paper are as 140

follows: 141

(i) In order to avoid experimental errors, this paper studies 142

the classification and refinement of haze. Based on the prior 143

theory of dark channel, the guided filter is used to improve it. 144

The improved method can not only remove the haze of traffic 145

signs, but also eliminate the bad phenomena such as white 146

edge and halo effect, and denoise the images. 147

(ii) The UV correlation model established in this paper 148

can well explore the relationship between haze, traffic signs 149

and the threshold of sight distance. This paper applies 150

KM algorithm to traffic sign detection for the first time. 151

KM algorithm is used to analyze and solve the proposed UV 152

model. Finally, the influence level of sight distance thresh- 153

old on traffic sign detection effect in haze environment is 154

obtained. 155

(iii) he experimental method adopted in this paper is quick 156

and simple, and can be extended to other data sets. 157

The experimental process is illustrated in Figure 1. 158
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FIGURE 1. Experimental modeling process.

II. MODEL ESTABLISHMENT159

A. DEHAZING MODEL160

1) ATMOSPHERIC SCATTERING MODEL161

In computer vision, atmospheric scattering models are widely162

used:163

I (X ) = J (X )t(x)+ A(1− t(X )) (1)164

Among them, I (X ) is the image to be dehaze, J (X ) is the165

image to be restored without haze, A represents the global166

atmospheric light component, and t(x) is the transmittance.167

The current known condition is I (X ) and the target value168

J (x) is required. The three unknowns make the equation have169

infinite solutions, so a prior is required.170

2) DARK CHANNEL PRIOR ALGORITHM171

Hek et al. [33] experimental teams proposed a dark chan-172

nel prior model to perform statistical analysis on a large173

number of haze-free images. Then, the haze distribution is174

estimated based on the atmospheric scattering model. Satis-175

factory defogging effect is obtained.176

The dark channel means that in the local area of most177

images, one or more of the three color channels of R, G, and B178

have gray values with some pixels that are very small or even179

close to 0. For any input image, the size of the dark channel180

of the point value can be solved by the following formula:181

Jdark (x) = min
y∈�(x)

[
min

c∈{r,g,b}
J c(x)

]
(2)182

Among them, �(x) is the local area centered on x in the183

input image, J c(x) is the gray value of one channel in the184

corresponding image area, and Jdark (x) is the minimum value185

of a pixel in the three channels of R, G and B. The dark186

channel prior theory points out that the dark channel of the187

output haze-free image J (x) tends to zero for non-sky areas. 188

According to the atmospheric scatteringmodel, assuming that 189

the atmospheric light value A is known, the formula (1) is 190

transformed to obtain: 191

IC (x)
AC
= t(x)

JC (x)
AC
+ 1− t(x) (3) 192

The transmittance t(x) of each window is assumed to be 193

a constant and recorded as t̃(x). When the value of A is 194

known, the minimum value of both sides of equation (3) can 195

be obtained twice at the same time. 196

min
y∈�(x)

[
min
c

IC (x)
AC

]
= t̃(x) min

y∈�(x)

[
min
c

JC (x)
AC

]
+ 1− t̃(x) 197

(4) 198

According to the dark channel prior theory: 199

Jdark (x) = min
y∈�(x)

[
min

c ∈ {r, g, b}
J c(x)

]
= 0 (5) 200

Substitute equation (5) into equation (4) to get the esti- 201

mated value of transmittance t . 202

t̃ (x) = 1−
min

y ∈ �(x)

[
min
c
IC (x)
AC

]
(6) 203

In real life, smog is everywhere. Even on sunny days, there 204

is still some particulate matter in the air. Therefore, in order 205

to ensure the depth of field of the human eye, it is neces- 206

sary to maintain a certain degree of haze during dehazing. 207

The estimated transmittance are corrected by introducing a 208

factor between 0 and 1 (typically w = 0.95), as shown in 209

equation (7): 210

t̃ (x) = 1− ω
min

y ∈ �(x)

[
min
c
I c (x)
Ac

]
(7) 211
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When the atmospheric light value A is unknown, the dark212

channel algorithm can effectively remove haze. By in the213

original haze image, the extracted pixels are 0.1% before214

the brightness, and then the atmospheric light value A is215

set as the highest brightness point value in the input image.216

To avoid that the transmittance is too small to cause the217

haze-free image to be excessively white, the lower limit value218

of transmittance t0 is taken as 0.1. When t < t0, t = t0 = 0.1.219

The transmittance and atmospheric light value are substituted220

into formula (1), and the restoration formula of the sorted221

image is as follows:222

J (x) =
I (x)− A

max[t (x) , t0]
+ A (8)223

3) GUIDED FILTER DEHAZING ALGORITHM224

Because the calculated transmittance is relatively rough, the225

image effect obtained only by the above method is difficult226

to meet the experimental needs [34]. To effectively avoid227

the white edge and halo effects, the method of guided fil-228

tering is used to improve the dark channel prior algorithm229

by refining the transmittance map. Suppose the image is a230

two-dimensional function that cannot be expressed analyt-231

ically, so the input and output of the function satisfy the232

following linear relationship in the two-dimensional window:233

qi = ak Ii + bk ( ∀i ∈ wk ) (9)234

where q and i are the output pixel and input image values,235

respectively, I , k are the pixel indices, and a and b are the236

coefficients of the linear function when the window center is237

at k . Equation (9) can effectively remove image noise.Taking238

the gradient on both sides of the above equation, we can get:239

∇q = a∇I (10)240

Next, find the linear regression coefficients and minimum241

values of the following formulas:242

E (ak , bk) =
∑
i∈wk

((ak Ii + bk − pi)2+ ∈ ak2) (11)243

By the least square method, we can get:244

ak =
1
|w|

∑
i∈wk (Iipi − uk p̃k)

σ 2
k+ ∈

(12)245

bk = p̃k − akuk (13)246

where uk is the average value in window wk , σ 2
k is the247

variance in window, |w| is the number of pixels in the window,248

and p̃k is the mean of the image p in the window wk to be249

filtered.250

Calculates the average of all linear function values at a251

point. The output value at this point can be obtained:252

qi =
1
|w|

∑
i∈wk

(ak + bk) = āiIi + b̄i (14)253

This method can achieve edge preservation and smoothing254

effects. Its processing time is relatively short, so it has strong255

practicability. Its greatest advantage is to make the output256

and input images as gray as possible. At the same time, it is 257

ensured that the gradient of the output image is similar to that 258

of the guide image, to retain the essential characteristics of 259

the image. 260

Dehaze using an improved dark channel dehazing algo- 261

rithm. The treatment effect is shown in Figure 2. Among 262

them, Figure 2 contains three different levels of haze ren- 263

derings of light haze, haze and dense haze. As the haze 264

increases, the visibility of traffic signs becomes worse due 265

to the enhanced line-of-sight interference. The sharpness of 266

the dark primary color image decreases as the haze increases. 267

After the image is dehazed, the recognition clarity of the 268

traffic sign image is enhanced, which is beneficial to the 269

visual recognition and driving safety of autonomous vehicles. 270

Figure 2 Subjectively evaluates the experimental results of 271

haze removal by guided filtering. Table 1 objectively evalu- 272

ates the experiment. By comparing the peak signal-to-noise 273

ratio (PSNR) and structural similarity (SSIM) of the dark 274

channel haze removal experiment and the guided filter haze 275

removal experiment, it can be seen that the experimental 276

results of the guided filter haze removal algorithm under the 277

conditions of light haze, haze and thick haze are better than 278

those of the dark channel prior haze removal experiment.

TABLE 1. Comparative evaluation of two dehazing algorithms.

279

B. TRAFFIC SIGN DETECTION MODEL 280

1) FASTER-RCNN 281

Traditional detection frame generation process is slow. 282

Adaboost [35] uses a combination of sliding window and 283

image pyramid to complete the detection frame generation. 284

SS (Selective Search) method is used to generate detection 285

boxes in RCNN. In contrast, Faster R-CNN [42] improves 286

on its drawbacks. The RPN network is therefore proposed 287

replacing the traditional candidate region generation method. 288

The sliding window and SS method are removed to realize 289

end-to-end training. Meanwhile, RPN and Fast R-CNN share 290

convolutional features, which greatly reduce the training 291

time. ROI (Region of Interest) pooling uses max pooling to 292

fix the ROI on the feature map and thus the feature map size. 293

Use NMS (Non-maximum Suppressing) technology to filter 294

the number of candidate frames to get the highest detection 295

result. 296

To speed up extracting candidate regions and overcome 297

the problem of poor robustness of artificially designed fea- 298

tures, this paper uses the Faster R-CNN model in object 299

detection. The RPN is used to generate proposal candidate 300

regions. The detection network is utilized to classify and 301

locate pedestrian objects. The traffic sign detection process 302

is illustrated in Figure 3, where Faster R-CNN includes RPN 303
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FIGURE 2. Comparison of dehazing performance with different haze.

and detection network. The whole process of traffic sign304

detection is divided into input image, calculation of convolu-305

tion features through VGG16, extraction of initial candidate306

regions. The RPN is used to generate more accurate candidate307

regions, and the detection network is used for classification308

and regression calculation to obtain the rectangular frame of309

traffic signs.310

2) DETECTION AND TRAINING311

The RPN network is transferred to the ROI pooling layer for312

pooling operation, and a fixed-size candidate region feature313

map is generated. Classification and bounding box prediction314

are performed on these features. The detection network has315

two parallel output layers. The output of the classification316

layer is the probability distribution p = (p0, p1) of each317

bounding box over the two classes of traffic signs and non-318

traffic signs. Output of the border regression network is the319

border position parameter, tk = (tkx , t
k
y , t

k
xw, t

k
xh), and k repre-320

sents the category. The bounding box regression network and321

bounding box classification network is trained by a joint loss322

function, namely.323

L
(
p, u, tu, v

)
= Lcls(p, u)+ λ[u > 1] · Lreg

(
tu, v

)
(15)324

where Lcls(p, u) =?log(pu) is the logarithmic loss of true325

category u. Lreg will only be activated when the area to be326

detected is a traffic sign, that is, p ∗ i = 1. In order to get327

accurate rectangular frame, two groups of parameters are328

defined: the real frame of category u, v = (vx , vy, vw, vh),329

and the predicted frame of category U , tu = (tx , ty, tw, th).330

The detailed process is as following. 331

tx =
x − xa
wa

, ty = (y− ya) , tω = log
w
wa
, th = log

h
ha

(16) 332

where (x, y,w, h) is the center coordinate and frame width 333

and height of the real target traffic sign, and (xa, ya,wa, ha) 334

is the center coordinate of the candidate area and the width 335

and height of the area. The loss of border regression layer is 336

Lreg
(
tu, v

)
=

∑
SmothLi

(
tvi − vi

)
(17) 337

SmothLi (x) =

{
0.5 x2, |x| < 1
|x| − 0.5, else

(18) 338

In this paper, a two-stage Faster R-CNN model is used to 339

detect traffic signs after dehazing. First, modify the size of 340

the input image to 1360 × 800, and extract features through 341

the VGG16 network. Then, the feature vectors are introduced 342

into the RPN layer and the ROI Pooling layer for multi-scale 343

prediction. Finally, the fully connected layer and the softmax 344

function are used to classify and output the detection results. 345

C. MODEL OF DRIVING SIGHT DISTANCE IN HAZE 346

ENVIRONMENT 347

Driving sight distance refers to the longest distance that a 348

driver can continuously see obstacles at a certain height in the 349

lane in front of the road. Or see the traffic facilities and road 350

markings in front of the road from the normal driving posi- 351

tion [36]. Safe driving sight distance refers to the minimum 352

distance to take timely measures to prevent traffic accidents, 353
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FIGURE 3. Faster R-CNN algorithm detection flow chart.

including reaction distance, braking distance and safe parking354

distance [37]. The process of visual recognition of traffic355

signs by vehicles is presented in the following Figure 4.356

In the figure, L1,L2,L3,L4,L5 are the identification dis-357

tance, reading distance, decision-making distance, adjust-358

ment distance and safety distance, respectively. The sight359

distance involved in this article refers to the distance range360

from the visual recognition point to the point where the traffic361

sign is located.362

In the haze environment, the visibility is reduced, the line363

of sight is blocked, and the visible distance is shortened.364

At the same time, due to the scattering and absorption of light,365

the brightness of objects is decreased, making it difficult to366

detect and identify traffic signs, which bring security risks.367

Consult data [38] to get the relationship between road haze368

and sight distance.As shown in Table 2.369

TABLE 2. Relationship between visibility, haze level and sight distance.

It can be seen from Table 2 that there is a correlation370

between the driving sight distance and the haze level in371

haze environment. They affect the detection performance of372

traffic signs. Therefore, a UV correlation model between the373

sight distance, haze and traffic sign detection performances is374

established. As showing in Figure 5.375

As showed in Figure 5, in the established correlation376

model, the U layer is the sight distance layer. L,M , and S rep-377

resents long, medium, and short sight distance, respectively.378

The V layer is the traffic sign detection accuracy, and its379

value is divided into three grades A,B, andC according to the380

experimental results. W is the weight, and its value depends381

on the haze. The relationship matrix of this model is given in382

Table 3.383

TABLE 3. Relationship matrix of related models.

III. EXPERIMENT AND ANALYSIS 384

This article relies on the implementation of python and deep 385

learning theory Tensorflow framework. The hardware config- 386

uration is: 12th Gen Intel(R) Core(TM) i5-12400F 2.5 GHZ, 387

CPU memory is 32GB,GPU is NVIDIA GeForce RTX 3060. 388

The operating system is win10, and the development platform 389

is Visual Studio 2017. 390

A. DATA PREPROCESSING 391

The paper uses the German Traffic Signs Dataset 392

(GTSDB)(URL:http://benchmark.ini.rub.de/?section= gtsdb 393

&subsection=dataset) for performance training and testing, 394

which include 600 training images and 300 testing images. 395

In the experiments, two objects, cars and traffic signs, were 396

marked. Most of the images were taken in good lighting 397

and no haze. To obtain images in haze environments, image 398

haze synthesis processing is performed on the dataset. Three 399

different levels of haze images (light haze, haze, and dense 400

haze) are synthesized in the experiments. It simulates the 401

image of the road environment visually received by an 402

autonomous vehicles in a hazy environment. Affected by 403

haze, the clarity of traffic signs observed at different sight 404

distances is different. Referring to Section II.C above, setting 405

the sight distance thresholds of light haze, haze and dense 406

haze to 300, 100 and 50 meters, corresponds to long, medium 407

and short sight distances. 408

Clarity of traffic signs varies greatly due to different haze 409

levels. When the distance between the image capture point 410

and the traffic sign is constant, the observed sharpness of 411

the traffic sign in light haze conditions is higher than that 412

in haze and dense haze conditions. However, due to the 413

different degree of interference of haze on the sight distance, 414

visual distance and the detection performance of traffic signs 415
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FIGURE 4. The process of vehicle recognition of traffic signs.

FIGURE 5. Correlation model of sight distance, haze and traffic sign
detection performance.

under different levels of haze are also different. As showed416

in Figure 6, when the distance between the autonomous417

vehicles and the traffic sign is 50 meters, the traffic sign can418

be observed in all three types of haze. When the distance419

between the vehicle and the traffic sign is about 100 meters,420

the visual distance in the dense haze environment is limited,421

and no traffic signs 50 meters away can be observed. There-422

fore, it cannot be detected. When the distance between the423

shooting point and the traffic sign exceeds the visible distance424

threshold, the traffic sign cannot be detected and recognized.425

In this paper, guided filtering dehazing and Faster R-CNN426

model are used for research. The purpose is to explore the427

change rule of traffic sign detection performance in different428

haze environments, so as to ensure the safety of autonomous429

vehicles in haze environments. In this experiment, guided430

filtering dehazing algorithm is used to dehaze datasets with431

different haze. Then, based on different sight distances, the432

traffic sign data set is trained. In this model, VGG-16 is433

used as a shared convolutional neural network, and features434

are transferred to RPN network for secondary classification.435

At the same time, they are aggregated to produce the fea-436

ture map of the candidate region. Finally, classification and437

regression are carried out to detect the category and location 438

of the object. During the experiment, we set the parameters as 439

follows: the weight attenuation is 0.0005, the initial learning 440

rate is 0.001, and it is 1/10 of the initial value after 5000 itera- 441

tions, totally 10000 iterations. The momentum coefficient in 442

random descent is 0.9. 443

B. EXPERIMENTAL RESULTS AND ANALYSIS 444

1) EVALUATION INDEX 445

Average precision AP (Average Precision) and mAP 446

(meanAP) are used as training evaluation metrics. AP is 447

the average of the precision values at different recall rates. 448

It reflects the learning performance of the model in different 449

categories.Its calculation formula is as follows. 450

AP =
1
N

N∑
1

P (19) 451

where N represents the total number of input pictures. P indi- 452

cates the classifier’s ability to distinguish between positive 453

and negative samples, that is, precision. 454

MAP is the average value of AP, and the performance 455

of the model is further measured on the premise of AP. Its 456

calculation formula is as follows. 457

mAP =

∑N
1 AP

N( classes )
P (20) 458

where N(classes) represents the total number of classes. 459

2) PERFORMANCE OF GTSDB IN HAZE 460

Object detection algorithmmainly include one-stage and two- 461

stage algorithms. Among them, SSD, YOLO and Retinanet 462

are typical in one-stage object detection. Typical algorithms 463

in two-stages include SPPnet, Faste RCNN and R-FCN. Train 464

these six algorithms on the same data set and system, compare 465

their performance and computational cost. The experimental 466

results are shown in Table 4. The values in the table are the 467

average values of experimental results under light haze, haze 468

and dense haze. 469
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FIGURE 6. Comparison of visual distance with different haze.

TABLE 4. Algorithm performance comparison.

According to the data in the table, on the same hardware470

and software platform, the Fater RCNN model shows excel-471

lent performance in terms of accuracy, calculation time cost472

and mAP.473

The Fater RCNN model is used to train traffic signs with474

three different haze levels, and the specific experimental475

results are shown in Table 5.476

TABLE 5. Training results different grade.

Under the three haze conditions, the PR curves trained by477

the Faster R-CNNmodel are shown in the following Figure 7.478

Combining the above chart and comparing the experi-479

mental data of model training, it can be seen that in the480

haze environment, the AP value of traffic sign detection481

of different sight distances is above 77%, and the average482

mAP value is above 78%. The three models achieved high483

accuracy on AP and mAP, indicating that the model has484

good training effect and learning performance under three485

sight distances. In addition, to verify the recognition effect486

and performance of the trained model on traffic sign images487

with different sight distances, the images in the test set are488

tested.It can be observed in the test result graph that when the489

haze level increases, the visual distance of the autonomous490

vehicles becomes shorter due to the increase of line-of-sight491

interference. At the same time, the detection performance of 492

the model on traffic sign images decreases. When the haze 493

increases and the traffic sign image observation distance is 494

long, false detection and missed detection may occur. Part 495

of missed detection and false detection results are shown in 496

Figure 8. 497

Haze and dehazed datasets are tested at three different sight 498

distances: long, medium and short. The test results for the test 499

set are sorted out, as showed in Table 6. 500

TABLE 6. Test dataset results.

The Figure 9 shows the distribution of model test accuracy 501

under three haze conditions. 502

It can be observed in the normal probability diagram that 503

detection accuracy under the three haze environments is 504

concentrated between 0.9 and 1, indicating that the detec- 505

tion performance of this experiment is excellent. Experimen- 506

tal results of comparison of dehazing performance. Under 507

the condition of light haze, the threshold of sight distance 508

is 300 meters, and the recognition rate of hazy images is 509

85.11%. The image recognition rate after filtering and dehaz- 510

ing algorithm is 95.75%. After dehazing, the recognition 511
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FIGURE 7. The PR curves trained by the faster R-CNN.

efficiency is improved by 10.64%. The missed detection rate512

and false detection rate of hazy images are higher than those513

of traffic sign images after dehazing. The false detection rate514

of the hazed image is 14 times that of the dehazed image.515

Under the condition of haze, the threshold of sight distance516

is 100 meters, and the traffic sign recognition detection rate517

of dehazed images is as high as 93.99%. Under the same518

conditions, the detection rate of hazy image is only 84.75%,519

which is lower than 9.24% of haze-free image. The missed520

detection rate and false detection rate of haze images are521

6.75 times and 16 times that of dehazed images, respectively.522

Under the condition of dense haze, the shortest threshold of523

sight distance is 50 meters. After dehazing, the detection and524

recognition rate is 92.81%, while the hazy image is 81.76%.525

The missed detection rate and false detection rate of haze526

images are 13.58 times and 21.31 times that of dehazed527

images respectively.To sum up, the experiment shows that the528

detection results of traffic signs are greatly affected by haze.529

The tilt angle, shooting distance and height of the image have530

no obvious influence on the experimental results.531

According to the experimental results of Faster R-CNN 532

model, three training models with different sight distance 533

thresholds are obtained. Under different models, three kinds 534

of environmental traffic sign images are detected: light haze, 535

haze and dense haze. The variation trend of the accuracy, 536

missed detection rate and false detection rate of this exper- 537

iment is shown in Figure 10. 538

Comparing the three index values before and after dehaz- 539

ing in Figure 10, it can be seen that the traffic sign detection 540

experiment after dehazing is obviously better than that before 541

dehazing, which verifies the effectiveness of this image haze 542

removal experiment from the side. Comparing the visual 543

results of long, medium and short horizontal sight distances, 544

it shows that the missed detection rate and false detection rate 545

are obviously the lowest and the detection accuracy rate is 546

the highest when the sight distance is far away. In the case 547

of short sight distance, the evaluation value of each index is 548

the worst. Figure 10 shows the horizontal and vertical com- 549

prehensive evaluation, it can be seen that in the detection per- 550

formance of traffic sign images with different sight distances, 551

the haze-containing image and the image after dehazing have 552

similar laws. The detection accuracy decreases with the short- 553

ening of the sight distance, while the false detection rate and 554

the missed detection rate increase with the shortening of the 555

sight distance. The detection accuracy of dense haze images 556

is abnormal. The reason is that when the haze is too heavy, 557

the line-of-sight interference will be strengthened, and the 558

missed detection rate and false detection rate of traffic signs 559

will increase. Only traffic signs within the visible range can 560

be detected, and the detection accuracy is correspondingly 561

improved. 562

3) SOLVING AND ANALYSIS OF CORRELATION MODEL 563

BASED ON KM ALGORITHM 564

Different haze environments have distinct effects on the driv- 565

ing sight distance. Therefore, w values were determined to 566

be 3, 2 and 1 under light haze, haze and dense haze conditions, 567

respectively. According to the experimental results of traffic 568

sign detection in haze environment, the accuracy rate of more 569

than 93% is grade A, and the value ranges of grade B and 570

grade C are 88%-93% and 85%-88%, respectively. When 571

there is a conflict between weighted paths, the path with the 572

larger weight is expected to be adopted. Then the relational 573

matrix of the relational model is shown in Table 7. 574

TABLE 7. The relationship matrix is obtained through experiments.

Given the UV correlation model in the sorted state, it is 575

abstracted into two point sets U and V. The points Ui and 576

Vj in U and V represent the i-th row and j-th column in 577

Table 2, respectively. l(i, j) represents the edge connectingUi 578

and Vj. The weight ω(i, j) here is the number of incompatible 579
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FIGURE 8. Schematic diagram of part of the test results.

FIGURE 9. Test set statistics under different haze.

digits betweenUi and Vj, indicating the ‘‘detection accuracy’’580

required to put the vector in the i-th row in the UV model581

FIGURE 10. Test accuracy results under different sight distance
conditions.

into the j-th row. The problem of increasing the correlation 582

between the test set and the principal component matrix is 583

transformed into the complete matching problem of bipartite 584
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FIGURE 11. Bipartite graph matching model.

graph [45], which requires the highest matching ‘‘detection585

accuracy’’. KM (Kuhn-Munkras) algorithm [46] is used to586

find an exact match and adjust the order of test sets according587

to the information contained in the match. KM algorithm,588

as an algorithm for solving bipartite matching, introduces589

the concepts of feasible vertex and equal subgraph com-590

pared with Hungarian algorithm [47], thus completing greedy591

expansion of Hungarian algorithm [48] and obtaining the best592

complete matching. The whole process of the algorithm is as593

follows.594

Step1: initializing the value of the feasible bid; It is stip-595

ulated that lu(u) and lv(v) respectively record the top label596

values of nodes in sets u and v. Initially, the value of lu(ui)597

is set as the maximum weight ω(ui, vi) of the edge e(ui, vi)598

associated with ui, so that lv(vi) = 0 and lu(ui) + lv(vi) ≤599

ω(ui, vi).600

Step 2: Find the complete matching of equal subgraphs by601

Hungary algorithm; Hungary uses the augmented path to find602

the maximum match, and by finding an augmented path p,603

a larger match is obtained in the inversion operation to replace604

the initial match until the augmented path cannot be found.605

Step 3:Modify the value of the feasible bid; For the visited606

vertex u, subtract d from its feasible vertex.607

d = min
U∈S,V∈B

{l(u)+ l(v)− ω(u, v)} (21)608

While the feasible top marks of all visited vertices v are609

increased by d, where S ⊆ U,B ⊆ V610

Step 4: Repeat Step 2 and Step 3 until you find an equal611

subgraph that matches perfectly.612

The KM algorithm is used to solve the optimal match-613

ing of the Correlation models, and the results are shown in614

Figure 12.615

FIGURE 12. Best matching results for correlation model.

The red arrow in the figure is the matching result of the 616

KM algorithm. According to the results of the KM algo- 617

rithm, when the sight distance is long, medium, and short, 618

the accuracy levels of traffic sign detection are A, B, and C, 619

respectively. 620

Comprehensive analysis shows that in the dense haze envi- 621

ronment, when the sight distance is less than 50 meters, the 622

situation around the road is difficult to distinguish due to the 623

serious interference of the sight line, and it is easy to miss 624

the road traffic signs. In addition to the high false detection 625

rate and missed detection rate, the detection accuracy rate of 626

traffic signs is also very low, only Class C, which is likely 627

to bring serious security risks to themselves and other traffic 628

participants. In the haze environment, there will be missed 629

detection and false detection, but the average detection accu- 630

racy of traffic signs is higher than that in the fog environment. 631

In the light haze environment, when the sight distance thresh- 632

old is 300meters, themissed detection rate and false detection 633

rate are low, and the traffic sign detection effect level reaches 634

Grade A. Under the condition of A, the autonomous vehicles 635

has the best effect on traffic sign recognition, and its safety is 636

higher than that of B and C. 637

IV. CONCLUSION AND PROSPECTS 638

The research focus of this paper is to explore the influence 639

of different driving sight distance on traffic sign detection 640

in haze environment. The difficulty lies in how to train and 641

test the traffic sign data set containing haze accurately, and 642

classify it according to the experimental results to build a UV 643

correlation model. The difficulty of this experiment also lies 644

in how to train and test the traffic sign data set containing 645

haze accurately, and classify the experimental results. In this 646

paper, a model of haze removal by combining dark channel 647

prior with guided filtering is adopted. The model greatly 648

enhances the image quality, while avoiding the white edge, 649

halo effect and other undesirable phenomena. The traffic 650

sign detection based on Faster RCNN has achieved good 651

experimental results. Detect traffic signs under different haze 652

levels and sight distances. The results show that with the 653

increase of haze and the shortening of sight distance, the 654

accuracy of traffic signs is lower, and the false detection 655

rate and missed detection rate are higher, which reduces the 656

travel safety in the haze environment. The established UV 657

correlation model can well explore the relationship among 658

haze, traffic signs and sight distance threshold. KM algorithm 659

is used to solve the UV correlation model, and it is concluded 660

that under the conditions of light haze, haze and dense haze, 661

the detection effects of traffic signs are Grade A, B and C 662

respectively. It shows that with the increase of haze, the safety 663

of self-driving vehicles decreases. In this paper, experiments 664

are carried out on the data set of traffic signs with and haze- 665

free, and two conclusions are verified: the detection effect of 666

traffic signs after haze removal is better than that of images 667

with haze, and haze and sight distance have significant influ- 668

ence on traffic sign detection. This paper mainly considers 669

the influence of haze level and sight distance on the detection 670
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effect of traffic signs. Follow-up research can start with the671

relationship between vehicle speed and sight distance in haze672

environment, and build the recognition and detection effect of673

traffic signs under the comprehensive relationship model of674

different haze levels, driving speed and sight distance thresh-675

old.The validity and feasibility of the model in the real-time676

scene in the field of transportation has great research value677

and practical significance, and this part of the content can be678

discussed as the focus in the follow-up research.679
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