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ABSTRACT A good exploration ability can ensure that the method jumps out of local optimum in
multimodal problems and a good exploitation can ensure an algorithm converge faster to global optimum
values. So, this paper proposes a new hybrid sperm swarm optimization and genetic algorithm to obtain
global optimal solutions termed HSSOGA which is developed based on the concept of balancing the
exploration and exploitation capability by merging Sperm Swarm Optimization (SSO), which has a fast
convergence rate, and a Genetic Algorithm (GA) that can explore a search domain efficiently. To ensure that
the proposed method delivers good performance, it is evaluated with 11 standard test function problems
consisting of 5 unimodal and 6 multimodal functions. The proposed HSSOGA set is compared with
conventional GA and SSO methods, as well as with several hybrid methods such as Hybrid Firefly and
Particle Swarm Optimization (HFPSO), hybrid Simulated Annealing and Genetic Algorithm (SAGA),
Hybrid Particle Swarm Optimization and Genetic Algorithm (HFPSO), hybrid Particle Swarm Optimization
and Grey Wolf Optimization (PSOGWO), and closely related Hybrid Sperm Swarm Optimization and
Gravitational Search Algorithm (HSSOGSA). The results are evaluated in terms of each method’s best
fitness, mean, standard deviation, and convergence rates. The numerical experiment results show that
HSSOGA has better convergence towards the true global optimum values as compared to the conventional
and existing hybrid methods in most unimodal and multimodal test function problems.

INDEX TERMS Algorithm, genetic algorithm, hybrid, metaheuristic, multimodal, optimization, sperm
swarm optimization, unimodal.

I. INTRODUCTION
For the past decade, metaheuristic optimization approaches
have been developed and used in engineering [1], [2], Wire-
less Sensor Networks (WSN) [3], and healthcare fields
[4], [5]. Metaheuristics is widely used to enhance conver-
gence rate and obtain global optimum solutions, as it pro-
motes an exploration and exploitation capability. Exploration
is the ability to explore different regions of the global search
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space that contain optimal solutions. Meanwhile, exploitation
is the ability to focus on local regions that are identified by
exploration, to obtain current optimal solutions [6], [7], [8].
Therefore, the main aim of metaheuristic approaches is to
achieve a balance between the exploration and exploitation
abilities to obtain global optimum solutions rather than a local
optimum solution in a domain of search space.

However, the fundamentals of metaheuristic approaches
can still be limited for a large computational problem with
multiple local optima.Many hybrid metaheuristic approaches
have been developed to find optimal solutions for large,
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multimodal real-life problems, to mitigate the issue. Meta-
heuristic algorithms are merged to add the method in finding
a global optimal solution efficiently, as it balances out the
exploration and exploitation capabilities. As such, several
hybrid metaheuristic methods are explained and discussed
below.

Selecting appropriate metaheuristics to be hybridized is a
step that must be given close attention to, as it contributes to a
good balance between exploration and exploitation, and also
strengthens each other’s weaknesses. In this study, the Sperm
SwarmOptimization (SSO) algorithm andGeneticAlgorithm
(GA) have been selected to be hybridized to achieve a global
optimal solution without drifting away towards local optima
in both unimodal and multimodal test functions.

The main contributions of this paper are:
• Including crossover and mutation operators into a sperm
swarm algorithm, thereby ensuring a balanced explo-
ration and exploitation method to solve optimization
problems.

• Applying velocity and position limits to the sperm’s
motility to avoid the method from drifting away from
global optimal solutions.

• Evaluating the proposed method with existing hybrid
methods that are widely used in solving real life prob-
lems to ensure that the proposed method can solve uni-
modal andmultimodal problems efficiently by obtaining
best fitness.

• Discussing the advantages and disadvantages of the
proposed method and its future direction in real life
optimization problems.

The remainder of the paper is arranged as follows.
Section 2 presents the literature review. Section 3 presents
the methodology of the method. Section 4 presents details on
the proposed hybrid sperm swarm optimization and genetic
algorithm (HSSOGA). Section 5 presents the experimental
information. Section 6 presents results obtained from the
evaluation. Section 7 presents a discussion of the obtained
results, and Section 8 presents a conclusion to the article with
future suggestions.

II. LITERATURE REVIEW
Metaheuristics is a high-level algorithmic framework that
was designed to tackle complex optimization problems which
are continuous, discrete, unconstrained, and multi-objective
in nature [9]. They are extended heuristics that improve the
exploration and exploitation capabilities [8]. Metaheuristic
approaches can be classified into several groups, which are,
swarm-based metaheuristics, evolutionary-based metaheuris-
tics, physics-based metaheuristics, and human-based meta-
heuristics [10], [11]. Swarm-based metaheuristics are mostly
inspired by behaviours of animals and plants which are
capable of interacting with each other and with the environ-
ment. Examples of swarm-based metaheuristics are ‘‘Particle
SwarmOptimization (PSO)’’ [12], ‘‘SpermSwarmOptimiza-
tion (SSO)’’ [13], and ‘‘Grey Wolf Optimizer (GWO)’’ [14].
Evolutionary-based metaheuristics are the techniques

developed based on the laws of natural evolution. The most
common evolutionary-based metaheuristics are ‘‘Differential
Evolution (DE)’’ [15] and ‘‘Genetic Algorithms (GA)’’ [16].
Physics-based metaheuristics are inspired by the laws of
physics in the universe. ‘‘Gravitational Search Algorithm
(GSA)’’ [17] and ‘‘Simulated Annealing (SA)’’ [18] are
examples of metaheuristic methods that are created based
on the principles of physics. Human-based approaches on
the other hand, are developed based on the behaviours,
characteristics, and lifestyles of human beings. Examples of
human-based approaches are ‘‘Harmony Search Algorithm
(HS)’’ [19] and ‘‘Human Group Formation (HGF)’’ [20].

Furthermore, metaheuristic methods can also be classified
into competitive and cooperative metaheuristic optimizers.
In the year 2016, a competitive optimization algorithm based
on the competitive behaviour of various creatures in nature
was proposed [44]. The work tends to make few algorithms
compete among each other to solve an optimization prob-
lem which concludes that different optimization problem
needs different optimization algorithm. So, it can be said that
competitive methods are methods that compete within the
metaheuristic methods to achieve its goal which are mostly
non-hybrid algorithms. For example, SSO is a competitive
method where in SSO the sperms compete to reach the ovum
in an optimal way [13]. In a recent work, a cooperative meta-
heuristic algorithm for global optimization problems was
proposed [45]. In that work, operators of six metaheuristic
methods are combined to solve global optimization problems
termed SSIO. The proposed method seems to perform better
than other state-of-art that it was compared to. This shows
that the cooperation of few operators from different algorithm
can ensure the increase in diversity and better convergence
rate. So, cooperative metaheuristics are mostly comprised of
hybrid algorithms that uses various metaheuristic functions in
one algorithm such as HFPSO, SAGA, HPSOGA, HGASSO,
PSOGWO and HSSOGSA which is discussed below.

A very good example of the cooperative hybrid method is
the hybrid firefly and particle swarm optimization (HFPSO)
algorithm which was introduced by [21] and is used to obtain
global solutions for computationally expensive numerical
problems. The author’s motive was to combine the strengths
of both algorithms in obtaining a method with the balance
of exploration and exploitation capabilities. In this paper,
the author uses PSO for global searching as it is deemed
to have fast convergence, and FA for local searching as it
fine-tunes the exploitation. The developed hybridmethodwas
then evaluated by using ‘‘congress on evolutionary compu-
tation (CEC)’’ CEC 2015 and CEC 2017 benchmark func-
tions consisting of unimodal, simple multimodal, hybrid,
and composition functions. The results showed that the pro-
posed HFPSO method performs much better than standard
PSO, FA and other hybrid methods. The disadvantage of
this hybrid method is that it might not have the best bal-
ance between exploration and exploitation, as swarm-based
algorithms are known for better exploitation as opposed to
exploration. In addition, [46] suggests that hybrid of swarm

VOLUME 10, 2022 109581



B. Raj et al.: Hybrid SSO and GA for Unimodal and Multimodal Optimization Problems

optimization (HSO) has to be combined with different algo-
rithm because HSO has the ability to reach suboptimal solu-
tions frequently. So, selecting two appropriate method for
hybridizing is vital for performance efficiency.

In an effort to obtain a balance between exploration and
exploitation, [22] proposed a combined simulated annealing
and genetic algorithm (SAGA) to improve network lifetime
and energy efficiency in mobile ad-hoc networks (MANETs).
The merging of SA and GA focuses on overcoming the large
combinational optimization problems so that a greater per-
formance of MANET can be achieved. SAGA was compared
with memory enhanced genetic algorithm (MEGA) and the
results showed that SAGA outperforms MEGA in terms of
lesser energy consumption and increased network lifetime
of MANET. However, both GA and SA are well known for
their exploration capabilities, limiting global and local search
ability [7].

The overwhelming use of hybrid algorithms inspired [23]
to propose a new hybrid particle swarm optimization and grey
wolf optimization (HPSOGWO) algorithm to obtain global
solutions by having balanced exploration and exploitation
capabilities. The authors stated that by using the GWO algo-
rithm, the possibility of PSO falling into the local minimum
is reduced. The developed hybrid method was evaluated
on 5 benchmark functions and 3 real-world problems that
consisted of parameter estimation for frequency-modulated
sound waves, process flow sheeting problem, and leather
nesting problem (LNP). The results showed that HPSOGWO
performs better than the standard PSO, GWO, ABC, SSA,
and three hybrid PSO–GWO approaches in terms of con-
verging to lower-cost values with fewer iterations. However,
the time complexity of HPSOGWO is higher as compared
to standard PSO and GWO, but the authors’ concern was
towards getting higher performance.

The fast convergence nature of PSO and the good global
searching ability of GA inspired [24] to propose a hybrid par-
ticle swarm optimization and genetic algorithm (HPSOGA).
Since PSO is usually easy to be trapped in local optimum, the
author integrated the genetic operator of GA, which consists
of crossovers and mutations, into PSO, which promotes a
good balance between exploration and exploitation capa-
bilities. The proposed algorithm was evaluated and tested
with engineering constrained optimization problems such as
pressure vessel design and welded beam design. The results
showed that the proposed method is more effective and robust
compared to the conventional GA and PSO algorithms.

In very recent research, [25] proposed a hybrid sperm
swarm optimization and gravitational search algorithm
(HSSOGSA) to ensure a good balance between exploration
and exploitation capabilities for global optimization. SSO
seemed to outperform the well-known PSO in obtaining the
global solutions, which motivated the author to combine
the capability of exploitation in SSO with the capability of
exploration in GSA. This combination of SSO and GSA
was done using a co-evolutionary heterogeneous low-level
hybrid technique, as both approaches run simultaneously,

which reduces the time complexity of themethod. To evaluate
the efficiency and performance of the proposed method, the
author tested HSSOGSA under different testbed problems of
optimization called the CEC 2017 suite. The results described
that the proposedmethod has greater performance to jump out
of local extremes with a faster rate of convergence compared
to the standard SSO and GSA methods in most of the CEC
2017 suite benchmark functions.

To promote better balance between exploration and
exploitation, [26] proposed an improved memetic method
for clustering to balance the node’s load in WSNs. Memetic
algorithms can be said as improved GAwhere it is hybridized
with local search ability. Since GA has a limitation of slow
convergence rate, researchers use local search such as hill
climbing, simulated annealing or tabu search methods to
enhance the overall algorithm to reach optimized solution
faster and efficiently [27], [28]. So, to ensure that the method
first explore the search space, population generation, selec-
tion, crossover, and mutation phases are carried out fol-
lowed by a local search to ensure optimized solution from
exploration. The authors evaluated the proposed method with
two popular predecessor method which are GA and Low-
energy adaptive clustering hierarchy (LEACH). The results
shows that the proposed method outperformed LEACH by
great margin and performed slightly better than GA. This
is because the proposed method has similar phases to GA
and the local search method does not promotes significant
exploitation for better results.

Since certain algorithms contributes hugely to a good
balance between exploration and exploitation, [29] recently
proposed a Hybrid Genetic Algorithm and Sperm Swarm
Optimization (HGASSO) to optimize multimodal functions.
The authors applied local search which is SSO first to
select the global best solution and personal best solution
before the selection, crossover and mutation is applied to
jump out of the local minima easily. The method was tested
with 11 multimodal minimization test functions, and it is
compared with the conventional SSO and GA. From the
results, the proposed hybrid method outperformed the con-
ventional methods in 6 out of 11 test function, performed the
same with SSO in 2 out of 11 test functions and performed
equally to the conventional methods in 3 out of 11 test func-
tions. The authors also used One-way ANOVA (Tukey’s test)
to determine the significance of the results to justify the per-
formance of proposed method. Even though, the results seem
convincing, the authors did not ensure the performance of the
method in unimodal optimizations as some hybrid algorithms
might not perform well in unimodal functions. Moreover, the
comparison between existing hybrid algorithms that limits
the justification upon the performance of the algorithm. The
strengths and weaknesses of HGASSO are tabulates as below.

Being motivated upon the strengths HGASSO and the
hybridization potential of other existing hybrid methods,
we propose aHybrid SpermSwarmOptimization andGenetic
Algorithm (HSSOGA). To ensure that the weaknesses of
HGASSO is mitigated, we adopt the memetic algorithm
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TABLE 1. Strengths and weaknesses of HGASSO.

technique by ensuring the individuals to explore the search
space first broadly to skip the local optima using GA first
and then exploit the searched space for optimized solutions
using SSO (local search). This is because, the exploitation is
said to be optimized from the outcome of exploration [30].
The Sperm swarm optimization (SSO) algorithm is one of
the swarm-based methods that was recently developed; it
focuses on the behaviour of sperm cells on natural fertiliza-
tion [31]. SSO is deemed to produce better solutions and
outperform PSO, which is widely used in literature for its
local search capability (exploitation) in several benchmark
tests [31]. This shows that SSO is an important candidate for
hybridization. On the other hand, GA is an algorithm that
is developed based on Charles Darwin’s theory of natural
evolution, where it uses selection, crossover, and mutation
operators to ensure diversity in the search space [16]. GA,
which has been remarkably used for the past decade, shows
that it has a high-quality global searching ability (exploration)
to obtain global solutions [32], [33].

Some advantages of SSO and GA are stated below:
• SSO has good exploitation capability.
• SSO is easy to implement and understand.
• SSO does not have too many calculations.
• SSO has a greater ability to find the optimal results in a
unimodal function.

• GA has good exploration capability.
• GA has been widely used in many applications
successfully.

• GA is able to find a better global optimum inmultimodal
functions.

Some limitations of SSO and GA are stated below:
• SSO might fall into local optima (limitation on
exploration)

• GA can be slow in convergence (limitation on
exploitation)

To ensure that the limitations are mitigated, we are devel-
oping a hybrid approach by merging SSO and GA methods,
so that a balance between exploration of GA and exploitation
of SSO is achieved, to obtain a global optimum solution. SSO,
which has poor global search capability, which makes it fall
into local optimum, will capitalize on GA’s diverse global

FIGURE 1. The four classes of cooperative metaheuristics: LRH, LTH, HRH,
HTH.

search capability to reach global regions, while GA, which is
slow in convergence, will capitalize SSOs fast convergence
nature to search locally for optimal solutions. To ensure that
our method performs well, several unimodal and multimodal
test functions from the ‘‘Virtual Library of Simulation Exper-
iments’’ [34] are used to compare the performance of the
proposed method with conventional SSO and GA, as well as
several hybrid methods from the literature. The motivations
of this research are simplified as below:

• To develop a method with balanced exploration and
exploitations capability to solve both unimodal and mul-
timodal problem efficiently.

• To mitigate the conventional algorithm’s drawback suc-
cessfully by hybridization.

• To ensure faster convergence rate by adopting the
memetic algorithm technique in hybridization.

• To ensure the developed modelled are validated and
evaluated with the comparisons of existing hybrid algo-
rithms to have a solid justification towards the perfor-
mance of the proposed method.

III. METHODOLOGY
Since hybridization consists of two conventional algorithms
merging to form a method, this section will briefly describe
the inspiration, flow, structure, characteristics, and mathe-
matical modelling of both, the conventional SSO and GA
algorithms.

Hybrid metaheuristics has become a pivotal approach
in solving optimization problems as it promotes a balance
between exploration and exploitation. Moreover, a hybrid
metaheuristic also reduces the limitation of conventional
algorithms, where both the algorithms try to cancel out each
other’s limitations. Hybridization can be done through several
methods as depicted in Figure 1 [35].

Cooperative metaheuristic is designed based on 2 phases
which are low-level/high-level and relay/teamwork. The
usage of low-level optimization in the first phase is a com-
posite of single optimization method where a metaheuristic
is changed by another metaheuristic. On the other hand,
then high-level optimization is a metaheuristic that has no
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direct relationship to its internal processes. In the second
phase, using relay hybridization means the metaheuristics are
applied one after another creating a sequential process where
each uses the previous output as its input. The teamwork
hybridization on the other hand has many parallel coop-
erating agents where each agents makes its search in the
search domain [35], [43]. So, using low-level optimization
in phase 1 and relay hybridization in phase 2 creates Low-
level Relay Hybrid (LRH) which is a method is embed-
ded into another method and executed sequentially. Utilizing
low-level optimization with teamwork hybridization creates
Low-level Teamwork Hybrid (LTH) where the element of
a method is replaced in another method, and it performs
parallelly. Moreover, usage of high-level optimization with
relay hybridization yields High-level Relay Hybrid (HRH)
where two methods are self-contained and executed sequen-
tially. The last class is called High-level Teamwork Hybrid
(HTH) which utilizes the high-level optimization of phase 1
with teamwork hybridization of phase 2. HTH contained
methods that are self-contained and works parallelly [35].
So, in this paper, we hybridize SSO and GA using the LTH
method where it allows a method to be embedded into a
global method and executed in parallel. Based on [35], this
hybrid method can also be called ‘‘Parallel Collaborative
Hybrids’’, where two algorithms are run simultaneously by
changing the same population.

A. CONVENTIONAL GENETIC ALGORITHM (GA)
For the past decade, a plethora of research has used GA
as an optimization method for multiple applications such
as power electronics, wireless sensor networks, and airline
bookings [36], [37], [38]. GA is an algorithm developed
by [16] based on Charles Darwin’s theory of survival of the
fittest, where it is a biological evolution process. GA initially
starts with a population consisting of random chromosomes
that are later selected to apply crossover and mutation.

Crossover operators exchange some genes in a specific
way from the selected chromosomes that act as the par-
ents to generate new offspring (new solutions) [39]. A Uni-
form crossover operator is adopted in this paper. Uniform
crossovers have the advantage of unbiased exploration, and
they are applicable to be used on large subsets. However, they
produce less diverse solutions.

Mutation operators are used to maintain the diversity of
individuals (solutions) from one population to the next pop-
ulation, so that the solutions don’t get trapped into local
optima. The mutation operator works by changing some
genes from an individual chromosome, which then results in
it carrying different characteristics from their parents (diverse
solution) [39].

B. CONVENTIONAL SPERM SWARM OPTIMIZATION (SSO)
Sperm swarm optimization was proposed recently by [13] for
wireless sensor network (WSN) challenges. The algorithm
was inspired from the natural fertilization process, where

a swarm of sperm cells swim towards the ovum to merge
with it. During this process, only one out of millions of sperm
cells is the winner. In the beginning, the swarm of sperm cells
reside in the cervix randomly with two velocities on X-axis
and Y-axis.

The behaviour of a swarm of sperm cells swimming
towards the ovum exhibits a behaviour similar to ‘‘flock-
ing’’. The movement of sperm is affected by two impor-
tant parameters which are pH value and temperature inside
the female reproductive system. These two parameters define
the sperm’s motility and movement direction. According
to the findings in [40], the pH value in a female reproductive
system is around 4.5 to 5.5, while the temperature inside
a female reproductive system can vary between 35.1 ◦C to
37.4 ◦C. However, [13] states that the alkaline pH value,
which is around 7 to 14, is the most suitable for the sperm’s
movement, and the temperature in a female reproductive
system may go up to 38.5 ◦C because of the vaginal blood
pressure.

To translate this phenomenon in an optimization environ-
ment, the sperm cells act as a candidate solution that moves
in a multidimensional search space domain to obtain a global
optimal solution. The swarms also record the best solution in
their tracks, which means that the optimal sperm (from the
global optimal sole parent sperm cells that were successful
in fertilizing the ovum) and the local optimal solution (sperm
optimal solution) are considered.

IV. PROPOSED HYBRID SPERM SWARM OPTIMIZATION
AND GENETIC ALGORITHM (HSSOGA)
A. INITIALIZATION
Initially, all the sperm cells are randomly positioned using
continuous uniform distribution, where each sperm repre-
sents a candidate solution. The initial fitness of the popula-
tion is evaluated and sorted. In this process the global best,
xsgBest is also updated after the initial evaluation, to set as a
benchmark for the iterations that follow.

B. SELECTION
In this process, two sperms are selected from the initial
population using the ‘‘Roulette Wheel’’ technique, where all
the possible chromosomes are attached to the wheel and the
wheel is rotated randomly to select specific chromosomes
for the crossover and mutation process [40]. The probability,
Probi of selecting specific individuals using roulette wheel
selection is expressed in Eq. (1) and Eq. (2).

Probi = exp
(
−beta . Fiti
WorstFiti

)
(1)

Probi =
Probi∑nPop
i=1 Fiti

(2)

where selection pressure, beta = 8, Fiti is the fitness of
the chromosome, WorstFiti is the worst fitness obtained, and
nPop is the size of the population.
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FIGURE 2. The process flow of the proposed HSSOGA.

C. CROSSOVER AND MUTATION
Upon selecting the sperm, the crossover process begins,
which ends up producing a new population called crossover
population. Following this, the mutation process begins a
mutation of the sperm cells from the initial population, pro-
ducing another new mutated population.

D. MERGE, SORT AND TRUNCATE
The populations from crossover and mutation processes are
merged and sorted in ascending order of the values. It is
then truncated to the number of populations, nPop, set at the
beginning of the method, to ensure that the best population is
obtained.

E. VELOCITY AND POSITION UPDATE
The initial sperm velocity, V0 is calculated using Eq. (3).

V0 = Damp . Vi . log10(pH1) (3)

whereDamp is the damping factor (0 to 1),Vi is current sperm
velocity, and pH1 is a random pH value between 7 and 14.
The personal best solution is expressed by Eq. (4), and the

global best solution is expressed by Eq. (5).

CurrentBestSol(t) = log10(pH2)

. log10(Temp1) . (xsBesti − xi(t)) (4)

GlobalBestSol(t) = log10(pH3)

. log10(Temp2) . (xsgBest − xi(t)) (5)

where pH2 and pH3 are random pH values between 7 and 14,
Temp1 and Temp2 are random temperature values between
35.1 ◦C and 38.5 ◦C, xsBesti is the personal best location of

sperm i at iteration t, xsgBest is the global best location of the
sperm (global optimal solution), and xi is the current location
of the sperm at iteration t.
The velocity of the sperm, Vi is evaluated as per Eq. (6).

Vi = Damp . Vi . log10(pH1)

+Log10(pH2) . log10(Temp1) . (xsBesti − xi(t))

+ log10(pH3) . log10(Temp2) . (xsgBest − xi(t)) (6)

The current position of the sperm (current solution) is
calculated as depicted in Eq. (7), to ensure that the position
updates on each iteration towards achieving the global opti-
mal solution.

xi(t) = xi(t)+ vi(t) (7)

To avoid the method from drifting away from the global
optima solution, velocity limits and position limits are applied
before evaluating the fitness. The maximum and minimum
velocities are calculated in Eq. (8) and Eq. (9).

Vmax = 0.1 ∗ (Varmax − Varmin) (8)

Vmin = −Vmax (9)

where Vmax is the maximum velocity limit and Vmin is the
minimum velocity limit, and Varmax and Varmin are the max-
imum and minimum position limits, respectively. In other
words, Varmax and Varmin are the maximum and minimum
values of search domains.

Upon completing the velocity and position update process,
the population is then merged, sorted, and truncated again
for the next iteration. The fitness of the population is then
evaluated and updated to see if the values achieved are better
than the previous global best solution.
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The flow of the overall process of HSSOGA is described
in Figure 2.

The overall algorithm of Hybrid Sperm Swarm Optimiza-
tion and Genetic Algorithm (HSSOGA) is depicted by the
pseudocode below:

Algorithm1Hybrid SpermSwarmOptimization andGenetic
Algorithm (HSSOGA)

Begin
Step 1: Set the number of population (nPop),maximum
iteration (MaxIter) and iter=0.
Step 2: Initialize the population(sperm,i)and calculate the
fitness.
Step 3: while (iter < MaxIter)
Step 4: Calculate selection probabilities by using Eq.(1)
and Eq.(2).
Step 5: Use Roulette Wheel to SELECT parents.
Step 6: Use Uniform Crossover on the selected parents.
Step 7: UseMutation.
Step 8:Merge,sort and truncate the population
Step 9: Apply SSO

for i=1 : population size do
Calculate the sperm’s velocity by using Eq.(6)
Apply velocity limit by using Eq.(8) and Eq.(9)
Update the position of the sperm by using Eq.(7)
Apply position limit

end for
Step 10: Obtain the xsgBest value.
End

V. EXPERIMENTAL SETTINGS
The main purpose of this work is to ensure a good balance
between the exploration and exploitation capabilities, and the
good performance of the proposed method. The proposed
HSSOGA is evaluated with 11 test problems that further
consist of 5 unimodal and 6 multimodal test problems. The
mathematical notion, their range of search space domain and
their dimensions are described in Appendix A. The results are
compared and tabulated into 2 categories. Firstly, we eval-
uate and compare the proposed HSSOGA with the conven-
tional SSO and GA. Secondly, we evaluate and compare
the proposed HSSOGA with existing hybrid methods such
as HFPSO, SAGA, HPSOGA, PSOGWO, and HSSOGSA.
All the methods are programmed in MATLAB R2021a on a
computer running Windows 10 Pro with 16GB DDR4 RAM
and an AMD Ryzen 5 5600X 6-Core 3.7 GHz processor.

The methods are run through the benchmark functions
a total of 30 times to ensure the accuracy of the obtained
results. All the functions that are described in Appendix A are
minimization functions, where functions 1, 2, 3, 4, 5, 6, 7, 8,
9, and 11 have a minimum optimal value of 0, and function
10 has a minimum optimal value <-9.66015 [34].

To evaluate the performance and efficiency of the proposed
HSSOGA with accuracy, mean, standard deviation, and best
fitness criteria are used. These criteria are described below:

TABLE 2. List of parameters of SSO, GA, HSSOGA, HSSOGSA, HPSOGA,
SAGA, HFPSO and PSOGWO.

Mean (µ): Mean is used to find the average fitness values
after running the method N times to ensure the accuracy of
the fitness values obtained, as depicted in Eq. (10).

µ =

∑n
i=1(fi)
N

(10)

Standard deviation (σ ): Standard deviation is used to find
the dispersion between the values of the fitness function after
running the method for N times, as depicted in Eq. (11).

µ =

√∑n
i=1(fi − µ)2

N − 1
(11)

Best fitness (optimal value): Best fitness is obtained by
finding the minimum fitness value achieved from running the
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TABLE 3. The numerical comparison results with conventional methods.

TABLE 4. The statistical comparison results with conventional methods.

TABLE 5. Statistical analysis of results using ‘‘One-way ANOVA (Tukey’s test)’’ between HSSOGA and the conventional methods.

method N times, as depicted in Eq. (12).

Bestfit =
min(fi)
15i5N

(12)

Average best fitness: Average best fitness is calculated by
averaging the best fitness values over 30 independent runs,
as depicted in Eq. (13). This metric is used to determine
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FIGURE 3. (a-k) Comparison of the convergence rate with conventional methods.
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FIGURE 4. (a-k) Comparison of the convergence rate with existing hybrid methods.
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TABLE 6. The numerical comparison results with existing hybrid methods.

the resistance of the method from being trapped in local
optima.

AverageBestfit =

∑
Bestfit
30

(13)

All the methods are fed with a standard parameter sug-
gested by the literature. The parameters used by the methods
are listed in detail in Table 2.

VI. RESULTS
The performance and quality of the results of the proposed
hybrid method (HSSOGA) are compared to its conventional
GA and SSO methods in terms of mean (µ), standard devia-
tion (σ ), best fitness (optimal value), and average best fitness
over 30 independent runs.

A. COMPARISON WITH CONVENTIONAL METHODS
The results are depicted in Tables 3 and 4, where the best
results are shown in bold text. To ensure the convergence of
the results, the method is processed 30 independent times on
all the benchmark functions.

From the obtained results, we can see that HSSOGA has
the best optimal value for 8 out of 11 test function problems,
SSO has the best fitness on 5 out of 11 test function problems,
and GA has the best optimal value on 4 out of 11 test function
problems. On the other hand, the average best fitness value
of 30 independent runs shows that HSSOGA is the best in
7 out of 11 test function problems, SSO is the best in 4 out
of 11 test function problems, and GA is the best in 3 out
of 11 test function problems. HSSOGA and SSO managed
to obtain the global optimum value for functions 6 and 8,
and it did not fall into local optimum, as the average is the
same with the best fitness obtained. HSSOGA also obtained
the best optimal value for function 7, as the best fitness and
average best fitness are equal, which shows that HSSOGA’s

ability of exploration and exploitation outperforms both SSO
and GA. From the results, we can conclude that HSSOGA
outperformed GA and SSO in 2 unimodal and 6 multimodal
functions (3, 4, 6, 7, 8, 9, and 11) in terms of obtaining the
best fitness.

In terms of convergence, HSSOGA has faster convergence
in functions 1, 2, 3, 4, 5, 6, 7, 9, and 11, while GA converges
faster in function 10, and SSO converges faster in function 8,
as depicted in Figure 3 (a-k), with mean values in Table 4.
From the variance results shown in Table 4, it can be seen
that HSSOGA is stable in functions 1, 2, 3, 4, 5, 6, 7, and 11,
as they have a smaller dispersion between the values, while
SSO has a small dispersion in values for functions 8, 9, and
10. However, SSO faces smaller dispersion because it falls
into local optimum in functions 8 and 9, which are deemed to
be unimodal functions.

To ensure the significance of the results obtained a
One-way ANOVA with Post Hoc Tukey’s test were carried
out as depicted in Table 5.

From the statistical analysis we can say that HSSOGA
outperforms GA in solving both unimodal and multimodal
test functions. Besides, HSSOGA has a significant perfor-
mance improvement towards GA in high ranges multimodal
search space such as functions 6 and 9 as the p-Value and
mean differences of HSSOGA and the conventional methods
is significant at the 0.05 level.

B. COMPARISON WITH EXISTING METHODS
Based on the results from Tables 6 and 7, HSSOGA has the
best fitness for 9 out of 11 test function problems and has the
optimal fitness value in 5 out of 11 test function problems.
HFPSO, SAGA, PSOGWO, and HSSOGSA, each have the
best fitness for 2 out of 11 test function problems. By looking
at the average best values after 30 independent runs, it can
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be concluded that HSSOGA is the best in 8 test functions,
HPSOGA is the best in 4 test functions, and HFPSO and
HSSOGA are the best in 1 of the 11 test functions. On the
other hand, SAGA and PSOGWO did not have a good aver-
age best value in all of the test function problems. From
the mean results, it can be said that HSSOGA outperformed
HFPSO, HPSOGA, SAGA, PSOGWO, and HSSOGSA by
obtaining the best average fitness values over 1000 iterations
for the test functions 1, 2, 3, 4, 5, 6, 7, and 8. However,
HPSOGA outperformed all the compared hybrid methods
in test functions 9 and 10, while HPSOGA, SAGA, and
HSSOGA had the same average fitness value for function 11.
As such, it can be concluded that HSSOGA performs better
than all the existing methods in all 5 unimodal functions and
4 multimodal functions.

From Figure 4 (a-k), it can be seen that HSSOGA has a
faster convergence rate in functions 1, 2, 3, 4, 5, 6, 7, 8, and
11, while HPSOGA converges faster in functions 9 and 10.
Moreover, HSSOGA has a smaller dispersion in values on
functions 4, 7, and 8, while HPSOGAhas a smaller dispersion
in values on functions 1, 2, 3, 5, and 6. These dispersion
values show the stability of the method on the functions stated
above.

HSSOGA significantly outperformed many existing
hybrid methods in terms of achieving the significant level
of 0.05 in One-way ANOVA with Post Hoc Tukey’s test
as depicted in table 8. We can learn that the proposed
method tends to have significance performance in solving
majority of multimodal test functions such as function 6,
7, 8, 9 and 10 which proves that it has a good capability
of avoiding local optima compared to other existing hybrid
methods.

C. COMPARISON OF EXECUTION RUNTIMES
The average execution runtimes of the methods in eleven test
functions are compared in Table 9. The average execution
runtimes, Rave over 30 independent runs over 1000 iterations
each on eleven test functions are calculated to ensure the
performance of the methods using the equation Eq. (14).

Rave =

∑
(R/30)
11

(14)

From the table we can see that the proposed HSSOGA
takes slightly longer average execution runtime compared
to its conventional methods. However, compared to existing
memetic method (HPSOGA), the proposed method has a
shorter execution runtime. This shows that the selection of
SSO for the local search enables faster runtimes compared to
the well-known PSO. The longer execution over 1000 iter-
ation is caused by the crossover and mutation operators of
GA to find the local optimum efficiently. HSSOGA is still
said to be efficient because it converges towards the local
optimum faster based on Figure 3 and 4 which directly reduce
the average execution runtime to achieve global optimum in
most test functions. TA
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TABLE 8. Statistical analysis of results using ‘‘One-way ANOVA (Tukey’s test)’’ between HSSOGA and the existing methods.

D. OVERALL RESULTS SUMMARY
The overall results are summarized by ranking all themethods
in terms of the mean fitness value obtained. The ranking
summary is presented in Table 10. From Table 10, we can
conclude that HSSOGA outperformed all the other compared
methods in 8 out of 11 test function problems, where it shows
a good quality of balance between exploration and exploita-
tion in a method. However, in functions 7 and 8, where these

functions are highly multimodal, HSSOGA is ranked second.
This is because the method possesses a high velocity of the
SSO, which makes the method miss the global optimum in
earlier stages. For function 9, the test function has valleys that
make it difficult to search. As such, GA, which has a good
exploration characteristic, manages to find the best fitness
efficiently, whereases HSSOGA is ranked third, as merging
fast SSO compromises the exploration of GA slightly.
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TABLE 9. The average execution runtimes of the proposed, conventional,
and exiting methods.

VII. DISCUSSION
A. SPACE AND TIME COMPLEXITY
Space complexity is the amount of space required throughout
the execution of the algorithm. In the proposed HSSOGA
method there are three arrays that holds the population which
are the initial population, crossover population and mutated
population. The initial population is an array with the length
of n. The crossover population has a length of pc ∗ n where
pc is the crossover probability and mutated population has
the length of pm*n where pm is the crossover probability.
These populations are merged finally before truncated to the
length of n to find the best solutions. This makes the overall
space complexity as such (O(n) + O(pc ∗ n) + O(pm ∗ n)) ∗
O(n) = O(n2). Since the method does not tune the crossover
and mutation rates over the iterations it only requires less
space throughout the execution as the crossover and mutation
rates are set to 0.7 and 0.3. The space complexity of SSO is
relatively lower compared to HSSOGA as it does not have
multiple population and merging of populations. SSO needs
space to store the personal best value to drive the method
towards reaching the global best solution which makes the
space complexity of SSO, O(n). On the other hand, GA’s
space complexity is almost the same as HSSOGA’s space
complexity because it has several populations that are later
merged and truncated which makes its space complexity
O(n2). Time complexity is the amount of time it takes gener-
ally for the algorithm to run.We use population size, n and it is
looped until the maximum criteria reached which makes the
complexity O(n). The complexity to calculate the functions
is O(1). During the process of execution, the population from
crossover and mutations are merged and sorted which takes a
complexity of O(nlogn). So, the overall complexity can be
calculated as such O(1) + O(n) + O(nlogn) = O(nlogn).
The time complexity of SSO is lower than GA and HSSOGA
because SSO does not have merging or sorting operators that
makes the time complexity of SSO to beO(1)+O(n) = O(n).
Since, GA is known for its merging and sorting of crossover
and mutation populations, it has a time complexity similar to
HSSOGA of O(1)+O(n)+O(nlogn) = O(nlogn). However,
HSSOGA might take longer runtime, R to run the algorithm
compared to SSO and GA, but the time taken to obtain
global solution will be faster compared to the other methods
because of its balance between exploration and exploitation
capabilities.

B. OVERALL DISCUSSION SUMMARY
GA is well known for its exploration capability, but it has a
slower convergence rate because it limits exploitation. On the
other hand, SSO is known as a swarm-based method that has
strong exploitation capability. GA’s slow convergence avoids
SSO from falling into local optima, and SSO’s precision
enables finding of the true optimal value. These instances
motivated us to merge both GA and SSO, forming a hybrid
method called HSSOGA. The combination of the function-
alities of these methods helps the algorithm to explore and
exploit a search space domain efficiently with a faster con-
vergence rate, which in turn helps it in obtaining the global
optimal values.

Eleven well-known test function problems are used to
evaluate the performance of the proposed method, where 5 of
the functions are unimodal functions and 6 are multimodal
functions. Multimodal functions are a good test for the hybrid
algorithms as they ensure that the method has a good explo-
ration and exploitation capability.

On comparing with the conventional method, it is seen
that HSSOGA performs well in all the multi-modal problems
except for test function 10 where GA, which has exploration
capability, performs better. From the comparison with exist-
ing hybrid methods, it was observed that HSSOGA outper-
formed them in both unimodal and multimodal problems.
However, HPSOGA outperformed the proposed method in
functions 10 and 11. HSSOGA also shows that it can perform
well in large scale optimization problems, as it outperforms
all the compared methods in function 6, which has a large
search domain. In a nutshell, HSSOGA can perform well
in wide search space domains with multiple local optima as
compared to the conventional and existing hybrid methods,
as it has a good balance between the exploration and exploita-
tion capability.

The advantages of HSSOGA are outlined below:
• HSSOGA has a lower time complexity as it adapts to
LTH methods where both algorithms are run in parallel.

• Adjusting GA parameters such as crossover percentage
(pc), mutation percentage (pm), and mutation rate (mu)
will enhance the global search capability, while adjust-
ing SSO parameters such as pH value and temperature
will enhance the local search capability.

• HSSOGA stores the xsgBest value in its memory where
each candidate solution (sperm) can observe and gravi-
tate towards it at any time.

Evaluating the proposed method in test functions ensures
the performance of the method in a standard defined problem;
however, the performance of the methods can vary in real
situation implementations which have different parameters.
To ensure that HSSOGA performs efficiently in all situations
and implementations, it can be evaluated in solving real-
life problems in future. Tweaking the parameters of the pro-
posed method may improve the performance of the method
in different situations and test functions. As such, we will
apply the proposed method (HSSOGA) to have adaptive
and dynamic parameters for better efficiency. The proposed
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TABLE 10. Methods ranking based on the statistical results.

TABLE 11. Unimodal and multimodal test function problems used in this study.

method will also be implemented to solve real-life issues
such as those in energy-efficient clustered wireless sensor
networks (WSNs) [3], parameter estimation for frequency-
modulated sound waves [41], the leather nesting problem
(LNP) [42], and the multimodal home-healthcare scheduling
(MHS) problem [4].

VIII. CONCLUSION AND FUTURE WORKS
In this paper, a new hybrid sperm swarm optimization and
genetic algorithm, HSSOGA, is proposed, that merges the
exploitation capability of SSO and the exploration capability
of GA. The proposedmethod uses GA’s mutation and roulette
wheel selection operators to explore the search space, which
helps the SSO to escape from the local minima of multimodal
functions. A standard test consisting of 11 test problems,
of which 5 are unimodal and 6 are multimodal, was used for
evaluations, to ensure that the proposed method will be able
to give a good balance between the exploration and exploita-
tion capability. To evaluate the performance, HSSOGA is
compared to conventional GA and SSO, as well as some
existing hybrid methods such as HFPSO, SAGA, PSOGWO,
HPSOGA, and HSSOGSA. The results are represented in
both quantitative and qualitative approaches. The best fitness
value, mean, and standard deviation are categorized as quan-
titative approaches, while the comparison of convergence

rate is referred to as a qualitative approach. From the results
obtained from Tables 2, 3, 4 and 5, it was observed that
HSSOGA outperformed the conventional methods by achiev-
ing better values near to global optimum in functions 3, 4,
5, 6,7, 8, 9, and 11, and having a faster convergence rate
in functions 1, 2, 3, 4, 5, 6, 7, 9, and 11, as illustrated in
the figures above. Besides, HSSOGA also outperformed the
existing hybrid method in converging towards a better global
optimum value in functions 1, 2, 3, 5, 6, 7, 8, 9, and 11. It also
converged faster in functions 1, 2, 3, 4, 5, 6, 7, 8, and 11,
as depicted in figures above.

In conclusion, it can be inferred that HSSOGA can avoid
being trapped in local optima and achieve the global optima
values efficiently, which are essential in solving real-life
problems. Therefore, we recommend using the proposed
method in the field of engineering, healthcare, and network-
ing. In future, we hope this work can be continued with
more development such as dynamic and adaptive parameter
tuning, as well as the implementation of large-scale global
optimization problems. We also would also test the proposed
method with clustering in wireless sensor networks.

APENDIX A
The 11-test function problem formula with its features
according to [34] are presented in Table 11.
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PSO–GWO algorithm for optimization problems,’’ Eng. Comput., vol. 35,
no. 4, pp. 1359–1373, Oct. 2019.

[24] H. Garg, ‘‘A hybrid PSO-GA algorithm for constrained optimization prob-
lems,’’ Appl. Math. Comput., vol. 274, pp. 292–305, Feb. 2016.

[25] H. A. Shehadeh, ‘‘A hybrid sperm swarm optimization and gravitational
search algorithm (HSSOGSA) for global optimization,’’ Neural Comput.
Appl., vol. 33, no. 18, pp. 11739–11752, Sep. 2021.

[26] V. K. Chawra and G. P. Gupta, ‘‘Load balanced node clustering scheme
using improved memetic algorithm based meta-heuristic technique for
wireless sensor network,’’ Proc. Comput. Sci., vol. 167, pp. 468–476,
Jan. 2020.

[27] C. Ryan, ‘‘Evolutionary algorithms and metaheuristics,’’ in Encyclopedia
of Physical Science and Technology, 3rd ed., R. A. Meyers, Ed. New York,
NY, USA: Academic Press, 2003, pp. 673–685.

[28] G. Poonam, ‘‘A comparison between memetic algorithm and genetic
algorithm for the cryptanalysis of simplified data encryption standard
algorithm,’’ Int. J. Netw. Secur. Appl., vol. 1, no. 1, pp. 34–42, 2009.

[29] H. A. Shehadeh, H. M. Mustafa, and M. Tubishat, ‘‘A hybrid genetic
algorithm and sperm swarm optimization (HGASSO) for multimodal func-
tions,’’ Int. J. Appl. Metaheuristic Comput., vol. 13, no. 1, pp. 1–33, 2022.

[30] N. El-Omari, ‘‘Sea lion optimization algorithm for solving the maximum
flow problem,’’ Int. J. Adv. Comput. Sci. Appl., vol. 10, no. 5, pp. 388–395,
2021.

[31] H. A. Shehadeh, I. Ahmedy, and I. M. Y. Idris, ‘‘Empirical study of sperm
swarm optimization algorithm,’’ in Intelligent Systems and Applications.
Cham, Switzerland: Springer, 2019.

[32] P. Bajpai andM.Kumar, ‘‘Genetic algorithm—An approach to solve global
optimization problems,’’ Indian J. Comput. Sci. Eng., vol. 1, pp. 199–206,
Oct. 2010.

[33] N. Razali and J. Geraghty, ‘‘Genetic algorithm performance with different
selection strategies in solving TSP,’’ in Proc. World Congr. Eng., vol. 2,
2011, pp. 1–6.

[34] S. Surjanovic and D. Bingham. (2013). Virtual Library of Simula-
tion Experiments: Test Functions and Datasets. [Online]. Available:
https://www.sfu.ca/ ssurjano/index.html

[35] L. Jourdan, M. Basseur, and E.-G. Talbi, ‘‘Hybridizing exact methods
and metaheuristics: A taxonomy,’’ Eur. J. Oper. Res., vol. 199, no. 3,
pp. 620–629, Dec. 2009.

[36] A. Norouzi and A. Zaim, ‘‘Genetic algorithm application in optimiza-
tion of wireless sensor networks,’’ Sci. World J., vol. 2014, Feb. 2014,
Art. no. 286575.

[37] A. George, B. R. Rajakumar, and D. Binu, ‘‘Genetic algorithm based
airlines booking terminal open/close decision system,’’ in Proc. Int. Conf.
Adv. Comput., Commun. Informat. (ICACCI), Chennai, India: Association
for Computing Machinery, 2012, pp. 174–179.

[38] J. Zhang, H. S. Chung, and W. L. Lo, ‘‘Pseudocoevolutionary genetic
algorithms for power electronic circuits optimization,’’ IEEE Trans. Syst.,
Man, Cybern., C , vol. 36, no. 4, pp. 590–598, Jul. 2006.

[39] S. Katoch, S. S. Chauhan, and V. Kumar, ‘‘A review on genetic algo-
rithm: Past, present, and future,’’ Multimedia Tools Appl., vol. 80, no. 5,
pp. 8091–8126, Oct. 2021.

[40] J. D. Neves and M. F. Bahia, ‘‘Gels as vaginal drug delivery systems,’’ Int.
J. Pharmaceutics, vol. 318, nos. 1–2, pp. 1–14, Aug. 2006.

[41] B. Gothania, G. Mathur, and R. Yadav, ‘‘Accelerated artificial bee colony
algorithm for parameter estimation of frequency-modulated soundwaves,’’
Int. J. Electron. Commun. Eng., vol. 7, no. 1, pp. 63–74, 2014.

[42] A. Crispin, P. Clay, G. Taylor, T. Bayes, and D. Reedman, ‘‘Genetic
algorithm coding methods for leather nesting,’’ Int. J. Speech Technol.,
vol. 23, no. 1, pp. 9–20, Jul. 2005.

[43] E. G. Talbi, ‘‘A taxonomy of hybrid metaheuristics,’’ J. Heuristics, vol. 8,
no. 5, pp. 541–564, Sep. 2002.

[44] Y. Sharafi, M. A. Khanesar, and M. Teshnehlab, ‘‘COOA: Competitive
optimization algorithm,’’ Swarm Evolut. Comput., vol. 30, pp. 39–63,
Oct. 2016.

[45] M. Abd Elaziz, A. A. Ewees, N. Neggaz, R. A. Ibrahim,
M. A. A. Al-Qaness, and S. Lu, ‘‘Cooperative meta-heuristic algorithms
for global optimization problems,’’ Exp. Syst. Appl., vol. 176, Aug. 2021,
Art. no. 114788.

[46] A. H. Raed, S. N. Shahab, and M. A. Abdullah, ‘‘Correlation with the fun-
damental PSO and PSO modifications to be hybrid swarm optimization,’’
Iraqi J. Comput. Sci. Math., vol. 2, no. 2, pp. 25–32, 2021.

VOLUME 10, 2022 109595



B. Raj et al.: Hybrid SSO and GA for Unimodal and Multimodal Optimization Problems

BRYAN RAJ was born in Ipoh, Perak, Malaysia,
in 1997. He received the B.CompSc. degree in
computer systems and networking from the Uni-
versity Malaya, Malaysia, in 2020, where he is
currently pursuing the Ph.D. degree in computer
science.

Throughout his bachelor’s degree program,
from the year 2016 to 2020, he was a Laboratory
Demonstrator for basic networking class with the
Universiti Malaya. He is also working as a Grad-

uate Research Assistant at the Universiti Malaya. His research interests
include wireless sensor networks, clustering algorithms, and methods and
optimization algorithms. He was a recipient of the Dean’s List Award for all
seven semesters in his bachelor’s degree.

ISMAIL AHMEDY (Member, IEEE) received the
B.Sc. degree in computer science from the Uni-
versiti Teknologi Malaysia, in 2006, the M.Sc.
and Ph.D. degrees in computer science from The
University of Queensland, Australia, in 2009 and
2015, respectively, and the Ph.D. degree from
the Universiti Teknologi Malaysia specializing
in communication protocol for wireless sensor
networks.

He is currently a Senior Lecturer at the Depart-
ment of Computer System and Technology, Faculty of Computer Science and
Information Technology, Universiti Malaya. He is also a Huawei Certified
Academy Instructor and a Network Associate. He is supervising around
ten postgraduate students currently and published more than 15 articles
to ISI indexed journals in the year 2021 and 2020 alone. His research
interests include wireless sensor networks, the Internet of Things, energy
management, and optimization algorithm. After completing his study, he has
been granted a full scholarship to pursue his studies in master’s and Ph.D.
degrees. He also received the Best Online Presentation Award from the
3rd International Conference on Information Science and Systems (ICISS)
in 2020.

MOHD YAMANI IDNA IDRIS (Member, IEEE)
received the bachelor’s degree in electrical engi-
neering, the M.CompSc. degree in computer sci-
ence, and the Ph.D. degree in system on chip from
the Universiti Malaya, Malaysia.

He is currently an Associate Professor with the
Department of Computer System and Technol-
ogy, Faculty of Computer Science and Information
Technology, Universiti Malaya. He is supervising
more than ten post graduate student and have pub-

lished more than 15 articles to ISI indexed journals in the year 2021 and
2020 alone. His research interests include robotics, system on chip, and
image and signal processing. He also have received the Excellence Service
Award from Universiti Malaya, in 2020.

RAFIDAH MD. NOOR received the bachelor’s
degree in IT from the University Utara Malaysia,
in 1998, the M.Sc. degree in computer science
from the Universiti Teknologi Malaysia (UTM),
in 2000, and the Ph.D. degree in computing from
Lancaster University, U.K., in 2010.

She is currently a Professor with the Department
of Computer System and Technology, Faculty of
Computer Science and Information Technology,
Universiti Malaya, and the Director of the Cen-

tre of Mobile Cloud Computing Research, which focuses on high-impact
research. She has performed more than two million (Ringgit Malaysia)
research grants from internal and external entities. She is supervising more
than 20 post graduate student and have published more than 15 articles
to ISI indexed journals in the year 2021 and 2020 alone. Her research
interests include transportation, mobile network technologies, and mobile
communication devices.

109596 VOLUME 10, 2022


