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ABSTRACT This paper is concerned with the finite-time H∞ robust control problem for a class of discrete-
time Markov jump systems with time-varying delays and random packet losses. The phenomenon of packet
losses occurs between the plant and the controller, which is characterized by introducing a random variable.
Based on the single exponential smoothing method, the prediction of the missing measurement is used
as the packet loss compensation when a packet is lost. Then, by employing local sector conditions and
an appropriate Lyapunov function, a state feedback controller is designed to guarantee that the resulted
closed-loop constrained system is mean-square locally finite-time stabilizable. Furthermore, some sufficient
conditions for the solution to this problem are derived in terms of linear matrix inequalities. Finally, two
numerical examples are provided to demonstrate the effectiveness of the proposed method.
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INDEX TERMS Partially known transition rates, input saturation, singular systems, time-varying delay,
packet loss compensation.

I. INTRODUCTION12

In many practical systems, such as chemistry, economy,13

aerospace, etc., due to the influence of various internal and14

external factors, the system structure and parameters will15

mutate, and this can be properly described by the Markov16

jump system model. At the same time, in the actual system,17

such phenomena as parameter perturbation, actuator satura-18

tion, communication delay and communication failure often19

occur, and these phenomena will bring great difficulties to20

the design of system control scheme. Therefore, it is very21

meaningful to study the relevant control problems of Markov22

jump system with the above practical factors. According to23

the literature, many outstanding results have been obtained24

(see [1], [2], [3], [4], [5], [6], [7], [8], [9], [10] and the25

references therein). Compared with nonsingular systems, the26

study of singular Markov systems is more general. Due to27

The associate editor coordinating the review of this manuscript and

approving it for publication was Norbert Herencsar .

the existence of singular system matrix, in order to ensure 28

the existence and uniqueness of the solution, it is necessary 29

to ensure the regularity and causality of the system, which 30

adds some difficulties to the solution of related problems. 31

In recent years, lots of attentions have been attracted on sin- 32

gular Markov systems and many results have been proposed, 33

such as stability analysis [11], filtering design [12], controller 34

design [13], [14], [15], [16], [17], [18], [19]. It can be seen 35

from the above literature that the control problem of singular 36

systems is challenging, and the results obtained are generally 37

conservative, especially considering various practical factors. 38

How to deal with these challenging problems while reducing 39

the conservatism of the results is one of the motivations of 40

this paper. 41

It is worth to note that, the above results are obtained in 42

the sense of infinite time stability. However, in practical engi- 43

neering systems, it is more valuable to consider the related 44

problems of finite-time control which has attracted the atten- 45

tion of many scholars and lots of results have been reported 46
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in [20], [21], [22], [23], and [24]. For instance, by the state47

undecomposed method, the finite-time stable and finite-time48

control problems of affine nonlinear singular systems subject49

to actuator saturation was discussed in [25]. The finite-time50

H∞ output tracking control problem was addressed for the51

networked switched systems and a hybrid event-triggered52

scheme was introduced to reduce the network transmission53

overload in [26]. On the other hand, packet loss is inevitable in54

network communication. In the case of packet losses, the con-55

trol input of the systemmay not be updated in time that results56

in the system performance degradation or even instability.57

Therefore, it is necessary to consider the data packet loss in58

the research of the above problems. Up to now, there have59

been numerous works related to this issue [27], [28], [29],60

[30], [31], [32], [33]. For instance, the dissipativity-based61

filtering problem for a class of discrete-time Markov jump62

systems with mode-dependent time-varying delays and ran-63

dom packet losses was studied in [34]. In [35], the optimal64

output feedback control problem for discrete-time Markov65

jump linear system with input delay and packet losses in66

finite horizon was considered. According to the literature,67

the finite-time control of singular systems is well studied.68

However, the results mainly focus on the filter design, fuzzy69

control, output-feedback controller design, and the state feed-70

back controller design is relatively small. Considering the71

practical factors such as data packet loss, the design of con-72

troller has important theoretical significance and application73

background.74

Summarizing the above discussions, this paper is aimed75

at the finite-time H∞ controller design for singular76

discrete-time Markov jump systems with time-varying delay77

and input saturation, where random packet losses which78

happens between plant and controller are taken into account.79

The main contributions of this paper are twofold.80

i)Compared with [14], various practical factors, such as81

packet losses and input saturation are considered in this paper82

and the proposed method is more general.83

ii)Compared with [14], by design appropriate Lyapunov-84

Krasovskii function, the delay-depended result is derived to85

reduce conservatism in this paper.86

Notations. Rn denotes the n-dimensional Euclidean space,87

and ε{·} is the mathematical expectation. P > 0 indicates that88

P is symmetric and positive-definite, while P < 0 implies89

that P is a symmetric and negative-definite matrix. Diag{·}90

and I represent, respectively, a block-diagonal matrix and91

an identity matrix with appropriate dimensions. Besides, ∗92

refers to symmetry elements of the matrix. Prob{·} means93

the probability. λmin(·) and λmax(·) represent, respectively, the94

minimum and maximum eigenvalue of matrix.95

II. MODEL DESCRIPTIONS AND PRELIMINARIES96

Consider the following stochastic Markov jump systems (6)97

in the probability space (�, F , P):98

E(r(k))x (k + 1) = (A(r(k))+1A(r(k)))x(k)99

+(Ad (r(k))+1Ad (r(k)))x(k − d(k))100

+(B(r(k))+1B(r(k)))sat(u(k)) 101

+(D(r(k))+1D(r(k)))w(k), (1) 102

z(k) = (C1(r(k))+1C1(r(k)))x(k) 103

+(C2(r(k))+1C2(r(k)))x(k − d(k)) 104

+(C3(r(k))+1C3(r(k)))u(k), x(j) 105

= η(j), j = −dM , −dM 106

+1, · · · , −1, 0. (2) 107

where x (k) ∈ Rn is the state vector, z (k) ∈ Rq is the 108

controlled output, u (k) ∈ Rm is the input. w(k) is the exter- 109

nal disturbances, η(j) are the initial conditions. The positive 110

integer d(k) denotes the time-varying delay satisfying: 111

dm ≤ d(k) ≤ dM , k ∈ N+, (3) 112

where dm and dM are the known positive integers. The param- 113

eter {r (k)} is a discrete-time Markovian process with right 114

continuous trajectories and taking values from a finite set 115

S = {1, 2, . . . ,N } with transition probabilities given by: 116

Pr {r (k + 1) = j |r (k) = i } = πij 117

where πij ≥ 0,and for any i ∈ S 118

s∑
j=1

πij = 1. (4) 119

In this paper, the transition rates of the Markov jumping 120

process are partly known. For example, the transition rates 121

matrix is given as the follows: 122

Pr =


π11 ? π13 · · · π1n
π21 ? π23 · · · ?
...

... ?
. . .

...

πn1 πn3 . . . ?

 123

where ‘‘?’’ is the unknown part of the transition rates. For 124

notational clarity, ∀iS, the set S i denotes: 125

S i = S ik
⋃

S iuk 126

with 127

S ik =̇ {j : πij is known for j ∈ S}, 128

S iuk =̇ {j : πij is unknown for j ∈ S}. 129

This paper supposes that the input of the considered sys- 130

tems is bounded as follows: 131

−u0(i) ≤ u(i) ≤ u0(i), u0(i) > 0, i = 1, · · · , m. (5) 132

For the system matrix, we denote Ai = A(r(t)) for each 133

r (t) = i ∈ S, and the other symbols are similarly denoted as 134

Ai,Adi,Bi,Di,C1i,C2i,C3i which are knownmode-dependent 135

constant matrices with appropriate dimensions. Ei is a sin- 136

gular constant matrix. 1Ai = MFN1i, 1Adi = MFN2i, 137

1Bi = MFN3i, 1Di = MFN4i, 1C1i = MFN5i, 1C2i = 138

MFN6i, 1C3i = MFN7i are unknown matrices representing 139

norm-bounded parameter uncertainties, and M and Ni are 140
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known real constant matrices with appropriate dimensions.141

The uncertain matrices F satisfies142

FTF ≤ I . (6)143

144

Assumption 1: The varying disturbance w(k) of the con-145

sidered systems is supposed as the follows:146

w(k)Tw(k) ≤ d, d ≥ 0. (7)147

In this paper, we attempt to design a state feedback controller.148

However, unfortunately, affected by unreliable networks,149

some state data packetsmay not be successfully transmitted to150

the controller. Thus, the single exponential smoothing(SES)151

method is used to predict x(k). The forecasting model is built152

as153

x̄(k + 1) = αx(k)+ (1− α)x̄(k). (8)154

where α ∈ [0, 1] is the smoothing parameter. Introduce β(k)155

as an indicator function, which is described as156

β(k) = 1, successful transmition;157

β(k) = 0, otherwise. (9)158

Besides, β(k) obeys Bernoulli distribution with159

Prob{β(k) = 1} = ε{β(k) = 1} = β ∈ [0, 1].160

Then we have the controller based on161

hidden Markov mode as the follows:162

u(k) = k1σ (t){β(k)(αx(k)+ (1− α)x̄(k))}163

+k2σ (t){(1− β(k))x̄(k)}164

where kσ (t) ∈ Rm×n andwith the emission probability defined165

as follow:166

Pr(σ (k) = p|r(k) = i) = λip,
M∑
p=1

λip = 1. (10)167

Define168

ψ(u(k)) = sat(u(k))− u(k), ξ (k) = [x(k)T ¯x(k)
T
]T ,169

ξ̄ (k) = [ξT (k) ξT (k − d(k)) ψT (u(k)) wT (k)]T . Then,170

we have the resulted closed-loop systems as the follows:171

Ēξ (k + 1) = 5ξ̄ (k)+ 1̄ξ̄ (k),172

z(k) = C̄iξ̄ (k)+ 1̄C iξ̄ (k), (11)173

where174

5T
=


ĀTi + K̄

T
p B̄

T
i

ĀTdi
B̄Ti
D̄Ti

 ,175

1̄T
=


N̄T
1i + K̄

T
p N̄

T
3i

N̄T
2i

N̄T
3i

N̄T
4i

FTMT ,176

1̄C i = MF
[
N̄5 + N7iK̄p N̄6

]
,177

C̄i =
[
C̄1i + C3iK̄p C̄2i

]
, 178

with 179

ĀTi =
[
ATi αI
0 (1− α)I

]
,ATdi =

[
ATdi 0
0 0

]
, 180

B̄Ti =
[
BTi 0

]
, D̄Ti =

[
DTi 0

]
, 181

N̄T
1i =

[
NT
1i 0
0 0

]
, N̄T

2i =

[
NT
2i 0
0 0

]
, 182

N̄T
3i =

[
NT
3i 0

]
, N̄T

4i =
[
NT
4i 0

]
, 183

N̄5 =
[
N5i 0

]
, N̄6 =

[
N6i 0

]
, 184

C̄1i =
[
C1i 0

]
, C̄2i =

[
C2i 0

]
, Ē =

[
Ei 0
0 I

]
, 185

K̄p =
[
βαk1p β(1− α)k1p + (1− β)k2p

]
. 186

Meanwhile, it’s easy to find nonsingular matrices fi and oi 187

such that 188

Ẽ = fiĒioi =
[
I 0
0 0

]
, 189

Make ξ̃ (k) = o−1i ξ (k), we can rewrite the system (11) as 190

the follows: 191

Ẽ ξ̃ (k + 1) = 5̃ξ̃1(k)+ 1̃ξ̃1(k), 192

z(k) = C̃iξ̃ (k)+ 1̃C iξ̃ (k), (12) 193

where ξ̃1(k) = [ξ̃T (k) ξ̃T (k − d(k)) ψT (u(k)) wT (k)]T , and 194

5̃T
=


oTi Ā

T
i f

T
i + o

T
i K̄

T
p B̄

T
i f

T
i

oTi Ā
T
dif

T
i

B̄Ti f
T
i

D̄Ti f
T
i

 , 195

1̃T
= NTFT M̄T , 196

NT
=


oTi N̄

T
1i f

T
i + o

T
i K̄

T
p N̄

T
3i f

T
i

oTi N̄
T
2i f

T
i

N̄T
3i f

T
i

N̄T
4i f

T
i

 , 197

1C̃ i = MF
[
N̄5oi + N7iK̄poi N̄6oi

]
, 198

C̃i =
[
C̄1ioi + C3iK̄poi C̄2ioi

]
, 199

M̄T
= MT f Ti , 200

ÃTi = oTi Ā
T
i f

T
i + o

T
i K̄

T
p B̄

T
i f

T
i 201

+(oTi N̄
T
1i f

T
i + o

T
i K̄

T
p N̄

T
3i f

T
i )FT M̄T . 202

Before presenting the main results, we give the following 203

lemmas and definitions: 204

Lemma 1 [25]: For the system (12), the matrix K̄p and the 205

given matrix Li ∈ Rm×n with appropriate dimension, if ξ̃ (k) 206

is in the set D(uo), where D(uo) is defined as follows: 207

D(uo) = {ξ̃ (k) ∈ Rn
; −u0(k) ≤ (K̄p(k) + Li(k))ξ̃ (k) 208

≤ u0(k), u0(k) > 0, k = 1, . . . ,m}, 209

then for any diagonal positive matrix T ∈ Rm×m, we derive: 210

ψ(u(k))TT (ψ(u(k))− Liξ̃ (k)) ≤ 0. 211
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Lemma 2 [12]: For the given symmetric matrix S ∈212

R(n+m)×(n+m)
213

S =
[
S11 S12
ST12 S22

]
,214

where S11 ∈ Rn×n, S12 ∈ Rn×m, S22 ∈ Rm×m, the following215

conditions are equivalent:216

1) S < 0.217

2) S11 < 0, S22 − ST12S
−1
11 S12 < 0.218

3) S22 < 0, S11 − S12S
−1
22 S

T
12 < 0.219

Lemma 3 [22]: Let X and Y be any given real matrices of220

appropriate dimensions. Then, for any scalar ε > 0,221

XTY + Y TX ≤ ε−1XTX + εY TY222

Definition 1 [20]: For the given constant integer N > 0,223

positive scalar (c1, c2, with c1 < c2, and mode-dependent224

positive matrix R̂i > 0, the resulting closed-loop systems (12)225

is said to be stochastically finite-time bounded stable with226

respect to (c1 c2 N R̂i d), if the following relation holds227

E{ξT (k1)ET R̂iEξ (k1)} ≤ c1228

⇒ E{ξT (k2)ET R̂iEξ (k2)} < c2229

k1 ∈ [−dM 0], k2 ∈ [0 N ]. (13)230

Definition 2 [17]: Regular and causal.231

(i) System (12) with w(k)=0 is said to be regular,232

if det{sẼ − Ãi} 6= 0 for all k ∈ [0, N ].233

(ii) System (12) with w(k)=0 is said to be causal,234

if det{sẼ − Ãi} = rank(Ẽ) for all k ∈ [0, N ].235

III. MAIN RESULTS236

In this section, we investigate the design of a state feedback237

controller which guarantees the locally finite-time stabiliz-238

able of the resulted closed-loop system with constant time-239

varying delay. Some sufficient conditions and the method of240

designing state feedback controller are given.241

Theorem 1: For ∀ r (k) = i ∈ S and the constant integers242

N > 0, 0.5 > ν > 0. ν̄ > 0, λ > 0, λ1 > 0 which243

are given, the closed-loop Markov jump systems(12) with244

initial conditions belonging to ε(P̄i, 1) is said to be locally245

stochastically finite-time bounded stabilizable with respect to246

(c1 c2 N Ri d), if there exists positive constant ρ > 0, ε1 >247

0, mode-dependent matrix �̄ip, symmetric positive-define248

matrix J , J̄1, S and diagonal positive definite matrix Ti, and249

matrix Li, such that250 
01 N̄T 81

ijp 82
ijp

0 − ε1I 0 0
∗ ∗ −2i 0
∗ ∗ ∗ −2i

 < 0, (14)251

[
�̄T
ipẼ K̃T

∗ u20(k)

]
≥ 0k=1→m, (15)252 [

−J̄1 �̄T
ip

∗ −
1
λ1
I

]
< 0, (16)253

J < λ1I , (17) 254

ε1ẼT M̄M̄T Ẽ ≤ λ�̄T
ipẼ

T , (18) 255

�̂ip > υ(ẼT �̄ip + �̄
T
ipẼ)+ ῡ, (19) 256

ϒ + ρλSNd < σpc2, (20) 257

with 258

J̃i = −�̄T
ipĒ + (dM − dm + 1)J̄1 259

K̃ = K̄poi�̄ip + Li�̄ip 260

01 =


J̃i 0 �̄T

ipL
T
i 0

∗ −J 0 0
∗ ∗ −2T̄i 0
∗ ∗ ∗ −ρS

 , 261

N̄T
=


�̄T
ipo

T
i N̄

T
1i f

T
i + K̆

T
p N̄

T
3i f

T
i

oTi N̄
T
2i f

T
i

N̄T
3i f

T
i

N̄T
4i f

T
i

 , 262

5̄T
=


�̄T
ipo

T
i Ā

T
i f

T
i + K̆

T
p B̄

T
i f

T
i

oTi Ā
T
dif

T
i

B̄Ti f
T
i

D̄Ti f
T
i

 , 263

whereϒ = σP+((dM−1)+(dM+dm−2)
(dM−dm+1)

2 )δλJ )c1, 264

σP = maxi∈Sσmax(P̄i), σp = mini∈Sσmin(P̄i), λJ = 265

maxi∈Sσmax(J̄ ), λj = mini∈Sσmin(J̄ ), λS = σmax(S), J̄ = 266

R−1/2i JR−1/2i , P̄i = R−1/2i PiR
−1/2
i , K̆p = K̄poi�̄ip, T̄i = T−1i 267

with 268

81
ijp = (F11, F12, · · · F1M ), 269

82
ijp = (F21, F22, · · · F2M ), 270

4̃jq = υ(ĒT �̄jq + �̄
T
jqĒ)+ ῡ, 271

4j = diag(4̃j1, 4̃j2, · · · 4̃jM ), 272

2i = diag(41, 42, · · · , 4N ), 273

F1q =
√
πijλjq(N̄TMT ) 274

F2q =
√
πijλjq(1+ λ)5̄T

275

Ī =
[
0 I

]
, Ĩ =

[
I
0

]
, 3 =

[
0 0
I 0

]
, 276

�̂ip = �̄ip − Ī�̄ip Ĩ3, �̄ip =

[
�̄1ip 0
�̄1ip �̄1ip

]
, 277

with the following controller gain K̄p = K̆p�̄
−1
ip o
−1
i . 278

Proof: For each r(k) = i ∈ S, the following 279

Lyapuonv-Krasovkii function is designed for the closed-loop 280

system (12): 281

V (ξ̃ (k), i, p) = ξ̃ (k)T ẼTPipẼ ξ̃ (k) 282

+6k−1
m=k−d(k)ξ̃ (m)

T J ξ̃ (m) 283

+6
k−dm
l=k−dM+1

6k−1
m=l ξ̃ (m)

T J ξ̃ (m) 284

Denote �ip = PipẼ + HW , where ẼTH = 0,, 285

then we have ẼT�ip = ẼT ẼT�ipẼ . Define P̃i = 286∑N
j=1

∑M
q=1 πijλjqẼ

T�jq It is easily obtained that 287

L1V (ξ̃ (k), i, p) = L[ξ̃T (k + 1)ẼT P̃iẼ ξ̃ (k + 1) 288
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−ξ̃T (k)ẼT�ipξ̃ (k)289

+(dM − dm + 1)ξ̃T (k)J ξ̃ (k)290

−ξ̃T (k − d(k))J ξ̃ (k − d(k))]291

By using the lemma 1, it follows that292

L1V (x(k), i, p)293

≤ L[(5̃ξ̃1(k)+ 1̃ξ̃1(k))T P̃i(5̃ξ̃1(k)+ 1̃ξ̃1(k))294

−ξ̃T (k)ẼT�ipξ̃ (k)+ (dM − dm + 1)ξ̃T (k)J ξ̃ (k)295

−ξ̃T (k − d(k))J ξ̃ (k − d(k))]296

−2ψ(u(k))TTiψ(u(k))+ He(ψ(u(k))TTiLiξ̃ (k))297

= ξ̃T1 (k)5̃
T P̃i5̃ξ̃1(k)+ ξ̃T1 (k)1̃

T P̃i1̃ξ̃1(k)298

+He(ξ̃T1 (k)5̃
T P̃i1̃ξ̃1(k))− ξ̃T (k − d(k))J ξ̃ (k − d(k))299

−ξ̃T (k)ẼT�ipξ̃ (k)+ (dM − dm + 1)ξ̃T (k)J ξ̃ (k)300

−2ψ(u(k))TTiψ(u(k))+ He(ψ(u(k))TTiLiξ̃ (k))301

In this paper, we assume that the matrix M ∈ Rn. Since that302

FTF ≤ I , we have303

ξ̃T1 (k)1̃
T P̃i1̃ξ̃1(k) = ξ̃T1 (k)N

TFT M̄T P̃iM̄FN ξ̃1(k)304

≤ ξ̃T1 (k)N
T M̄T P̃iM̄N ξ̃1(k)305

Based on lemma 3 and condition (18), one can obtained306

He(ξ̃T1 (k)5̃
T 5̃1̃ξ̃1(k))307

≤
1
ε1
ξ̃1
T
(k)NTFTFN ξ̃1(k)308

+ε1ξ̃1
T
(k)5̃T P̃iM̄M̄T P̃i5̃ξ̃1309

≤
1
ε1
ξ̃1
T
(k)NTFTFN ξ̃1(k)+ λξ̃1

T
(k)5̃T P̃i5̃ξ̃1310

From conditions (16)-(17), it is easy to get �̄T
ipJ�̄ip < J̄1.311

Consider that the condition (19) can be rewritten as the follow312

�̂jq > υ(ẼT �̄jq + �̄
T
jqẼ)+ ῡ,313

(υ(ẼT �̄jq + �̄
T
jqẼ)+ ῡ)

−1 > ẼT �̂−1jq = ẼT�jq314

Define �̄ip = �−1ip , and pre- and post multiplying315

matrix inequality (14) with diag(�T
ip, I , Ti, I , I ) and316

diag(�ip, I , Ti, I , I ), by using Schur lemma, one can317

obtained318

V (ξ̃ (k + 1)) ≤ V (ξ̃ (k))+ ρw(k)T Sw(k) (21)319

From k = 0→ N , and based on assumption 1, we derive320

V (ξ̃ (k)) ≤ V (ξ̃ (0))+ ρλSNd321

≤ ξ̃ (0)T ẼTPiẼ ξ̃ (0)+6
−1
i=−d(0)ξ̃ (i)

T J ξ̃ (i)322

+6
−dm
j=−dM+1

6−1i=jξ̃ (i)
T J ξ̃ (i)+ ρλSNd323

Sine that Pi = R1/2i R−1/2i PiR
−1/2
i R1/2i ,324

and ξ̃ (0)T ẼTRiẼ ξ̃ (0) ≤ c1, it is easy to find a scalar δ which325

satisfy ξ̃ (0)TRiξ̃ (0) ≤ δc1, then we derive326

V (ξ̃ (k)) ≤ ϒ + ρλSNd327

On the other hand, it is easy to know328

V (ξ̃ (k)) ≥ ξ̃ (k)T ẼTPiẼ ξ̃ (k)329

≥ σpξ̃ (k)T ẼTRiẼ ξ̃ (k) (22) 330

Then, we have 331

ξ̃ (k)T ẼTRiẼ ξ̃ (k) ≤
V (ξ̃ (k))
σp

332

≤
ϒ + ρλSNd

σp
(23) 333

Condition (20) implies that E{ξ̃T ẼTRiẼ ξ̃ (k)} < c2. 334

Define Li = [L1i L2i], and pre- and post multiplying matrix 335

inequality (15) with diag(�T
ip, I ) and diag(�ip, I ), we derive 336

that ε(ẼT�ip, 1) ∈ D(u(0)). 337

Now, we prove that the system (12) is causal and regular in 338

the time interval [0, N ] with w(k) = 0. Consider condition 339

(14) in theorem 1 and based on the lemma 2, we derive 340

341

(dM − dm + 1)J − ĒT�ipĒ + Ãi
T
(
N∑
j=1

M∑
q=1

4̄−1jq )Ãi < 0, 342

Since that (dM − dm + 1)J > 0, we have 343

−ĒT�ipĒ + Ãi
T
(
N∑
j=1

M∑
q=1

4̄−1jq )Ãi < 0. (24) 344

ĒT�ipĒ ≥ 0. (25) 345

To this end we choose two nonsingular matrices M and N 346

which satisfy the follows 347

Ē = M
[
I 0
0 0

]
N . (26) 348

Write the follows 349

4̌jq = MT (
N∑
j=1

M∑
q=1

4̄−1jq )M =
[
Wi1 Wi2
Wi3 Wi4

]
N . (27) 350

Ãi = M
[
Ai1 Ai2
Ai3 Ai4

]
N . (28) 351

Pre- and post-multiplying (24) by N−T and N−1, based on 352

the notations in (25)-(28), one can obtained that 353[
H1i H2i
HT
2i H3i

]
< 0, (29) 354

where 355

H3i = AT2i(
N∑
j=1

Wj1)A2i + AT2i(
N∑
j=1

Wj2)A4i 356

AT4i(
N∑
j=1

W T
j2 )A2i + A

T
4i(

N∑
j=1

Wj3)A4i 357

It is easy to see that (29) implies 358

H3i < 0. (30) 359

From (30), we have that the matrix A4i is nonsingular for 360

each j ∈ S. Thus, by Definition 2, it is easy to get that the 361
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discrete Markov jump singular systems in (12) is regular and362

causal.363

Theorem 2: For ∀ r (k) = i ∈ S and the given constant364

integer ε2 < λ2, the closed-loop Markov jump systems(12)365

with initial conditions belonging to ε(P̄i, 1) is said to be366

locally stochastically finite-time H∞ bounded stabilizable367

with respect to (c1 c2 N Ri d), if there exists positive constant368

γ > 0, such that conditions (15)-(20) of theorem 1 holds and369 

(14) C̃T C̃T ÑT
7 M

T I K̆
∗ − ε2I 0 0 0 0
∗ ∗ − I 0 0 0
∗ ∗ ∗ −

1
1+λ2

I 0 0
∗ ∗ ∗ ∗ − Q̄1 0
∗ ∗ ∗ ∗ ∗ − Q̄2

 < 0,370

(31)371

ϒ + γ 2Nd < σpc2, (32)372

with373

01 =


J̃i 0 �̄T

ipL
T
i 0

∗ −J 0 0
∗ ∗ −2T̄i 0
∗ ∗ ∗ −γ 2I

 ,374

C̃ = [C̃2 C̃1 0], Ñ7 = [Ñ6 Ñ5 0]375

K̆p = K̄poi�̄ip, C̃1 = C̄1ioi�̄ip + C3iK̆p376

C̃2 = C̄2ioi, Ñ5 = N̄5oi�̄ip + N7iK̆p,377

Ñ6 = N̄6oi, Q̄1 = Q−11 , Q̄2 = Q−12 ,378

and the definitions of other variables and matrices are consis-379

tent with Theorem 1 and with the following controller gain380

K̄p = K̆p�̄
−1
ip o
−1
i .381

Proof: In this case, we consider theH∞ control problem. It is382

easy to derive383

zT (k)z(k) = ξ̃T (k)(C̃T
i + 1̃C

T
i )(C̃

T
i + 1̃C

T
i )
T ξ̃ (k)384

= ξ̃T (k)C̃T
i C̃iξ̃ (k)+ ξ̃

T (k)1̃C
T
i 1̃C iξ̃ (k)385

+He{ξ̃T (k)C̃T
i 1̃C iξ̃ (k)}386

Define N̄7 = [N̄5oi + N7iK̄poi N̄6oi 0], and we assume387

that the matrix M ∈ Rn. Since that FTF ≤ I , one can derive388

ξ̃T (k)1̃C
T
i 1̃C iξ̃ (k) = ξ̃T (k)N̄T

7 F
TMTMFN̄7ξ̃ (k)389

≤ ξ̃T (k)N̄T
7 M

TMN̄7ξ̃ (k)390

Based on Lemma 3 and denote ε2 < λ2, then we derive391

He{ξ̃T (k)C̃T
i 1̃C iξ̃ (k)} ≤ ε2ξ̃T (k)N̄T

7 M
TMN̄7ξ̃ (k)392

+
1
ε2
ξ̃T (k)C̃T

i C̃iξ̃ (k)393

From condition (31) we derive394

V (ξ̃ (k + 1))− V (ξ̃ (k)) ≤ γ 2w(k)Tw(k)395

−ξ̃ (k)TQ1ξ̃ (k)− u(k)TQ2u(k)− zT (k)z(k).396

From k = 0→ N , it is easy to know 397

N∑
0

(x(k)TQ1x(k)+ u(k)TQ2u(k))+
N∑
0

Z (k)TZ (k) 398

≤ γ 2Nd + V (x(0))− V (x(N )). (33) 399

Then we have 400∑N
0 (x(k)

TQ1x(k)+ u(k)TQ2u(k)) ≤ γ 2Nd + V (x(0)). 401

Meanwhile, under the assumed zero initial condition, one can 402

drive from (33) 403

N∑
0

Z (k)TZ (k) ≤ γ 2Nd . (34) 404

Then following the similar proof of Theorem 1. 405

Theorem 3: For ∀ r (k) = i ∈ S, the closed-loop 406

Markov jump systems(12) with initial conditions belonging 407

to ε(P̄i, 1) and partially known transition rates is said to 408

be locally stochastically finite-time H∞ bounded stabiliz- 409

able with respect to (c1 c2 N Ri d), if there exists positive 410

constant γ > 0, mode-dependent matrix �̄ip, symmetric 411

positive-define matrix J and diagonal positive definite matrix 412

Ti, and matrix Li, such that conditions of theorem 2 holds and 413

(14) C̃T C̃T ÑT
7 M

T I K̆
∗ −ε2I 0 0 0 0
∗ ∗ − I 0 0 0
∗ ∗ ∗ −

1
1+λ2

I 0 0
∗ ∗ ∗ ∗ − Q̄1 0
∗ ∗ ∗ ∗ ∗ − Q̄2

 < 0, 414

j ∈ Sk (35) 415−�̄T
ipẼ 83

ijp 83
ijp

∗ −4j 0
∗ ∗ −4j

 < 0j∈Suk , (36) 416

with π̄ = 6πij, j ∈ Sk , K̆p = K̄poi�̄ip and 417

J̃i = −π̄�̄T
ipĒ + (dM − dm + 1)J̄1 418

83
ijp = (F̃11, F̃12, · · · F̃1M ), 419

84
ijp = (F̃21, F̃22, · · · F̃2M ), 420

F̃1q =
√
λjq(N̄TMT ), 421

F̃2q =
√
λjq(1+ λ)5̄T , 422

and the definitions of other variables and matrices are consis- 423

tent with Theorem 1 and 2, and with the following controller 424

gain K̄p = K̆p�̄
−1
ip o
−1
i . 425

Proof: Design the same Lyapuonv-Krasovkii function as the- 426

orem 1. Consider that 6j∈Sπij = 1, and define d̃m = dM − 427

dm + 1, it is easily obtained that 428

L1V (x(k), i, p) 429

≤ ξ̃T1 (k)5̃
T P̃i5̃ξ̃1(k)+ ξ̃T1 (k)1̃

T P̃i1̃ξ̃1(k) 430

+He(ξ̃T1 (k)5̃
T P̃i1̃ξ̃1(k))− ξ̃T (k − d(k))J ξ̃ (k − d(k)) 431

−ξ̃T (k)6j∈SπijẼT�ipξ̃ (k)+ d̃mξ̃T (k)J ξ̃ (k) 432

−2ψ(u(k))TTiψ(u(k))+ He(ψ(u(k))TTiLiξ̃ (k)) 433
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Then we have434

L1V (x(k), i, p)435

≤ {ξ̃T1 (k)5̃
T P̃i5̃ξ̃1(k)+ ξ̃T1 (k)1̃

T P̃i1̃ξ̃1(k)436

+He(ξ̃T1 (k)5̃
T P̃i1̃ξ̃1(k))− ξ̃T (k − d(k))J ξ̃ (k − d(k))437

−ξ̃T (k)6j∈SπijẼT�ipξ̃ (k)+ (dM − dm + 1)ξ̃T (k)J ξ̃ (k)438

−2ψ(u(k))TTiψ(u(k))+ He(ψ(u(k))TTiLiξ̃ (k))}j∈Sk439

+{ξ̃T (k)6j∈SπijẼT�ipξ̃ (k)+ ξ̃T1 (k)5̃
T P̃i5̃ξ̃1(k)440

+ξ̃T1 (k)1̃
T P̃i1̃ξ̃1(k)+ He(ξ̃T1 (k)5̃

T P̃i1̃ξ̃1(k))}j∈Suk441

Then following the similar proof of Theorem 2. The proof442

is completed.443

IV. NUMERICAL EXAMPLES444

In this section, two numerical examples are provided to445

demonstrate the effectiveness of the proposed method.446

Example 1: In this case, we chose the same parameters of447

literature [14], and ignore saturation and packet loss. Assume448

that the data can be transmitted successfully, then we have449

β = α = 1. For this numerical example, the initial values are450

given as the follows: c1 = 0.4, c2 = 0.5, N = 10, Ri =451

I3, d = 0.05, and describe the delay as d(k) = 1. Given452

ν̄ = 0.2, υ = 0.25. By using the theorem 3, we derive453

k11 =
[
1.2371 −0.8321 1.3653

]
,454

k12 =
[
6.0142 −1.9275 −2.0721

]
.455

456

Remark 1: Figs. 1 is the system jump mode, and Figs. 4 is457

state response of the closed-loop system (12) without458

packet loss. Compared with literature [14], this paper pro-459

vides delay-dependent results by constructing appropriate460

Lyapunov-Krasovskii function to reduce conservatism. From461

the simulation results, the H∞ performance γ = 0.7 is less462

than the results of literature [14].463

Example 2: Consider the uncertain discrete-time singular464

Markov delay system (1)-(2) with two operation modes465

described as follows:466

A1 =
[
−1 2
−3 −2

]
, Ad1 =

[
−0.1 0.2
−0.1 −0.2

]
,467

A2 =
[
−2 −3
4 −1

]
, Ad2 =

[
0.2 0.1
−0.1 0.4

]
,468

B1 =
[

0.3
−0.1

]
, D1 =

[
0.1
0.1

]
,469

B2 =
[
0.1
0.2

]
, D2 =

[
0.1
0.1

]
, M =

[
0.1
−0.1

]
,470

C11 =
[
−1 −1

]
, C21 =

[
0.1 −0.1

]
,471

C12 =
[
1 1

]
, C22 =

[
0.2 0.1

]
,472

C31 =
[
0.2 −0.3

]
, E1 =

[
1 0
0 0

]
,473

C32 =
[
0.1 −0.1

]
, E2 =

[
1 1
1 0

]
.474

FIGURE 1. System mode of example 1.

with 475

N11 =

[
0.2 0.1
0.2 0.1

]
, N21 =

[
0.6 0.2
0.1 0.1

]
, 476

N31 =

[
0 0.2
0.5 0.1

]
, N41 =

[
0.4 0.1
0.1 0.1

]
, 477

N51 =

[
0.1 0.2
0.3 0.1

]
, N61 =

[
0.3 0.1
0.1 0.4

]
, 478

N71 =

[
0.5 0
0.2 0.1

]
, N12 =

[
0.5 0
0.1 0.1

]
, 479

N22 =

[
0.4 0
0.1 0.1

]
, N32 =

[
0.4 0.1
0.2 0.1

]
, 480

N42 =

[
0.4 0
0.2 0.1

]
, N52 =

[
0.4 0.1
0 0.2

]
, 481

N62 =

[
0.4 0
0.2 0.1

]
, N72 =

[
0.3 0.1
0 0.2

]
. 482

For this numerical example, the initial values are given as 483

the follows: c1 = 0.3, c2 = 0.5, γ = 0.8, N = 10, Ri = 484

I2, d = 1, , and describe the delay as d(k) = 1 + 2 | 485

cos(k) |, then we have dM = 3, dm = 1,the bounds of the 486

input sat(uk ) ≤ 0.05. The initial values of state are given as 487

follows, 488

η(j) =
[

0.2j+ 0.5
−0.2j− 0.5

]
, j ∈ [−dM , 0]. 489

The transition rate matrix are given by the follows: 490

πij =

[
? ?
0.4 0.6

]
, λij =

[
0.6 0.4
0.5 0.5

]
. 491

Given ν̄ = 0.2, υ = 0.25, β = 0.7, α = 0.7. By using 492

the theorem 3, we derive 493

k11 =
[
1.4326 −0.7934

]
, 494

k12 =
[
0.2143 −0.0326

]
, 495

k21 =
[
−1.7931 0.8542

]
, 496

k22 =
[
10.1934 −0.936

]
. 497

498

Remark 2: Figs. 2 is the controller jump mode, and 499

Figs. 3 is the system jump rates, Figs. 5 is state response of 500

the closed-loop system (12) with partly unknown transition 501

rate and packet loss compensation. From the figures pro- 502

vided, the controller we designed guarantees that the resulted 503

closed-loop constrained systems(12) are mean-square locally 504

H∞ finite-time bounded stabilizable. 505
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FIGURE 2. Controller mode of example 2.

FIGURE 3. System mode of example 2.

FIGURE 4. ξ̃T (k)ẼT Ri Ẽ ξ̃ (k) of the closed-loop system (12) of example 1.

FIGURE 5. ξ̃T (k)ẼT Ri Ẽ ξ̃ (k) of the closed-loop system (12) of example 2.

TABLE 1. The minimum of c2 for different α and β.

Remark 3: From the Table 1, it is clear that the c2 arrives506

at the minimum value 0.41 when α = β = 1. This is mainly507

caused by that when β = 1, none of packet is lost and there508

is no need to predict the state for the controller.509

V. CONCLUSION510

The robust finite-time control issue has been investigated for511

a class of discrete-time singular Markov jump systems with512

time-varying delays and input saturation, in which random513

packet losses are considered. Based on the SES method,514

the prediction value has been taken as the compensation515

when a packet is lost. By utilizing a novel mode-dependent516

Lyapunov-Krasovskii functional, the state feed-back con-517

troller has been designed to ensure that the considered system518

is stochastically finite-time stable with a H∞ performance. 519

Finally, the validity of the proposed approach has been illus- 520

trated by two numerical examples. In addition, since the LMI 521

method is used to solve the parameters, in order to obtain 522

strict LMIs, the adoptedmathematical processingmethodwill 523

increase the conservatism. In future work, we will strive to 524

reduce conservatism and try to obtain the value of β(k) in 525

real time according to the network environment of the actual 526

system, so as to further improve the controller design method. 527
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