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ABSTRACT A modern power grid is a cyber-physical system, which are vulnerable to cyber attacks.
A recently found attack, the time-delay switch attack (TDSA), is made by inserting time delays into
communication channels. A TDSA can be highly destructive to a power system as it can lead to instability.
This paper presents a novel model predictive control (MPC) for fast frequency controller in a power system
which can effectively mitigate the unknown TDSA. The MPC recently has received great attentions to be
applied as FFC in a power system. Most of the MPC design are based on discrete-time model, whose future
plant behaviour is calculated through iteration, rather than convolution. Nevertheless, one crucial step in the
derivation of discrete-timeMPC (DTMPC) is to capture the control trajectory over a finite prediction horizon.
This imposes a challenge in designing a DTMPC to counteract the time-delay with unknown time length.
Thus, a continuous-time MPC (CTMPC) is proposed to deal with TDSA. To overcome the unknown time
delay, we synthesize an accurate time-delay estimator and sequential state predictor (SSP), are designed to
accurately estimate and effectively counteract the unknown and randomTDSA.All presented case studies are
based on a real Taipower system and justification of the effectiveness of the proposed method was verified.
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INDEX TERMS Energy storage, frequency regulation, model predictive control, sequential state predictor,
time-delay switch attack, time-delay estimation.

NOMENCLATURE16

τ (t) unknown round trip time delay.
x̂(t) estimated state variable variables.
τ̂ estimated time-delay.
N order of sequential state predictor.
H inertia constant.
D damping coefficient.
Tg governor-turbine constant.
Rg equivalent droop constant.
P̃m change of mechanical power.
PESS power of energy storage system.
ṖESS rate of power of energy storage system.
P̃e change of electrical power.

17
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f̃ frequency deviation.
Kob observer gain.
KSPN state predictor gain.
Kmpc control gain.
z (t) approximation of the predicted state.
m(t) external signal.
C0 the set of all continuous functions.
C1 the set of all functions whose derivative are in C0.
σ (t) sliding surface.
li(t) orthonormal basis functions i.
r the number of Laguerre networks.
L(t) Laguerre function.
λ time scaling factor for the Laguerre functions.
J expression of the cost function.
Q weighting matrix of predicted state.
Tp horizon of predicted time.
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18 ϕ an arbitrary future time.
R weighting matrix of input.
k step size.
ymax minimum frequency deviation.
ymin maximum frequency deviation.
α1, α2 parameters of super-twisting time-delay estima-

tor.
PC,max Maximum energy storage system (ESS) charging

power.
PD,max Maximum ESS discharging power.
PRR,dn Maximum downward ramp rate.
PRR,up Maximum upward ramp rate.

I. INTRODUCTION19

Amodern power grid, taking advantages of advanced control20

strategies, cost-competitive technologies and information and21

communication technology (ICT), is a cyber-physical sys-22

tems (CPSs), which are vulnerable to cyber attacks. Some23

of the well-known cyber-attacks are denial of service, which24

disables access to the system information or a service, false25

data injection, which intentionally manipulates the exchange26

of data, replay attack, which maliciously repeats valid data27

transmission [1]. A recently found attack, the time-delay28

switch attack (TDSA) [2], is made by inserting time delays29

into communication channels of CPSs.30

A TDSA can be highly destructive to a power system as31

it can lead to instability [3]. The critical time-delay reflects32

the maximum time-delay causing the system to be marginally33

stable. If the specified critical time-delay is smaller than the34

allowable communication time-delay, then the power system35

is unstable. Moreover, power systems may also introduce36

uncertainties depending on their operations, which particu-37

larly change the critical time-delay. This change may poten-38

tially reduce the allowable time-delay limit, which reflects39

on the communication time-delay. In this way, the stability of40

the power systems can be degraded. Several strategies have41

been proposed to deal with time-delay issues, in which the42

majorities concern on load frequency control (LFC) problem.43

In [4], an LFC based PI controller is implemented to reg-44

ulate the system frequency after unpredictable contingency.45

This work investigated the maximum allowable critical time-46

delay, which can be withstood by the PI controller. Similar47

works have been done by [5], [6], [7], [8], which employ PI48

controllers for LFC applications. These works are more con-49

centrated in the investigation of stability boundaries caused50

by the time-delay. In [9], Fu et al. proposed a filter-based51

method to compensate the communication time-delay issue.52

Even though this method can enlarge the critical time-delay to53

some extent, the robustness against the randomTDSA has not54

been ensured yet. A method to counteract random time-delay55

attack based on perturbation observer has been devised by56

[10]. In their work, the random time-delay is assumed as57

an unknown disturbance, whose effect is necessary to be58

minimized to some degree. Although this method does not59

require to exactly estimate the time-delay values to tune the60

control parameters, this method is not able to compensate61

relatively long time-delay. It is to be noted that the methods 62

proposed by [4], [5], [6], [7], [8] merely evaluate the maxi- 63

mum critical time-delay by selecting the appropriate control 64

parameters. Nevertheless, in practice, the TDSA can be 65

time-varying and random, which makes the work of [4], [5], 66

[6], [7], [8] not applicable to counteract the time-varying and 67

random TDSA. Two approaches for compensating the TDSA 68

are by redesigning the controller to satisfy the robustness 69

and by estimating the unknown TDSA without the need of 70

redesigning the controller. The first approach is prone to be 71

unstable if the TDSA is larger than the specified critical-time 72

delay. The second approach, on the other hand, is intended to 73

estimate the unknown TDSA and compensate the time-delay. 74

There are studies for estimating time delays, and they can be 75

generally classified into five approaches, which are 76

optimization-based, convolution-based algebraic, adaptive 77

backstepping-based, artificial intelligence-based, and slid- 78

ing mode-based. In the optimization-based, the estimated 79

time-delay is an optimal solution obtained based on 80

a cost function minimization. Some studies related to 81

optimization-based approach can be found in [11], [12], [13], 82

[14], [15], and [16]. For example, in [15], input and output 83

time-delays are lumped into a round trip time (RTT) delay 84

and a time-delay estimator (TDE) is proposed to estimate 85

the unknown RTT delay in a linear system. In [2], the 86

authors used gradient descent method to estimate the delay by 87

minimizing the modelling error signals. Furthermore, in [16], 88

the TDE is proposed to estimate the unknown time-delay 89

in dc motor applications. Nevertheless, these methods are 90

unable to estimate fast time-varying and random time-delay. 91

In the convolution-based algebraic approach, the convolution 92

method is applied to identify the unknown parameters and 93

constant delay of a linear system. This approach provides 94

high convergence, but it is not applicable to time-varying 95

or random time-delay estimation. Some studies related to 96

this approach are covered in [17], [18], and [19]. The third 97

approach, which is a class of nonlinear systems, applies 98

partial differential equation (PDE) transformation to estimate 99

the unknown time-delay. For instance, in [20], [21], and [22], 100

an adaptive backstepping-based TDE method is attempted to 101

regulate an unstable system. Nevertheless, this method is only 102

able to estimate the constant time-delay and the convergence 103

highly depends on the initial conditions. In the artificial 104

intelligence-based approach, a neural network (NN) is used 105

to estimate the unknown time-delay [23], [24]. However, 106

this method is only able to estimate constant time-delay 107

and requires a large set of data for training. Moreover, 108

as pointed out in [1], the NN-based methods are prone to 109

maliciously altering the training data and cause disastrous 110

operation and system instability. The sliding mode-based 111

TDE was first developed by [25] to estimate the unknown, 112

fast time-varying and random time-delay. This estimator is 113

similar to the concept of sliding mode control, in which the 114

sliding surface is employed and defined as a function of 115

external signal difference. The external signal is basically a 116

function of time, which specifically can be a clock. In [25], 117
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FIGURE 1. Block diagram of the proposed method.

variable structure-like estimator is devised to estimate the118

unknown and random time-delay. This method is able to119

converge to the actual time-varying time-delay. Neverthe-120

less, the estimated time-delay suffers from chattering due to121

switching functions, leading to inaccuracy. To enhance the122

effectiveness of this method, Deng et al. [26], [27] proposed123

a TDE based on super-twisting algorithm, which was first124

introduced by [28] for chattering suppression in conventional125

sliding mode control. This concept is subsequently extended126

for estimation problem by Deng et al., aiming at reducing127

the chattering effect and improving the convergence time.128

This method provides superior performance in accurately129

estimating the unknown and random time-delay.130

Generally, the above mentioned TDEs are verified using131

a simple state feedback controller. For instance, in [29],132

a delay-dependent robust method is proposed for analysis of133

a PID-type LFC scheme considering time delays. Recently,134

model predictive control (MPC) [30], [31], [32] has attracted135

great attention for power system controller because of its136

simplicity in developing the control strategy for a multi-input137

and multi-output system and its capability of dealing with138

various types of constraints imposed by the system [33].139

Moreover, Chen et al. [34] shows that MPC based LFC140

controllers have low overshoot and fast response, compared141

to the conventional PI based. In addition, the MPC employed142

in [34] was discrete one and can only handle constant time143

delay. In this paper, we designed a MPC based fast frequency144

controllers (FFCrs), which can effectively counteract the fre-145

quency deviation using an energy storage system (ESS) for a146

low inertia system and is able to compensate for random and147

unknown time delay attack. To authors’ knowledge, such an148

FFCr is currently not available. The main contributions of the149

paper are:150

• It devises a MPC based FFCr which is capable of opti-151

mally allocating ESS power considering on its specifi-152

cations and admissible frequency ranges.153

• Different from most the MPC based controller, the pro-154

posed FFCr is based on continuous MPC; thus it can155

synthesizes super-twisting TDE into the controller to 156

accurately estimate randomTDSA injected bymalicious 157

adversary. 158

• It yields practicability as the proposed FFC is able to 159

compensate TDSA without the need of redesigning the 160

controller. 161

• It evaluates the robustness and effectiveness of the 162

improved model predictive fast frequency controller 163

under parameter changes and various TDSAs. 164

The paper is organized as follows. Section II describes 165

the structure of the proposed FFC. Section III describes how 166

various constraints are incorporated into the designedMPC to 167

be applicable in a power system. Section IV specifies control 168

parameters and the effect of system parameter changes on the 169

critical time-delay. Case studies are presented in Section V. 170

Conclusions are drawn in Section VI. 171

II. PROPOSED CONTROL SYSTEM DESIGN 172

Fig. 1 depicts the block diagram of the proposed system, 173

composed of the power system, acting as a plant, the unknown 174

time-delay, and the proposed control method. The unknown 175

time-varying time-delay constitutes lumps of input and output 176

delays and is represented as a RTT delay. Furthermore, the 177

proposed control method is composed of three subsystems, 178

which are the super-twisting time-delay estimator (ST-TDE), 179

sequential state predictor (SSP), and MPC, which consists of 180

an observer and optimizer. The unknown RTT delay, τ (t), 181

is estimated by ST-TDE to yield the estimated time-delay, τ̂ . 182

Then, the estimated time-delay is fed to the observer and 183

SSP. The observer receives the measurement data, which 184

are specifically the measured frequencies, to yield the esti- 185

mated state variable x̂ (t). The estimated state variable is 186

subsequently processed by the SSP to predict the future state 187

variable under a given estimated time-delay, which results 188

in zN . Note that zN is an approximation of x̂ (t + τ). The opti- 189

mization algorithm, such as Quadratic Programming (QP) is 190

employed to iteratively compute the optimal solution, which 191

minimizes the given cost function under specified ESS power 192
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limitations. The corresponding cost function is a function193

of the future state trajectory and ESS power. The resulting194

optimal solution is the time derivative of ESS power, ṖESS (t),195

which is then passed to an integrator to determine the required196

amount of power from the energy storage, PESS (t).197

A. DESCRIPTION OF THE SYSTEM MODEL198

In general, the aggregated PFR dynamics incorporated with199

the ESS power is formulated as [35]200

ẋp (t) = Apxp (t)+ Bp
(
PESS (t)− P̃e (t)

)
201

y (t) = Cpxp (t) (1)202

where203

xp =
[
P̃m f̃

]T
204

Ap =

[
−

1
Tg
−

1
RgTg

1
2H −

D
2H

]
205

Bp =
[
0 1

2H

]T
206

Cp =
[
0 1

]
(2)207

Note that the PFR parameters, such as inertia constant (H),208

damping coefficient (D), governor-turbine constant
(
Tg
)
, and209

an equivalent droop constant
(
Rg
)
, are obtained via identifi-210

cation method, proposed by Subroto et al. [33]. P̃m, PESS ,211

P̃e, and f̃ denote the mechanical power change, ESS power,212

electrical power change, and frequency deviation, respec-213

tively. We assume that the external disturbance is related to214

a zero mean, white noise sequence. Hence, based on [30],215

the predicted value of the difference of the disturbance at216

future sample i is assumed to be zero. The prediction of state217

variable and output variable is calculated as the expected218

values of the respective variables, hence, the noise effect to219

the predicted values being zero.220

To minimize the steady-state error, an integrator can be221

embedded in (1), and an auxiliary variable is introduced as222

v (t) = ẋp (t). Hence, the dynamics of v (t) can be expressed223

as224

v̇ (t) = Apv (t)+ BpṖESS (t) (3)225

Note that P̃e is basically a step function and
˙̃Pe = 0. Also,226

the output state variable dynamics can be obtained as227

ẏ (t) = Cpẋp (t) = Cpv (t) (4)228

Augmenting (3) and (4) to the system yields229

ẋ (t) = Ax (t)+ BṖESS (t)230

y (t) = Cx (t) (5)231

where232

x (t) =
[
v (t) y (t)

]T
233

A =
[
Ap 0
Cp 0

]
234

B =
[
Bp 0

]T
235

C =
[
0 I

]
236

Eq. (5) serves as an augmented system of (1) containing an 237

integrator. To consider the existence of time-delay in (5), the 238

dynamic representation of a time-delay system is expressed 239

as 240

ẋ (t) = Ax (t)+ BṖESS (t − τ (t)) (6) 241

where τ (t) is the unknown RTT time-delay. Note that since 242

τ (t) is an unknown value, the estimation is carried out to 243

obtain the estimated value of time-delay, τ̂ (t). Section II.B. 244

discusses how the proposed ST-TDE can accurately estimate 245

the unknown TDSA. Furthermore, the observer is applied 246

to estimate the state-variables from the input and output 247

variables. The observer dynamics is represented as 248

˙̂x (t) = Ax̂ (t)+ BṖESS
(
t − τ̂ (t)

)
+ Kob 249

×
(
y (t)− Cx̂ (t)

)
(7) 250

whereKob is the observer gain, whose value is determined via 251

pole-placement technique. 252

B. SEQUENTIAL STATE PREDICTOR 253

SSP is devoted as a countermeasure to deal with a relatively 254

long time-delay system. This method is also well-known as 255

a chain predictor. The term ‘‘long’’ is used to describe the 256

time-delay, which is larger than the critical time-delay. To cir- 257

cumvent this problem, this approach extends a sequential 258

prediction containing copies of the system dynamics which 259

run at different time scale. 260

The concept of this approach resembles a basic predictor, 261

which essentially provides the estimation of the predicted 262

state, x (t + τ). Without loss of generality, z (t) is defined as 263

the approximation of the predicted state, x (t + τ). In [36], 264

the SSP is expressed as a set of successive estimation of 265

x
(
t + i τN

)
, where i = 1, 2, . . . ,N defines the number of set. 266

Accordingly, the SSP dynamics are represented as 267

ż1 (t) = Az1 (t)+ BṖESS (t − k1τ)+ KSP1 268

× [z1
(
t −

τ

N

)
− x (t)] 269

ż2 (t) = Az2 (t)+ BṖESS (t − k2τ)+ KSP2 270

× [z2
(
t −

τ

N

)
− z1 (t)] 271

... 272

żN (t) = AzN (t)+ BṖESS (t)+ KSPN 273

× [zN
(
t −

τ

N

)
− zN−1 (t)] (8) 274

where ki = N−i
N for i = 1, 2, . . . ,N and KSP1,KSP2, 275

. . . ,KSPN denote the predictor gain for i = 1, 2, . . . ,N , 276

respectively. For simplicity, one may select KSP1 = KSP2 = 277

. . . = KSPN . As τ (t) is unknown, the estimated time-delay, 278

τ̂ , yielded from ST-TDE is used. Moreover, as x (t) is not 279

readily available, x̂ (t) obtained from the observer, i.e. (7) is 280

employed. Consequently, SSP in (8) can be modified into (9). 281

ż1 (t) = Az1 (t)+ BṖESS
(
t − k1τ̂

)
+ KSP1 282
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× [z1

(
t −

τ̂

N

)
− x̂ (t)]283

ż2 (t) = Az2 (t)+ BṖESS
(
t − k2τ̂

)
+ KSP2284

× [z2

(
t −

τ̂

N

)
− z1 (t)]285

...286

żN (t) = AzN (t)+ BṖESS (t)+ KSPN287

× [zN

(
t −

τ̂

N

)
− zN−1 (t)] (9)288

zN can be obtained by integrating (9) so as to obtain the289

time derivative of th ESS power, ṖESS . Accordingly, the290

control law of IMP-FFC without constraints can be directly291

obtained as292

ṖESS (t) = KmpczN (t) (10)293

where Kmpc is the control gain, whose value can be obtained294

by minimizing a cost function with respect to the control295

input. In this study, we will show that Kmpc defined for a296

time-delay system is similar to that defined in a delay-free297

system. Detailed discussion of the control gain calculation is298

presented in Section III.299

C. SUPER-TWISTING TIME-DELAY ESTIMATOR300

Several attempts to improve the accuracy of TDE tech-301

niques have been conducted by [15], [16], [25], [26]. Among302

the TDE techniques, super-twisting time-delay estimator303

(ST-TDE) offers numerous advantages because it is able to304

estimate random time-delay. ST-TDE essentially employs the305

concept of sliding mode control, in which the sliding surface306

is constructed as an attempt to drive the error states to stay in307

the equilibrium. The sliding surface is defined as308

σ (t) = m
(
t − τ̂ (t)

)
− m (t − τ (t)) (11)309

where m (t) is an external signal, which satisfies m (t) ∈ C1.310

Note that C1 is the set of all functions whose derivatives are311

in C0, and C0 is the set of all continuous functions. Thus, for312

simplicity, we define m (t) = t .313

ST-TDE dynamics can be represented as314

˙̂τ (t) = 1−
1

ṁ
(
t − τ̂ (t)

)h (t) (12)315

where316

h (t) = −α1|σ (t)|
1
2 sgn (σ (t))− α2

∫
sgn (σ (t))dt (13)317

where α1,2 > 0 are positive constants. Compared to [25],318

this approach shares some advantages i.e. fast convergence319

speed, less chattering, and minimum steady-state error for320

time-varying TDE.321

III. MODEL PREDICTIVE FAST FREQUENCY CONTROL322

In this section, we will describe how the developed MPC323

can be applicable to a practical power system. Most of the324

MPC design are based on discrete-time model, whose future325

plant behaviour is calculated through iteration, rather than 326

convolution. Nevertheless, one crucial step in the derivation 327

of discrete-time MPC (DTMPC) is to capture the control 328

trajectory over a finite prediction horizon. This imposes a 329

challenge in designing aDTMPC to counteract the time-delay 330

with unknown time length. Thus, a continuous-time MPC 331

(CTMPC) is proposed to deal with TDSA. In section III-A, 332

we will show the trajectory of the continuous control variable 333

can be described by means of Laguerre functions so that the 334

CTMPC can be solved in a similar fashion to the DTMPC 335

without considering the system constraints. In section III-B, 336

we will then incorporate the system constraints to the devel- 337

oped CTMPC to be applicable in a practical power system. 338

A. MODEL PREDICTIVE FAST FREQUENCY CONTROL 339

WITHOUT CONSTRAINTS 340

Recall that the input of the augmented system (5) as the 341

derivative of the control, ṖESS (t). This condition implies that 342

the bounded input and bounded output stability is achieved if 343

lim
t→∞

ṖESS (t) = 0. This condition leads to the convergence 344

of the control signal to its steady-state value, which can be 345

represented as 346

lim
t→∞

PESS (t) = PssESS (14) 347

where PssESS is the steady-state control signal. Since the trajec- 348

tory of ṖESS (t) resembles the impulse response, ṖESS (t) can 349

be approximated with a set of Laguerre functions, formulated 350

as 351

ṖESS (t) ≈
m∑
i=1

cili (t) = L(t)Tη (15) 352

where η is the vector coefficients, composed of η = 353[
c1 c2 . . . cm

]T and li (t) , i = 1, 2, . . . ,m are the 354

set of orthonormal basis functions, expressed in [30]. 355

Note that m defines the number of Laguerre networks. 356

Accordingly, in a vector form, one can express L (t) = 357[
l1 (t) l2 (t) . . . lm (t)

]T . According to [30] and [37], the 358

Laguerre function dynamics is expressed as 359

L̇ (t) = AλL (t) (16) 360

where Aλ =


−λ 0 . . . 0
−2λ −λ . . . 0
...

. . .
. . .

...

−2λ . . . −2λ −λ

 ∈ Rm×m and λ repre- 361

sents the time scaling factor for the Laguerre functions whose 362

value is λ > 0. Thus, the exact solution of (16) can be 363

obtained as 364

L (t) = eAλL (0) (17) 365

where L (0) =
√
2λ
[
1 1 . . . 1

]T . 366

1) COST FUNCTION EVALUATION 367

The cost function is formulated as a function of pre- 368

dicted state variables and control, which are weighted by 369
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Q = QT ≥ 0 and R = RT > 0, respectively. Typically, these370

matrices are diagonal matrices to simplify the representation.371

The expression of the cost function is stated as372

J =

Tp∫
0

[
x(t + ϕ)TQx (t + ϕ)+ ṖESS(ϕ)TRṖESS (ϕ)

]
dϕ373

(18)374

The first term of (18) is the predicted state variables, whose375

solution is obtained as376

x (t + ϕ) = eAϕx (t)+ φ(ϕ)Tη (19)377

where378

φ(ϕ)T =

ϕ∫
0

eA(ϕ−γ )BL(γ )T dγ (20)379

Note that convolution integral expressed in (20) can be solved380

recursively by partitioning predicted time Tp into arbitrary381

time intervals ϕ = 0, k, 2k, . . . ,Tp, as done in [30]. In single382

input system, R is a scalar. Thus, the second term of (18) can383

be reformulated into384

Tp∫
0

ṖESS(ϕ)TRṖESS (ϕ) dϕ ≈

∞∫
0

ηTL (ϕ)RL(ϕ)Tηdϕ385

= ηTRη (21)386

Note that the orthonormality of Laguerre function allows387
∞∫
0
L (ϕ)Lk(ϕ)T dϕ = I .388

Substituting (19) and (21) into (18) gives389

J = ηT�η + 2ηTψx (t)+ x(t)T
Tp∫
0

eA
T ϕQeAϕdϕx (t) (22)390

where391

� =

Tp∫
0

φ (ϕ)Qφ(ϕ)T dϕ + R392

≈

q∑
i=0

φ (ik)Qφ(ik)T k + R (23)393

ψ =

Tp∫
0

φ (ϕ)QeAϕdϕ ≈
q∑
i=0

φ (ik)QeAikk (24)394

Note that � and ψ expressed in the integral form can be395

approximated numerically. By defining the predicted time396

window Tp = qk , time interval ϕ can be stated as ϕ =397

0, k, 2k, . . . , qk , where k is a constant step size. The step size398

k can be selected as small as possible.399

The optimal solution minimizing (22) can be obtained by400

taking the partial derivative of the cost function with respect401

to η as402

∂J
∂η
= 0→ η = −�−1ψx (t) (25)403

Consequently, the optimal trajectory of derivative of control 404

at ϕ can be expressed as 405

ṖESS (t) = −L(t)T�−1ψx (t) (26) 406

2) EMBEDDING OBSERVER FOR STATE VARIABLES 407

ESTIMATION 408

Replacing x (t + ϕ)with the estimated state, x̂ (t + ϕ) in (18) 409

leads to (27) 410

J =

Tp∫
0

[
x̂(t + ϕ)TQx̂ (t + ϕ)+ ṖESS(ϕ)TRṖESS (ϕ)

]
dϕ 411

(27) 412

which after some algebraic manipulation, is also equivalent 413

to 414

J = η̂T�η̂ + 2η̂Tψ x̂ (t)+ x̂(t)T
Tp∫
0

eA
T ϕQeAϕdϕx̂ (t) (28) 415

where η̂ denotes the estimated vector coefficient. Accord- 416

ingly, the optimal η̂ minimizing (28) is obtained as 417

η̂ = −�−1ψ x̂ (t) (29) 418

Note that the difference between η in (25) and η̂ in (29) 419

lie on the use of all state variables measurement. Once x̂ (t) 420

converges to x (t), then η̂ resembles to η. 421

3) RECEDING HORIZON CONTROL 422

The basic concept of receding horizon control (RHC) is as 423

follows: Once the set of the future control is obtained on a 424

fixed predicted time window, [0, qk], only the first one is 425

adopted as the current control law. The principle of receding 426

horizon control relies on the utilization of control signal at 427

ϕ = 0. Thus, the derivative of control can be represented as 428

ṖESS (t) = Kmpcx̂ (t) (30) 429

where Kmpc = −L(0)T�−1ψ is known as a feedback gain 430

matrix. 431

B. MODEL PREDICTIVE FAST FREQUENCY CONTROL WITH 432

CONSTRAINTS 433

In practical situations, the power of an energy storage sys- 434

tem is restricted under specified limits. These limitations 435

are considered as actuator constraints and they need to be 436

incorporated to the control formulation to satisfy the control 437

objective. Furthermore, to maintain the system frequency 438

standard, the allowable range of the system frequency is 439

included in the control design. Accordingly, the constraints 440

are categorized into three terms, i.e. power limitation of 441

energy storage, rate of power limitation of energy storage, 442

and system frequency. These constraints are formulated into 443

linear inequalities, which are necessary to provide boundary 444

conditions for real-time optimization. The procedures of for- 445

mulating the constraints into linear inequalities are described 446

as follows: 447
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1) RATE OF POWER LIMITATION OF ENERGY STORAGE448

The rate of power of ESS, ṖESS , can be defined as the ESS449

ramp rate, whose unit is denoted in MW/s. The value of ESS450

ramp rate affects the characteristics of ESS to inject the power451

during disturbance. For instance, the high ramping capability452

of ESS is quicker to ramp up and reach maximum power453

during the initialization. On the other hand, slow ramping454

capability of ESS may induce to slower time required for the455

ESS to reach maximum power, which affects the frequency456

nadir and transient time. In general, the ramp rate of ESS is457

limited to458

PRR,dn ≤ ṖESS (t) ≤ PRR,up (31)459

where PRR,up and PRR,dn denote up and down ramp rates,460

respectively.461

Employing the approximation of (26), at t = 0, (31) can462

be written as463

−L(0)T η̂ ≤ −PRR,dn (32a)464

L(0)T η̂ ≤ PRR,up (32b)465

2) POWER LIMITATION OF ENERGY STORAGE466

It is known that an ESS is a limited capacity device, in which467

the power is restricted under its specification. Generally,468

it can be expressed as469

PC,max ≤ PESS (t) ≤ PD,max (33)470

Accordingly, the ramp rate is expressed as471

ṖESS (t) =
PESS (t)− PESS (t − Ts)

Ts
= L(0)T η̂ (34)472

where Ts is the specified sampling time. Consequently, the473

ESS power at sampling instant t can be represented as474

PESS (t) = PESS (t − Ts)+ L(0)T η̂Ts (35)475

Hence, substituting (35) into inequality (33) gives476

PC,max − PESS (t − Ts) ≤ L(0)T η̂Ts ≤ PD,max477

−PESS (t − Ts) (36)478

(36) can be alternatively written as479

−L(0)T η̂Ts ≤ −PC,max + PESS (t − Ts) (37a)480

L(0)T η̂Ts ≤ PD,max − PESS (t − Ts) (37b)481

3) ALLOWABLE SYSTEM FREQUENCY482

The allowable frequency deviation range is represented as483

ymin ≤ Cx̂ (t + ϕ) ≤ ymax (38)484

where ymin and ymax reflect minimum and maximum485

frequency deviations, respectively. Note that these values486

usually follow the grid code of certain regions or nations.487

For instance in Taiwan, the allowable frequency deviation is488

±0.5 Hz. Substituting (19) into (38) yields489

ymin ≤ C
[
eAϕ x̂ (t)+ φ(ϕ)T η̂

]
≤ ymax, (39)490

which is equivalent to 491

ymin − CeAϕ x̂ (t) ≤ Cφ(ϕ)T η̂ ≤ ymax − CeAϕ x̂ (t) (40) 492

Consequently, (40) can be elaborated to 493

−Cφ(ϕ)T η̂ ≤ −ymin + CeAϕ x̂ (t) (41a) 494

Cφ(ϕ)T η̂ ≤ ymax − CeAϕ x̂ (t) (41b) 495

4) COST FUNCTION EVALUATION 496

Recall that the cost function (22) with estimated state vari- 497

ables yielded by the observer contains the term 498

x̂(t)T
Tp∫
0

eA
T ϕQeAϕdϕx̂ (t) , (42) 499

which can be considered as a constant, and consequently, the 500

cost function of (28) can be written as (43). 501

min
η̂
= η̂T�η̂ + 2η̂Tψ x̂ (t) (43) 502

subjected to 503

M η̂ ≤ β (44) 504

where M and β are the vectors whose elements are com- 505

posed by the ESS power limitations and allowable system 506

frequency, defined in (32), (37), and (41) as 507

M =



−L(0)T

L(0)T

−L(0)TTs
L(0)TTs
−Cφ(ϕ)T

Cφ(ϕ)T

 508

β =


−PRR,dn
PRR,up

−PC,max + PESS (t − Ts)
PD,max − PESS (t − Ts)
−ymin + CeAϕ x̂ (t)
ymax − CeAϕ x̂ (t)

 509

In other words, the numerical solution of this method 510

is concerned with the problems of constrained minimiza- 511

tion where the cost function is a positive definite quadratic 512

function and constraint functions are linear functions. A QP 513

approach can be applied to obtain such solutions. 514

IV. PARAMETER IDENTIFICATION AND DETERMINATION 515

FOR TAIPOWER SYSTEM 516

According to (1), the relationship between the frequency 517

deviation to electrical power change can be described as 518

f̃ (s)

P̃e (s)
=

−
1
2H s−

1
2HTg

s2 +
(
DTg+2H
2HTg

)
s+ 1

2HTg

(
D+ 1

Rg

) (45) 519

From (45), one may observe that the lumped power system 520

and governor can be represented into an approximate SISO 521

system using generation and load aggregation. The unknown 522
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parameters that need to be estimated are H , D, Tg, and Rg.523

By defining the system model with second order system as524

f̃m (s)

P̃e (s)
=
−a1s− a0

s2 + b1s+ b0
(46)525

where f̃m is the frequency deviation obtained from system526

modeling. a0 and a1 denote the coefficient associated with the527

numerator whereas b0 and b1 represent the coefficient asso-528

ciated with the denominator. Accordingly, the corresponding529

unknown parameters can be estimated as530

H =
1
2a1

531

Tg =
a1
a0

532

D =
b1a1 − a0

a21
533

Rg =
1

b0
a0
−

(
b1a1−a0

a21

) (47)534

The estimated system parameters a0, a1, b0, and b1 are535

obtained via least squares method, which is describe as536

follows.537

(46) can be re-written as538

s2 f̃m (s)+ b1sf̃m (s)+ b0 f̃m (s) = a1s(−P̃e(s))+ a0(−P̃e(s))539

(48)540

Taking the inverse of Laplace transform of (48) yields541

¨̃fm (t)+ b1
˙̃fm (t)+ b0 f̃m (t) = a1(−

˙̃Pe(t))+ a0(−P̃e(t)),542

(49)543

which is also equivalent to544

f̃m (t) = −
1
b0
¨̃fm (t)−

b1
b0
˙̃fm (t)+

a1
b0

(−˙̃Pe(t))+
a0
b0

(−P̃e(t))545

(50)546

Thus, (50) can also be represented in a matrix form as547

f̃m (t) = 8(t) µ (51)548

where 8 denotes the regressor and µ represents a vector549

containing the unknown parameters. Their elements can be550

rewritten as551

8(t) =
[
¨̃fm (t)

˙̃fm (t) −
˙̃Pe (t) −P̃e (t)

]
552

µ =
[
−

1
b0
−
b1
b0

a1
b0

a0
b0

]T
553

Since the element of the regressor is essentially known and is554

based on the measurement data, the element of the regressor555

containing ¨̃f m (t) and
˙̃f m (t) can be replaced by

¨̃f (t) and ˙̃f (t),556

respectively. Consequently, it results in557

8(t) =
[
¨̃f (t) ˙̃f (t) −˙̃Pe (t) −P̃e (t)

]
558

Defining the modeling error as the difference between the 559

actual data and model, stated as 560

υ = f̃ (t)− f̃m (t) (52) 561

A cost function, which defines the function of modeling 562

error, is formulated as 563

JLS = υTυ 564

=

[
f̃ (t)−8(t) µ

]T [
f̃ (t)−8(t) µ

]
565

=

[
f̃ (t)T − µT8(t)T

] [
f̃ (t)−8(t) µ

]
566

= f̃ (t)T f̃ (t)−2µT8(t)T f̃ (t)+µT8(t)T8(t) µ (53) 567

JLS , minimizing µ, can be obtained by taking the partial 568

derivative of JLS with respect to µ as 569

∂JLS
∂µ
= −28(t)T

[
f̃ (t)−8(t) µ

]
= 0 (54) 570

Accordingly, the optimal µ can be obtained as 571

µopt =
(
8(t)T8(t)

)−1
8(t)T f̃ (t) (55) 572

The validation of the proposed method is conducted 573

for Taiwan power systems. Two events recorded in PMUs 574

occurred on September 14, 2018 (event 1) and December 1, 575

2018 (event 2) are taken as examples of generation-loss cases. 576

Event 1 dealt with three generator units trip whose total power 577

generation is 708 MW. On the other hand, one generator unit 578

is tripped with total power generation of 550 MW in event 2. 579

Figure 2 shows the frequency responses recorded from the 580

PMU, resulted from two actual generation-loss events. The 581

sampled time of PMU is 0.05 s. The figure shows that the 582

models obtained from system identification technique are in 583

great agreement with the real measurement data. 584

The total system loads of events 1 and 2 are 32607 and 585

24127 MW, respectively. The model for even 2 is stated 586

in (56). 587

f̃ (s)

P̃e (s)
=
−0.0446s− 0.0075

s2 + 0.1889s+ 0.0381
(56) 588

The corresponding estimated power system parameters are 589

obtained as H = 11.22, D = 0.48, Rg = 0.22, and Tg = 590

5.97 based on calculation in [33]. 591

Table 1 lists parameters of the proposed method. The 592

weighting matrices Q = QT ∈ R3×3 and R ∈ R1×1 are 593

associated with the predicted state variables and the time 594

derivative of the control input, respectively. The optimal Q 595

is often selected as Q = CTC [28]. With this choice, the 596

closed-loop eigenvalues are determined by R. The larger R 597

generates the smaller control input, which results in slower 598

settling time. On the contrary, the smaller R produces the 599

higher control input, which yields fast response, yet exhibits 600

overshoot. 601

Fig. 3 shows the frequency trajectory of the power sys- 602

tem under various time-delay constants. As can be seen, the 603

maximum time-delay causing the system to be marginally 604
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FIGURE 2. Actual contingencies occurred in Taiwan: (a) Event 1,
(b) Event 2.

FIGURE 3. Frequency trajectory under various time-delay constants.

stable is τ = 0.568s. This indicates that MP-FFC is unable to605

compensate the time-delay, which is greater than τ = 0.568s.606

Changes of system parameters are also a key factor con-607

tributing to the shift of the critical time-delay. To validate this,608

the MP-FFC designed for event 2 is tested to event 1, whose609

system parameters are different from event 2. In event 1,610

the system parameters are obtained as follows: H = 8.92,611

D = 2.09, Rg = 0.19, and Tg = 24.14. Accordingly,612

as depicted in Fig. 4, the critical time-delay shifts to 0.49s,613

which is smaller than the previous one. This indicates that614

system uncertainties can affect the critical time-delay.615

V. CASE STUDIES616

To verify the robustness of the proposed method in com-617

pensating the TDSAs, four cases studies are carried out and618

FIGURE 4. Frequency trajectory under various time-delay constants for
case where the system parameters change.

two types of TDSA, i.e. constant and random TDSAs are 619

investigated. The first and second cases are to study the 620

robustness of the proposed controller against constant and 621

random TDSAs, respectively. On the other hand, the robust- 622

ness of the proposed controller under parameter variations, 623

together with constant and random TSDAs, is investigated 624

in cases 3 and 4, respectively. It is to be noted that these 625

TDSAs occur at t = 0s, which are subsequently followed 626

by an under-frequency contingency (i.e. generator outage) 627

at t = 6s. Moreover, to justify the proposed method, three 628

controllers are tested under these cases. The first controller 629

is named as model predictive FFC (MP-FFC) without con- 630

straints. It is based on the model developed in most of the 631

studies such as [38], [39] where the time-delay estimator 632

and corrector are not included in the control formulation. 633

Moreover, the system constraints such as the ESS limitation 634

and frequency constraints are also not taken into account. 635

The second control is called improved model predictive FFC 636

(IMP-FFC) without constraints. Different from MPC-FFC, 637

IMP-FFC employs the proposed time-delay estimator (i.e. 638

ST-TDE) and corrector (i.e. SSP). Finally, the third controller 639

is the complete proposed controller, which is called IMP-FFC 640

with constraints. It consists of the model predictive control 641

together with the proposed SSP and ST-TDE, and takes the 642

system constraints into account as well. 643

A. ROBUSTNESS AGAINST CONSTANT TIME-DELAY 644

SWITCH ATTACK 645

The constant TDSA is set to τ (t) = 5s. The TDSA 646

value is selected greater than the critical time-delay (about 647

8.8 times) to prove the robustness of the proposed method. 648

Fig. 5a depicts the trajectory of frequency under constant 649

TDSA and generator outage. As can be seen, the MP-FFC 650

without constraints causes the frequency to diverge from its 651

nominal value and results in unstable response since the value 652

of TDSA is larger than the critical time-delay that can be 653

withstood by the corresponding controller. It is indicated 654

that at t = 6s, the frequency response of MP-FFC causes 655

the frequency uncontrollably oscillates. On the other hand, 656

the proposed method is able to regulate the frequency in 657

the presence of TDSA and under-frequency contingency by 658

accurately estimating the unknown TDSA and effectively 659
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TABLE 1. Parameters of the proposed method.

TABLE 2. Power limitation of ESS and frequency deviation constraints.

compensating the actual TDSA based on the estimated660

TDSA. As depicted in Fig. 5b, the estimated TDSA can con-661

verge to the actual TDSAwithin 5s from its initial value. Note662

that the initial value is selected as the minimum time-delay663

which can possibly occur in the system. Moreover, compared664

to the proposed method, IMP-FFC without constraints yields665

high overshoot frequency response, yet producing the same666

frequency nadir, that is 59.64 Hz.667

In terms of constraint handling, the PESS generated by668

the proposed method satisfies the range of the specified669

power limitation. Figs. 5c and 6 justify the effectiveness of670

the proposed method in distributing the ESS power and its671

ramp rates. As can be seen, the proposed method is capable672

of optimally allocating PESS under given power limitations.673

On the contrary, the other two methods are not able to allo-674

cate PESS under its limitation, as PESS specifications are not675

incorporated in the controller design. This emphasizes the676

importance of incorporating PESS specifications into control677

design to attain the feasible optimal values.678

B. ROBUSTNESS AGAINST RANDOM TIME-DELAY SWITCH679

ATTACK680

The random TDSA is given within the range τ (t) = [3, 5.5]s681

with sample time 0.1s. This range is selected since it is682

greater than the critical time-delay, which essentially causes683

the power system to be unstable.684

Fig. 7a shows the trajectory of system frequency under685

random TDSA and generator outage. As can be seen, the686

proposed method is able to maintain and stabilize the system687

frequency under random TDSA. Furthermore, the system688

frequency can also be recovered to its nominal value by the689

proposed method, while the other two controllers are not able690

to stabilize the system under randomTDSA. Additionally, the691

unknown and random TDSA can also be accurately estimated692

FIGURE 5. Trajectories of: (a) f ; (b) PESS ; and (c) τ̂ under constant
time-delay switch attack.

by the proposed method. As depicted in Fig. 8, the resulting 693

time-delay estimation produced by the proposed method can 694

quickly converge to the actual TDSA. 695

The proposed method is also able to allocate PESS , satis- 696

fying the range of the specified power limitation. As evident 697

in Figs. 7(b) and 9, the ESS power and ramp rate generated 698

by the proposed method are still within the specified limits. 699

This indicates that the proposed method is able to handle the 700

constraints determined by the ESS specifications. 701
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FIGURE 6. Trajectories of: (a) ṖESS ; (b) ṖESS (zoom-in) under constant
time-delay switch attack.

FIGURE 7. Trajectories of: (a) f ; and (b) PESS under random time-delay
switch attack.

C. CASE 3: ROBUSTNESS UNDER PARAMETER702

VARIATIONS AND CONSTANT TIME-DELAY SWITCH ATTACK703

In this case, the controller parameters determined by the704

parametric identification of event 2 are subsequently applied705

for event 1. Note that events 1 and 2 occurred at different706

days of the year. Hence, the system inertia, total demanded707

power, and etc. are completely different. This case study708

is aimed at testing the robustness of the proposed method709

FIGURE 8. Trajectories of: (a) τ̂ ; and (b) τ̂ (zoom-in) under random
time-delay switch attack.

FIGURE 9. Trajectories of: (a) ṖESS ; (b) ṖESS (zoom-in) under random
time-delay switch attack.

to counteract the system parameter and external disturbance 710

variations as well as the constant TDSA. The constant TDSA 711

is set to τ (t) = 5s from t = 0. The power limitations of 712

ESS for this case are listed in Table 3. Figure 10(a) depicts 713

the trajectories of the system frequency. As can be seen, 714

the IMP-FFC with constraints is able to stabilize the power 715

systems. The frequency nadir governed by the IMP-FFC with 716
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TABLE 3. Power limitation of ESS for Cases 3 and 4.

FIGURE 10. Trajectories of: (a) f ; (b) PESS ; and (c) τ̂ under parameter
variations and constant time-delay switch attack.

constraints can be rescued to 59.65 Hz. Moreover, as illus-717

trated in Figures 10(b) and 11, PESS and ṖESS generated718

by the IMP-FFC with constraints satisfies the ESS power719

limitations. It can be indicated that the resulting PESS and720

ṖESS are still within the limits. On the contrary, bothMP-FFC721

and IMP-FFC without constraints are not able to produce722

PESS and ṖESS satisfying the specified limits. Accordingly,723

both controllers are not able to maintain the system stability.724

As demonstrated in Figure 10(c), the estimated time-delay725

can converge to actual time-delay, whose initial settling time726

is similar to that of Case 1. Hence, it justifies that system727

parameter variations do not affect the STA TDE.728

FIGURE 11. Trajectories of: (a) ṖESS ; (b) ṖESS (zoom-in) under parameter
variations and constant time-delay switch attack.

FIGURE 12. Trajectories of: (a) f ; and (b) PESS under parameter variations
and random time-delay switch attack.

D. CASE 4: ROBUSTNESS UNDER PARAMETER 729

VARIATIONS AND RANDOM TIME-DELAY SWITCH ATTACK 730

In this case, the system is tested under parameter variations, 731

whose setup is the same as that of Case 3. However, random 732

TDSA is injected at t = 0, whose value range is the same as 733

that of Case 2. The power limitations of ESS for this case are 734

listed in Table 3. 735

VOLUME 10, 2022 99787



R. K. Subroto, K. L. Lian: Improved Model Predictive FFC for Power System Stability

FIGURE 13. Trajectories of: (a) ṖESS ; (b) ṖESS (zoom-in) under parameter
variations and random time-delay switch attack.

FIGURE 14. Trajectories of: (a) τ̂ ; and (b) τ̂ (zoom-in) under parameter
variations and random time-delay switch attack.

The system frequency trajectory is shown in Figure 12(a).736

As can be seen, the IMP-FFC with constraints maintains the737

frequency and is able to regulate the frequency to its nominal738

value after 18s. Moreover, the frequency nadir can be rescued739

to 59.65Hz, which is still within the Taipower standard. This740

proves the superiority of the IMP-FFC with constraints in741

counteracting random TDSA and handling the ESS power742

limitations. On the contrary, both MP-FFC and IMP-FFC743

without constraints are not able to stabilize the frequency. 744

The frequency trajectories yielded by these methods tend to 745

diverge and exhibit severe oscillations. 746

In terms of constraints handling, the IMP-FFC with con- 747

straints is able to satisfy the constraints given by ESS 748

specifications. As can be seen from Figures 12(b) and 13, 749

the IMP-FFC with constraints is able to allocate PESS and 750

ṖESS within their specified ranges. On the other hand, both 751

MP-FFC and IMP-FFC without constraints are not able to 752

allocate PESS and ṖESS within their specified ranges since the 753

constraints are not considered in their control design. 754

Furthermore, the random TDSA can be accurately esti- 755

mated via STA TDE as shown in Figure 14. By accurately 756

estimating the unknown TDSA, the controllers can provide 757

control actions corresponding to the estimated TDSA. 758

VI. CONCLUSION 759

In this paper, a unified fast frequency control, based on 760

model predictive control has been proposed. The proposed 761

method is not only able to regulate the system frequency 762

to the nominal value during large disturbance, but also able 763

to counteract any types of unknown TDSA. By accurately 764

estimating the unknown TDSA, the proposed method can 765

compensate the attacks injected by the hacker. Thus, the 766

power system resiliency can be maintained. Furthermore, the 767

proposedmethod is also able to optimally allocate ESS power 768

based on ESS specifications, such as ESS power and ramp 769

rate, and frequency limits set by the grid code. 770
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