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ABSTRACT This paper studies the problem of optimal cache placement to maximize the offloading
probability in a device-to-device (D2D) enabled cellular network with small base stations (SBSs). Different
from most existing works, we consider unequal users’ equipment (UE) cache memory sizes and all wireless
links are modeled as Nakagami-m fading. User preference for each UE and global popularity for SBS, as well
as the higher priority of content request from neighboring UEs vs. SBS, are the main factors that make the
problem formulation of our work different from that of existing works. It is assumed that each UE caches
its desired content with the order of searching its cache, neighboring UEs’ cache via D2D communications,
and its serving SBS’ cache. A close to optimal low complexity heuristic cache placement policy is proposed
and it is shown that its performance reaches the optimal caching strategy.

10 INDEX TERMS Caching, cellular network, D2D.

I. INTRODUCTION11

Since most mobile data is frequently requested and can be12

cached, a promising solution to reduce backhaul traffic is to13

cache popular content on the edge of the wireless network.14

Caching at the cellular edge, e.g., the base station (BS) or user15

equipment (UE), reduces backhaul network traffic load, user16

service latency, and backup network cost, while improving17

network power, energy efficiency, and user experience [1].18

Besides caching, proximity-based device-to-device (D2D)19

communications have emerged as a promising solution for20

current and future cellular networks that reduce congestion in21

the core network, lower energy consumption, and maximizes22

spectrum utilization. One of the main challenges of D2D23

communications are interference reduction and management24

among devices due to their proximity [2].25

While edge caching is considered to be a promising solu-26

tion to enhance offloading, caching is still surrounded by27

challenges, i.e., cache placement and content delivery strat-28

egy [1], [3], where and which content should be cached29

due to limited cache size of UEs and SBSs, and how to30

The associate editor coordinating the review of this manuscript and
approving it for publication was Omer Chughtai.

reliably deliver cached content from its stored location to a 31

requesting UE. 32

Heterogeneous user activity level, different content request 33

of users for the same content and unequal user cache size 34

make the aforementioned challenges even more complicated. 35

Most of the existing works, assume the cache size of devices 36

to be equal, while according to the device model and other 37

factors, this is an unrealistic assumption for real-world cellu- 38

lar networks [4]. 39

Recently, extensive research has been conducted to address 40

the aforementioned challenges. To optimize caching policy 41

and increase the likelihood of offloading, a prior knowledge- 42

based learning algorithm has been proposed to obtain user 43

preference in [5]. In that work, caching at the edge of the 44

wireless network, D2D communications, equal user cache 45

size, and Rayleigh fading have been assumed. In [6], [7], and 46

[8] the authors have maximized cache hit rate and through- 47

put by optimizing cache policy at the edge of the wireless 48

network. Furthermore, the aforementioned works ignored the 49

user’s preference and the cache size difference, while the 50

telecommunication channel has been assumed to be Rayleigh 51

fading. 52

In the literature, there has been work on caching that 53

has assumed different cache sizes at either SBSs or UEs, 54
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nevertheless, to the best of the author’s knowledge no prior55

work has considered the problem of cache placement in a cel-56

lular network with different UE and SBS cache sizes. In [9],57

the cache hit maximization problem in a heterogeneous wire-58

less network has been investigated where users don’t cache59

data and no D2D communication is available. The authors60

in [4], [5], [6], [7], [8], [9], and [10] have considered a server61

connected to several users that have different cache sizes. The62

links between the server and each user and the links between63

devices have been assumed ‘‘error-free’’, coded caching is64

assumed, and their cost function is not a cache hit probability.65

In this paper, we consider a cache-enabled small cell net-66

work with D2D communications. Assuming mmWave-band67

frequencies [8], [12], we consider Nakagami-m fading chan-68

nel model, which is more suitable to model mm-wave fre-69

quencies that are expected to be used in 5G and beyond70

cellular networks, especially since we are assuming a small71

cell network. In terms of performance analysis, incorporating72

Nakagami-m fading requires a different approach to evalu-73

ate link connection success probability, i.e., the commonly74

used method of Laplace transform for Rayleigh fading is75

not applicable. Different from previous works, we consider76

individual user preference instead of content popularity and77

different user cache sizes in solving the offloading probability78

maximization. Furthermore, we propose a low complexity79

heuristic caching strategy that offers performance close to the80

optimal case.81

The rest of the paper is organized as follows. Section II82

describes the system model. In Section III, the caching prob-83

lem is formulated and the optimum caching strategy is pre-84

sented. In Section IV numerical and simulation results are85

presented, while Section V concludes the paper.86

II. SYSTEM MODEL87

We consider a single cell of a cache-enabled small cell net-88

work, where each UE and SBS are equipped with cache89

memory. There are Nu users, each operating in either D2D90

or cellular mode. Furthermore, We assume that in the D2D91

communication mode, UEs communicate at different fre-92

quencies than in the cellular mode. Hence, no cross-tier93

interference. However, in D2D communication, we assume94

that all user pairs communicate with each other at the same95

frequency band, resulting in inter-user interference. In the96

sample scenario depicted in Fig.1, the first nearest UE to UE197

is UE2 which has UE1’s requested file in its cache, and UE198

receives its requested file from UE2 in D2D mode. UE3 has99

its requested file cached in its device, while UE4’s requested100

file is not cached in its own cache or its neighboring devices.101

Hence, it has to request the file in cellular mode from the SBS.102

We consider a general probabilistic caching policy in the103

downlink network to accommodate heterogeneous user pref-104

erences and spatial locality by allowing each UE and SBS to105

cache files with a different probability distribution. Location106

of UEs and SBSs are modeled by two independent homo-107

geneous Poisson Point Processes (PPP) 8u and 8b with108

intensities λu and λb, respectively. Three pre-defined cache 109

hit scenarios are: 110

1) Self request: occurs when the requested file is cached 111

in its device. 112

2) D2D cache hit: when the requested file is not cached in 113

a device but exists in nearby devices. 114

3) SBS cache hit: when the requested file is not cached in 115

a device and its nearby devices, the file is fetched from 116

devices associated with the SBS cache. 117

The table below presents variable notations used through- 118

out the paper. 119

TABLE 1. Variable notations.

In D2D communications, to increase the cache-hit prob- 120

ability, each user is allowed to associate with one of the 121

N -nearest UEs to download the requested file. For the sake 122

of lower latency and required transmission power, the nearest 123

user that has the requested file is selected. For a given user, 124

if the requested file is not found in any of itsN th nearest users, 125

that user requests its desired file from SBS in cellular mode. 126

We consider Nakagami-m fading channel model for D2D 127

and cellular connections. The Nakagami-m probability den- 128

sity function (PDF) is given by 129

p(x) = 2(
m
�
)m
x2m−1

0(m)
exp{−

mx2

�
}, m ≥

1
2
, (1) 130

where m is the fading parameter, x is the random variable, � 131

is the average power, 0(.) is the Gamma function, and λ = m
�

132

is the Nakagami parameter. 133
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FIGURE 1. Cellular layout of a cache-and-D2D-enabled network with voronoi regions.

The uth user can cache at most N c
u files and the SBS can134

cache at most N c
b files from a content library consisting of135

Nf equal-sized files that all users in this cell can request.136

Denote cf ,u as the probability that the uth user caches the137

f th file and ĉf as the probability that the SBS caches the f th138

file. We assume
∑Nf

f=1 cf ,u ≤ N c
u for u = 1, . . . ,Nu and139 ∑Nf

f=1 ĉf ≤ N c
b due to the cache storage limit. The caching140

policy can be optimized and updated at off-peak times due141

to the fact that the user preference changes much slower than142

the traffic load.143

Let qu = [q1,u, . . . , qNf ,u] denote the user preference of144

the uth user, where qf ,u ∈ [0, 1] is the probability that the f th145

file is requested by the uth user. Also, let p = [p1, . . . , pNf ]146

denote global content popularity, which is the probability147

of the file requests in the considered cell, where pf is the148

average probability that the f th file is requested by the users149

in that cell. Furthermore, let the user activity level be v =150

[v1, . . . , vNu ], where vu is the probability that the uth user151

sends a file request in the cell. Given that the global content152

popularity is the average of user preferences in a region,153

hence it is given by154

pf =
Nu∑
u=1

vuqf ,u; (2)155

In practice, user preference qu and activity level v can be156

learned through machine learning techniques [5].157

III. CACHING POLICY OPTIMIZATION 158

In this section, we evaluate the offloading probability or 159

equivalently cache hit probability, which is the probability 160

that a user finds its requested file in the local cache. A user 161

chooses the first nearest user that has the requested file (due 162

to lower latency and required transmission power); it searches 163

up to the ith nearest user in priority of lower distance to 164

itself. If the requested file is not found in any of the ith 165

nearest users, it requests its desired file mode from SBS in 166

cellular. 167

A. CACHING POLICY 168

We consider self-request, D2D cache hit, and SBS cache hit 169

cases for offloading. 170

1) Self request: In this case, pself is the average proba- 171

bility that a user finds its requested file in its cache, given 172

by 173

pself =
1
Nu

Nu∑
u=1

Nf∑
f=1

qf ,ucf ,u. (3) 174

2) D2D cache hit: In this case, the probability of suc- 175

cess is defined as the probability that a user retrieves the 176

requested file from the cache of a neighboring device. This 177

is possible when the received signal-to-interference-plus- 178

noise ratio (SINR) at the user that acquires the requested 179

file, γ , is greater than a threshold denoted by γ0. The uth 180

user’s received SINR downloading from the nu(i)th user is 181
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given by182

γnu(i) =
Pnu(i)hnu(i)r

−α
nu(i)∑

û∈8u,û6=nu(i) Pûhu,ûr
−α
u,û + σ

2
, (4)183

where nu(i) denotes the index of the ith nearest user to the uth184

user, Pnu(i) is the transmit power of the nu(i)th user, hnu(i) is185

the channel gain between uth user and nu(i)th user, rnu(i) is186

the distance between the two users, α is pathloss exponent,187

σ 2 is the noise variance, and8u is the user set that shares the188

same frequency with the uth user. For evaluating the power189

of the interference term in our analysis, we have assumed that190

only the nearest user causes interference in D2Dmode, which191

generates the strongest interference.192

The D2D cache hit probability is given by (5), as shown193

at the bottom of the next page, where cf ,nu(i)
∏i−1

w=0(1− cf ,w)194

is the probability that the ith nearest user has the f th file in195

its cache, while all users from the first nearest to the i − 1th196

nearest (including the UE’s cache probability (w = 0)) do not197

have the content in their cache, and P(γnu(i) > γ0|rnu(i), hnu(i))198

is the success probability when user u downloads a file from199

user nu(i). Ef ,r,h denotes the expectation over user request,200

distance, and channel fading, respectively.201

Lemma 1: The success probability of the uth user down-202

loading from the nu(i)th user is given by203

Snu(i)(γ0) =
∫
∞

0

∫
∞

0
P(γnu(i) > γ0|rnu(i), hnu(i))204

× fR(rnu(i), λu)fH (hnu(i))drnu(i)dhnu(i)205

=

∫
∞

0
Gnu(i)(rnu(i), γ0)× fR(rnu(i), λu)drnu(i); (6)206

where Gnu(i)(rnu(i), γ0) is given in (7), as shown at the bottom207

of the next page.208

Proof: Let F(·) be CDF of the random variable x,209

and φ(·) its corresponding characteristic function with real210

variable t , then [13],211

F(x) =
1
2
−

1
π

∫
∞

0

Im{φ(t)e−jtx}
t

dt. (8)212

Furthermore, let ζ0 = |hnu(i)|, and ζ = |hu,û|, respectively.213

For a real valued µ, we have [13]: Pr(µζ − ζ0 > 0) = 1 −214

F(0), then215

Pr(r−αnu(i)ζ0 − µ
K∑
û=1

r−αu,û ζ >
σ 2

Pnu(i)
) = 1− F(

σ 2

Pnu(i)
). (9)216

For the case where hnu(i) has Nakagami-m distribution,217

f (r−αu,û ζ ) = (rαu,û)
m(
m
�
)m
ζm−1

0(m)
exp(−

m
�
rαu,ûζ ), (10)218

where λ =
rαu,ûm
�

. The characteristic function of r−αu,û ζ is given219

by220

φ(t) = (1+ (
t

rαnu(i)λ
)2)−

m
2 .

K∏
û=1

(1+ (
µt
rαu,ûλ

)2)−
m
2221

× exp{j[m tan−1(
t

rαnu(i)λ
)−

K∑
û=1

m tan−1(
µt
rαu,ûλ

)}. 222

(11) 223

Then Im{φ(t)e−jtx} is given in (12), as shown at the bottom 224

of the next page, and by substituting (12) and (8) in (9) we 225

reach (13), as shown at the bottom of the next page. 226

To achieve the success probability in (6), the PDF of the 227

distance of a UE from its ith nearest UE, rnu(i), according to 228

the PPP is given by [14]: 229

fR(rnu(i), λu) =
2(πλu)i

(i− 1)!
r2i−1nu(i)

e−πλur
2
. (14) 230

3) SBS cache hit: when a user’s requested file has not been 231

cached in its cache or via D2D mode, then it can download 232

from the SBS cache. The received SINR of the uth user 233

downloading from the SBS is given by 234

γu,b =
Pbhu,br

−α
u,b∑

b̂∈8b,b̂6=b
Pb̂hu,b̂r

−α

u,b̂
+ σ 2

, (15) 235

where Pb is the transmit power of SBS, hu,b is the channel 236

gain between the uth user and the SBS, ru,b is the distance 237

between the uth user and the bth SBS, and 8b is the SBS set 238

that shares the same frequency with bth SBS. The SBS cache 239

hit probability is then given by 240

Psbshit =
1
Nu

Nu∑
u=1

vu

Nf∑
f=1

pf [ĉf
N∏
w=0

(1− cf ,w)]× Su,b(γ0). (16) 241

Similar to Lemma 1, it can be shown that the success 242

probability when the uth user downloads from the SBS is 243

given by 244

Su,b(γ0) =
∫
∞

0

∫
∞

0
P(γu,b > γ0|ru,b, hu,b) 245

× fR(ru,b, λb)fH (hu,b)dru,bdhu,b 246

=

∫
∞

0
Gu,b(ru,b, γ0)× fR(ru,b)dru,b, (17) 247

where Gu,b(ru,b, γ0) is given in (18), as shown at the bottom 248

of the next page. Also, fR(ru,b, λb) in (17) is calculated similar 249

to (14). 250

For the general case of N (assuming the requested file 251

is stored in the ith nearest user), (6) and (17) are difficult 252

to solve. Furthermore, for the analysis to be tractable we 253

have assumed that only the nearest user (strongest interferer) 254

causes interference in D2D mode. Therefore, we have closed 255

form expressions for the case of N = 1, m = 2, α = 2, and 256

K = 2, where Snu(i) is given in (19), as shown at the bottom 257

of the next page. The expression for Su,b(γ0) is similar to (19) 258

and it can be obtained by replacing λu and Pu with λb and Pb, 259

respectively. 260

Finally, the total cache hit probability is given by 261

phit = pself + pD2Dhit + p
SBS
hit 262

=
1
Nu

Nu∑
u=1

Nf∑
f=1

qf ,ucf ,u +
1
Nu

Nu∑
u=1

vu

Nf∑
f=1

qf ,u 263
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×

N∑
i=1

[cf ,nu(i)

nu(i)−1∏
w=1

(1− cf ,w)]Snu(i)(γ0)264

+
1
Nu

Nu∑
u=1

vu

Nf∑
f=1

pf [ĉf
N∏
w=1

(1− cf ,w)]× Su,b(γ0).265

(20)266

B. CACHE HIT OPTIMIZATION267

Based on (20), the optimization problem is formulated as268

P1 :269

max
{cf ,u,ĉf }

pself + pD2Dhit + p
SBS
hit (21a)270

s.t. C1 : 0 ≤ cf ,u ≤ 1, f = 1, . . . ,Nf , u = 1, . . . ,Nu271

(21b)272

C2 :
Nf∑
f=1

cf ,u ≤ N c
u , , (21c)273

C3 :
Nf∑
f=1

ĉf ≤ N c
b . (21d)274

In problem P1, constraints C2 and C3 ensure that the cache 275

content of each user device and SBS do not exceed their 276

cache size. Note that (21) is a multivariate polynomial in 277

terms of cf ,us and ĉs, and the determinant of its Hessian 278

matrix is found to be infinite. Therefore, it is a non-convex 279

optimization problem and we suggest to solve it using meta- 280

heuristic methods. Accordingly, its numerical solution using 281

particle swarm optimization (PSO) algorithm with adjustable 282

search steps [15] is considered. In this algorithm, an initial 283

velocity is assigned to each particle. These particles move 284

in the problem space, and the results are calculated based 285

on a predefined competency function, after each movement. 286

As the algorithm progresses, these new locations determine 287

the direction of congestion according to, 288

V (t + 1) = V (t)+ c1 × rand(t)× (pbest (t)− pos(t)) 289

+ c2 × rand(t)× (gbest (t)− pos(t)) (22) 290

pos(t + 1) = pos(t)+ V (t + 1) (23) 291

In (22) and (23), the best position the particle has ever 292

achieved, also called the best particle nostalgia or its best solo 293

experience, is denoted by pbest . Another parameter used by 294

pD2Dhit = Ef ,r,h
[ N∑
i=1

[cf ,nu(i)
i−1∏
w=0

(1− cf ,w)]× P(γnu(i) > γ0|rnu(i), hnu(i))
]

=
1
Nu

Nu∑
u=1

vu

Nf∑
f=1

qf ,u ×
N∑
i=1

[cf ,nu(i)
i−1∏
w=0

(1− cf ,w)]Snu(i)(γ0), (5)

Gnu(i)(rnu(i), γ0) =
1
2
+

1
π

∫
∞

0

sin[m tan−1( t
rαnu(i)λ

)− t σ
2

Pu
−
∑K

û=1,û6=nu(i) m tan−1( µt
rαu,ûλ

)]

t.[1+ ( t
rαnu(i)λ

)2]
m
2 .
∏K

û=1,û6=nu(i)[1+ ( µt
rαu,ûλ

)2]
m
2

dt (7)

Im{φ(t)e−jtx} =
sin[m tan−1( t

rαnu(i)λ
)− tx −

∑K
û=1m tan−1( µt

rαu,ûλ
)]

[1+ ( t
rαnu(i)λ

)2]
m
2 .
∏K

û=1[1+ ( µt
rαu,ûλ

)2]
m
2

(12)

Pr(r−αnu(i)ζ0 − µ
K∑
û=1

r−αu,û ζ >
σ 2

P
) =

1
2
+

1
π

∫
∞

0

sin[m tan−1( t
rαnu(i)λ

)− t σ
2

P −
∑K

û=1,û6=nu(i) m tan−1( µt
rαu,ûλ

)]

t.[1+ ( t
rαnu(i)λ

)2]
m
2 .
∏K

û=1,û6=nu(i)[1+ ( µt
rαu,ûλ

)2]
m
2

dt. (13)

Gu,b(ru,b, γ0) =
1
2
+

1
π

∫
∞

0

sin[m tan−1( t
rαu,bλ

)− t σ
2

Pb
−
∑K

b̂=1,b̂6=b
m tan−1( µt

rα
u,b̂
λ
)]

t.[1+ ( t
rαu,bλ

)2]
m
2 .
∏K

b̂=1,b̂6=b
[1+ ( µt

rα
u,b̂
λ
)2]

m
2

dt. (18)

Snu(i)(γ0) =
1

λuPuπ (−1+ µ)6µ4 ((−1+ µ)µ
4(4λσ 2µ(1+ µ(19+ 10µ))+ λuPuπ (−1+ µ)(1+ µ(−4+ µ(23+ 4µ))))

− 6µ6(λuPuπ (−1+ µ)(1+ 3µ)+ 2λσ 2(3+ µ(6+ µ)))Log[µ]) (19)
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the algorithm is the best position ever obtained by the particle295

mass, called gbest . Also, pos in (23) and V in (22) denote the296

position and the velocity of the particles, respectively. The297

initialization of the location and velocity of particles are given298

respectively by299

x(0) = xmin + rand(xmax − xmin) (24)300

V (0) = Vmin + rand(Vmax − Vmin). (25)301

where the rand function results in a random value between302

the maximum and minimum values of the particle location303

and velocity.304

In our results, the PSO parameters used are given by: c1 =305

1.2, c2 = 2.8, xmin = 0.2, xmax = 0.9, swarmsize = 500,306

population = rand(Nu + 1,Nf , swarmsize), where Nu is the307

number of users and Nf is the number of files in the content308

library. To incorporate constraints C1 and C2 from (21c) and309

(21d) in the PSO algorithm, (21a) can be written as310

phit = pself + pD2Dhit + p
SBS
hit − a1 × |N

c
u −

Nf∑
f=1

cf ,u|311

− a2 × |N c
b −

Nf∑
f=1

ĉf | (26)312

It is noted that in (26), one can achieve the desired results313

by setting a1 = 0.09, and a2 = 0.1. Based on [16], if c1 and314

c2 are selected such that the condition in (27) holds, the315

system guarantees convergence,316

0 ≤
1
2
(c1 + c2) ≤ 1 (27)317

where in our case, this holds true and hence assuring conver-318

gence. Also, the results were confirmed with c1 and c2 values319

other than the ones mentioned before. The same results were320

achieved but with larger number of iterations. For instance,321

for c1 = 1.2 and c2 = 2.8 the results converged around322

20 iterations, for c1 = 2.2 and c2 = 1.8 the results converged323

around 30 iterations, and for c1 = 2.2 and c2 = 1.6 the results324

converged around 40 iterations.325

In the next section, we present numerical results for the326

proposed solution.327

IV. SIMULATION RESULTS328

In this section, we present numerical results of the proposed329

caching policy. Specifically, we investigate the difference330

between two optimal solutions and compare with several331

other scenarios, i.e., equal and unequal UE cache size, given332

that UEs are equipped with unequal cache sizes in reality.333

For numerical evaluation, a single cell with radius R =334

40m and Nu = 10 users has been considered. User density335

of λu = 2 × 10−3/m2 and SBS density of λb = 2 ×336

10−4/m2 have been assumed. Transmit power has been set337

to Pu = 10−2 watts for users, and Pb = 43 dBm for SBS;338

noise variance σ 2
= 10−3 watts/Hz, and γ0=0 dB. It is339

assumed that content library has Nf = 20 files. The users’340

FIGURE 2. Optimal Cache Hit Probability vs. Content Library Size.
Showing the effect of considering different cache sizes for different users’
equipment. For the case of ‘‘optimized with false assumption’’, cache
sizes are not equal, while the optimization is performed assuming equal
caches.

cache capacity, N c
u , is randomly selected and the SBS cache 341

capacity is set to N c
b = 10. 342

Individual user preference follows Zipf distribution with 343

parameter δ = 0.2, and qf ,u =
(A(f ))−δ∑Nf
i=1 i

−δ
, where A(f ) is a 344

random permutation of [1, . . . ,Nf ]. Furthermore, the user 345

activity level, vu, is considered a uniform random where 0 ≤ 346

vu ≤ 1. Finally, in all results we consider Nakagami fading 347

channels with λ = 2. 348

In Figures 2 and 3, we compare four caching strategies for 349

the D2D assisted cellular network: 350

1) Optimal strategy, which is found by solving the opti- 351

mization problem of Section III.B. 352

2) Proposed strategy, where the files with least popularity 353

are discarded for each user. 354

3) Proposed strategy with Rayleigh fading channel, and 355

optimization is performed using the success probability 356

achieved. 357

4) Optimized with popularity, where the content distribu- 358

tion is calculated using popularity, while the optimization is 359

performed assuming individual user preference. 360

5) Optimized with similar cache size, where cache sizes 361

are not equal, while the optimization is performed assuming 362

they are equal; i.e., average cache size of UEs has been used 363

as the mistaken common cache size of UE’s. The results for 364

this case are obtained as follows: 365

(i) All devices are assumed to have similar cache sizes 366

which is the average of the randomly generated unequal cache 367

sizes used for the results in the case of ‘‘Proposed scheme’’. 368

(ii) Using the similar cache sizes, we computed the sys- 369

tem’s caching strategy. Since in practical systems, the cache 370

sizes of different devices are not equal then that caching 371

strategy has to fit the actual cache sizes of the devices. 372
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FIGURE 3. Optimal Cache Hit Probability vs. Zipf Parameter δ. Showing
effect of considering different cache sizes for different users’ equipment.
For the case of ‘‘optimized with similar cache size’’, cache sizes are not
equal, while the optimization is performed assuming equal caches.

(iii) We used an algorithm that compares the caching strat-373

egy computed with similar cache sizes to the actual cache374

sizes of the devices and adapt the strategy to fit the actual375

cache sizes.376

(iv) Finally, we used the new strategy to compute the new377

cache hit probability of the system where the cache sizes378

were unequal. The results in Fig. 2 clearly show that the379

assumption of ‘‘Different Cache Size Devices’’ improves the380

performance.381

In the case the cache strategy takes lower capacity than the382

UE’s cache capacity, we have unused cache capacity which383

is a waste of the already existing resources. In the case of the384

cache strategy with larger file size than the cache capacity,385

we have to forego the less popular files and only cache the386

most popular ones. Hence, extra computation and waste of387

resources.388

6) Optimized with both popularity and similar cache size,389

which is a combination of scenarios 4 and 5.390

Figure 2 shows the cache probability versus content library391

size. By increasing content library size, while fixing cache392

sizes, the cache hit probability reduces. In Figure 3, cache hit393

probability is plotted for different Zipf distribution param-394

eters, δ. Note that by increasing δ, the Zipf PDF becomes395

narrower, i.e., the number of files with relatively high prob-396

ability reduces. In this case, any wise strategy only caches397

the files with a higher probability. Hence, the probability of398

offloading popular files increases. In both aforementioned399

figures, and in terms of cache hit probability, the proposed400

scheme offers almost the same performance as the optimal401

one. Furthermore, caching with the proposed strategy has402

lower complexity. Also, it is shown that the assumption of403

‘‘Unequal Cache Size Devices’’ improves the performance404

since it represents the actual system.405

In Fig. 4, the success probability for accessing the nearest406

neighboring device and also serving BS is plotted versus user407

and SBS density, respectively. Due to incorporating the line408

FIGURE 4. Success Probability for accessing the nearest neighboring
device and also serving SBS vs. User and SBS density, respectively.

of sight component, the Nakagami-m fading channel has a 409

much higher success probability in transferring files among 410

devices compared to that of Rayleigh fading and accordingly 411

higher probability of cache-hit. This is most beneficial in our 412

network as it represents the case of small cell networks in 413

5G, where mm-Wave frequencies are expected to be used 414

and with smaller cells the probability of having LoS is high. 415

However, since cache placement is done with the knowledge 416

of success probability, the cache-hit probability curves for 417

Rayleigh fading in prior figures are very close to that of 418

Nakagami-m fading. 419

V. CONCLUSION 420

We mathematically formulated the optimal cache place- 421

ment problem to maximize offloading probability in a 422

D2D-enabled cellular network with SBSs. To the best of our 423

knowledge, no prior work has considered unequal UE cache 424

size in solving the cache placement problem, while this is a 425

realistic assumption in many practical scenarios. Our results 426

showed that solving the cache placement problem with an 427

equal cache size assumption, in a network where cache sizes 428

are actually unequal, leads to cache hit probability reduction. 429
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