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ABSTRACT Insertion is one of the basic operations in DNA computing. Based on this operation, an evolu-
tionary computation model, the insertion system, was defined. For the above defined evolutionary compu-
tation model, varying levels of ambiguity and basic descriptional complexity measures were defined. In this
paper, we define twelve new (descriptional) complexitymeasures based on the integral parts of the derivation,
such as axioms, strings to be inserted, and contexts used in the insertion rules. Later, we analyze the trade-off
among the (newly defined) complexity measures and the existing ambiguity levels. Finally, we examine the
application of the analyzed trade-off in natural languages and modelling of bio-molecular structures.

8 INDEX TERMS Insertion systems, complexity measures, ambiguity levels, trade-off, natural languages.

I. INTRODUCTION9

In the recent decades, the usage of computer has been10

increased enormously starting from storing and retrieving11

of data, manipulating scientific computations and perform-12

ing other complex operations. To capture the needs of the13

fast growing world, there is a constant research happen-14

ing in the domain of computer science. Due to the need15

of increase in computation speed and storage of data, the16

computing models used for computation and the technolo-17

gies used for storage medium needs to be changed rapidly.18

As nature is always more faster than human brains and the19

computing devices, researchers felt that the nature would20

play a critical role, in specific, if biology is introduced in21

the domain of computer science. This initiated the notion22

of natural computing or bio-inspired computing models23

which bridged the gap between nature and computer sci-24

ence. As a result, lot of bio-inspired computing models have25

been defined namely membrane computing, sticker systems,26

splicing systems, Watson-Crick automata, insertion-deletion27

systems, DNAComputing, H-systems [6], [35], [36]. In formal28
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language theory, the language generation depends on the 29

rewriting operations, which paved a new dimension for inser- 30

tion systems. If a string β is lodged between two substrings 31

α1, α2 of a string α1α2 to get a new string α1βα2, then the 32

performed operation on the strings is called insertion. Inser- 33

tion operation was first theoretically studied in [16]. In DNA 34

computing, the insertion operations have (some) biological 35

relevance, which in turn has (some) biological relevant prop- 36

erties in human genetics. In [34], the application of the inser- 37

tion operation in the domain of genetics has been investigated. 38

In 1969, Solomon Marcus introduced Contextual gram- 39

mars which are mainly based on the descriptive linguis- 40

tics [30]. In contextual grammars based on the selector, the 41

context is inserted to the left and right of selectors. Using 42

the adjoining operation, iteratively, the strings are generated 43

in the language, where as in insertion system based on the 44

left and right context, the string is inserted. In [33], differ- 45

ent ambiguity levels were defined and studied for external, 46

internal contextual grammars depending on the parts that are 47

used in the derivation. For more details, on the ambiguity 48

issues related to contextual grammars, we cite [18], [21], 49

[22], [32], [34]. As insertion system can be viewed as the 50

counterpart of contextual grammars, in the similar line of 51
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direction, in [23], various ambiguity levels were interpreted52

for insertion systems. As there will be more than one gram-53

mars (systems) G1,G2, . . . ,Gn which generates a language54

L, a situation arises to choose an economical grammar (sys-55

tem) G which generates L. This idea of economical grammar56

(system) leads to the introduction of the notation called57

descriptional complexity measures. In [15], the complex-58

ity measures were investigated for context-free grammars.59

Several complexity measures were defined for contextual60

grammars such as Ax,MAx,TAx,Con,MCon,TCon,Phi,MSel,61

TSel [20], [37], [38]. In [24], depending on the insertion62

and deletion rules, different complexity measures were intro-63

duced and analyzed for insertion-deletion systems.64

In programming and natural languages ambiguity is one of65

the interesting problems that needs to be investigated. First,66

we will discuss about the ambiguity issues in programming67

languages. Given a grammarG and an input string w ∈ L(G),68

if it has more than one derivation or derivation trees (for the69

same string w), then the grammar G is said to be ambiguous.70

On the other hand the grammar G is unambiguous, if there71

exists only one derivation (derivation tree) for all the words72

in L(G). The following example shows the importance and73

necessity of studying about the trade-off in programming74

languages. Consider the following Context Free Grammar75

(CFG) G which generates L (the set of arithmetic expres-76

sions): Let G = ({X ,Y }, {a,+, ∗, (, )},X , {X → Y ,X →77

X + X ,X → X ∗ X ,X → (X ),Y → a}). The grammar G is78

ambiguous. The string a + a ∗ a ∈ L(G) can be derived by79

two (distinct) left most derivations (LMD): LMD 1: X H⇒80

X∗X H⇒ X+X∗X H⇒ a+X∗X H⇒ a+a∗X H⇒ a+a∗a.81

LMD 2: X H⇒ X + X H⇒ a + X H⇒ a + X ∗ X H⇒82

a + a ∗ X H⇒ a + a ∗ a. The grammar G is ambiguous83

in addition to that the grammar G is minimal in terms of the84

measures non-terminals and productions. Theminimal values85

of the measures based on the grammar G is 2 and 5 respec-86

tively. For the same language L, an unambiguous grammarG′87

can be derived.G′ = ({X ,Y ,X ′,Y ′}, {a,+, ∗, (, )},X , {X →88

X ′,X ′ → Y ′,Y ′ → Y ,X → X + X ′,X ′ → X ′ ∗ Y ′,Y ′ →89

(X ),Y → a}. The interesting fact about the above grammar90

G′ is unambiguous but is not minimal with respect to the mea-91

sures non-terminals and number of productions. The Table.192

shows the comparison between the measures of the grammars93

G and G′ respectively.94

Based on the (minimal) measures number of non-terminals95

and productions a minimal CFG can be given for the expres-96

sion language, but the given CFG is ambiguous. Whereas97

if the grammar G is unambiguous, it is not minimal in the98

measures non-terminals and productions. As insertion system99

is mainly based on the insertion operation, it has a potential100

application in generating natural languages and modelling of101

bio-molecular structures [30], [35]. In general, if we want to102

store natural languages, we will prefer economical and an103

unambiguous system. Under these circumstances, a trade-off104

needs to be performed based on the descriptional complexity105

measures and the ambiguity levels. As far as considering the106

research work on insertion systems it is mainly focused on107

the introduction of variants, reducing the weights towards the108

TABLE 1. Comparison of complexity measures.

computational completeness, analyzing the relationship with 109

Chomskian hierarchy of grammars, closure properties, ambi- 110

guity issues and decidability issues. For more details, we refer 111

to [9], [10], [11], [12], [13], [23], [24], [25], [35]. This moti- 112

vated to define new decsriptional complexity measures for 113

insertion systems, perform the trade-off and to investigate the 114

application of the analyzed trade-off. 115

The organization of the paper is given as, the preliminaries 116

are dealt in Section II. The newly introduced descriptional 117

complexity measures of insertion systems were discussed in 118

Section III. The trade-off results between the newly defined 119

complexity measures and various ambiguity levels of inser- 120

tion systems were investigated in Section IV. The application 121

of the trade-off between ambiguity and measures in natu- 122

ral languages and modelling of bio-molecular structures has 123

been probed in Section V. The comparative study is dealt in 124

Section VI. The conclusion and the future work is dealt in 125

Section VII. 126

II. PRELIMINARIES 127

We start with discussing about the fundamental notations 128

used in formal language theory. V (6) is called an alphabet 129

set. T is called a terminal set. The free monoid generated by 130

V (6) is represented as V ∗(6∗). The null string is denoted by 131

3. Strings or words are the elements from V ∗(6∗). By elim- 132

inating 3 from V ∗(6∗), we can obtain V+(6∗). A language 133

L is given as L ⊆ V ∗(6∗). For more details, we refer to [40]. 134

An insertion system is defined as: γ = (V ,A,R), where V 135

represents an alphabet,A is a finite language over the alphabet 136

(axiom), R is defined as a set of finite insertion rules in the 137

given format (u, β, v). In the above insertion rule (IR) the pair 138

(u, v) is called context and (u, v) ∈ V ∗×V ∗. The β represents 139

the string to be inserted (IS) and β ∈ V+. Given an insertion 140

rule, depending on the left context (LC) and right context 141

(RC), (u, v), the string β is inserted. If (u, v) ∈ λ, then the 142

insertion of β can be done anywhere in the word. 143

Given an insertion rule (u, β, v), the y can be derived 144

from x as follows ((x, y) ∈ V ∗ and x H⇒ y). Con- 145

sider the following derivation step: x = x1u↓vx2, y = 146

x1uβvx2, for some x1, x2 ∈ V ∗and (u, β, v) ∈ R, ↓ marks 147

the location of the string to be inserted, the inserted string is 148

represented by a underline. The language generated by γ is 149

defined as: L(γ ) = {w ∈ V ∗ | x H⇒∗ w, for some x ∈ 150

A}, where H⇒∗ is the reflexive and transitive closure of the 151

defined relation H⇒. 152

In [23], six new levels of ambiguity were defined for 153

insertion systems by considering the parts that are used 154

in the derivation. Given a derivation step in an inser- 155

tion system (γ ) δ : w1 H⇒ w2 H⇒ . . . H⇒ 156

wm,m ≥ 1 where w1 ∈ A and the scenario can be 157
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wj = x1,jujvjx2,j, wj+1 = x1,jujβjvjx2,j, when an insertion158

rule (uj, βj, vj) is used, where x1,j, uj, vj, x2,j ∈ V ∗. If the159

sequence has w1, β1, β2, β3, . . . , βm−1 (axioms and inserted160

strings) then it is control sequence (CS). If the sequence has161

w1, (u1, β1, v1), (u2, β2, v2), (u3, β3, v3), . . . , (um−1, βm−1,162

vm−1) (axioms, inserted strings and the contexts) then it is163

complete control sequence (CCS). If the sequence is defined164

as w1, x1,1u1β1v1x2,1, x1,2u2β2v2x2,2, x1,3u3β3v3x2,3, . . . ,165

x1,m−1um−1βm−1vm−1x2,m−1, which is mainly based on the166

position where the string β is inserted, then it is a description.167

Given an insertion system γ , the Table. 2 depicts the various168

ambiguity levels.169

TABLE 2. Different ambiguity levels of insertion system.

Now, we recall the various complexity measures intro-170

duced for insertion-deletion (ins-del) systems. Given an171

ins-del system γ = (V ,T ,A,R), the existing descriptional172

complexity measures of ins-del systems are defined as fol-173

lows in Table. 3. For more details, we refer [20], [24], [37],174

[38]. Given the measureM and language L, the minimal sys-175

tem γ for the language L is defined as: M (L) = min{M (γ ) |176

L = L(γ )}. For a given measure M and a language L, we177

define M−1(L) = {γ | L(γ ) = L and M (γ ) = M (L)}. In178

the above definition, M−1(L) denotes the set of all minimal179

systems that generates L which are minimal in the measures180

M . For a language L, two measures M1,M2 are said to be181

incompatible if the following relationM−11 (L)∩M−12 (L) = ∅182

holds true. If M−11 (L) ∩ M−12 (L) 6= ∅, then the measures183

(M1 and M2) are called compatible. Based on the above def-184

inition, in [34], any two of the measures Ax, MAx, TAx are185

proved to be compatible. From the above measures (Table. 3),186

if the deletion rules were not used by the system γ , the mea-187

sures {TDEL − StrCon,TDEL − Str} are not applicable to188

insertion systems.189

III. NEW DESCRIPTIONAL COMPLEXITY MEASURES190

In this section, we introduce twelve new descriptional com-191

plexity measures depending on the integrants used in the192

derivation of the language. The Table. 4, shows the newly193

introduced measures.194

IV. TRADE-OFF RESULTS BETWEEN (DESCRIPTIONAL)195

COMPLEXITY MEASURES AND AMBIGUITY LEVELS196

In this section, we investigate the trade-off for insertion lan-197

guages by considering the complexity measures and ambigu-198

ity levels.199

Theorem 1: There are pseudo inherently 5-ambiguous200

insertion languages which are minimal in M1 ∈ {TLen −201

TABLE 3. Existing descriptional complexity measures of ins-del system.

LCon,MLen−LCon,TLen−LCon+InsStr,MLen−LCon+ 202

InsStr} and M2 ∈ {Ax}. 203

Proof: Let the language L1 = {b3am | m ≥ 0}. The 204

following 5-ambiguous insertion system γ1 can be used to 205

generate L1. γ1 = ({a, b}, {b3, b3a}, {(a, a, λ)}). The system 206

γ1 is minimal in TLen−LCon,MLen−LCon,TLen−LCon+ 207

InsStr,MLen − LCon + InsStr . Now, we will prove on the 208

minimal measures of the system γ1. In this regard, first we 209

will prove for the measures TLen − LCon,MLen − LCon. 210

From the system γ1, we can see that TLen − LCon(γ1) = 211

1. As the system γ1, uses only one insertion rule and since 212

TLen−LCon(γ1) = 1, which impliesMLen−LCon(γ1) = 1. 213

Now, we will discuss on the other measures TLen− LCon+ 214

InsStr,MLen− LCon+ InsStr . Any system which generates 215

L1, should have a string to be inserted ofminimum length one. 216

Therefore, TINS − Str(γ1) = 1. Earlier, we have proved that 217

the TLen − LCon(γ1) = 1 = MLen − LCon(γ1). Therefore, 218

TLen−LCon+InsStr(γ1) = 2 = MLen−LCon+InsStr(γ1). 219

From the above arguments, we can conclude that the system 220

γ1 is minimal in TLen−LCon,MLen−LCon,TLen−LCon+ 221

InsStr,MLen− LCon+ InsStr . 222

Consider any γ ′1 which generates L1 which has TLen − 223

LCon(γ1) = 1 = MLen − LCon(γ1) and TLen − LCon + 224

InsStr(γ1) = 2 = MLen − LCon + InsStr(γ1). Consider 225

a word b3ak ∈ L1, for a large value of k . In the derivation 226

of the above words, different a can be chosen, thus produc- 227

ing two different descriptions. Therefore, the system γ ′1 is 228

5-ambiguous. 229

However, the language L1 is unambiguous as there exists 230

an unambiguous insertion system γ ′′1 which generates L1. 231

Consider the system γ ′′1 = ({a, b}, {b3}, {(b3, a, λ)}). The 232

system γ ′′1 is unambiguous. From the system γ ′′1 , it is clear 233

that γ ′′1 generates L1. While deriving b3ar , r ≥ 1 ∈ L1, 234

the position of the string a to be inserted is unique in the 235

derivation. As the system γ ′′1 has only one axiom b3, it is 236

minimal with respect to Ax. Note that the system γ ′′1 is not 237

minimal in {TLen − LCon,MLen − LCon,TLen − LCon + 238

InsStr,MLen− LCon+ InsStr}. � 239
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TABLE 4. Newly introduced descriptional complexity measures of insertion system.

Corollary 1: There are pseudo inherently 5-ambiguous240

insertion languages with M1 ∈ {TLen − LCon,MLen −241

LCon,TLen − LCon + InsStr,MLen − LCon + InsStr} and242

M2 ∈ {MAx,TAx}.243

Theorem 2: There are pseudo inherently 5-ambiguous244

insertion languages which are minimal inM1 ∈ {TINS−Str}245

and M2 ∈ {TLen− RCon,MLen− RCon,mLen− RCon}.246

Proof: Let the language L2 = {d(a3b)k | k ≥247

0} ∪ {(a3b)kc | k ≥ 0}. The following 5-ambiguous248

insertion system γ2 can be used to generate L2. γ2 =249

({a, b, c, d}, {d, da3b, c, a3bc}, {(λ, a3b, a3b)}). The system250

γ2 is minimal in TINS − Str . Any insertion system251

γ ′2 which generates L2 should have an insertion string of252

length ≤ 4. Therefore, γ2 is minimal in TINS − Str and253

TINS − Str(L2) = 4.254

Consider any γ ′2 which generates L2 which has TINS −255

Str = 4. Consider the words d(a3b)i or (a3b)jc ∈ L2, for256

a large values of i, j. In the derivation of the above word,257

different a3b can be chosen, thus producing two different258

descriptions. Therefore, the system γ ′2 is 5-ambiguous.259

However, the language L2 is unambiguous as there exists260

an unambiguous insertion system γ ′′2 which generates L2.261

Consider the system γ ′′2 = ({a, b, c, d}, {c, d}, {(d, a3b, λ),262

(λ, a3b, c)}). The system γ ′′2 is unambiguous. With the help263

of the insertion rule (d, a3b, λ), d(a3b)k , k ≥ 0 can be264

generated. Likewise, by using the insertion rule (λ, a3b, c),265

(a3b)kc, k ≥ 0 can be generated. While deriving d(a3b)r266

or (a3b)sc, r, s ≥ 1 ∈ L2, the position of the string to be267

inserted a3b is unique in the derivation. From the system268

γ ′′2 , it is easy to see that the γ ′′2 is minimal with respect to 269

{TLen− RCon,MLen− RCon,mLen− RCon}. � 270

Corollary 2: In the above result, if the insertion rule is 271

changed as (a3b, a3b, λ), the language L2 is represented as L ′2. 272

For the language L ′2, there exists a result for the following 273

measures. There are pseudo inherently 5-ambiguous insertion 274

languages with respect to M1 ∈ {TINS − Str} and M2 ∈ 275

{TLen− LCon,MLen− LCon,mLen− LCon}. 276

Theorem 3: There are pseudo inherently 5-ambiguous 277

insertion languages which are minimal in M1 ∈ {TINS − 278

Str,TLen − RCon,MLen − RCon,mLen − RCon,TLen − 279

RCon+InsStr,MLen−RCon+InsStr} andM2 ∈ {Ax,TLen− 280

LCon,MLen− LCon,TLen− LCon+ InsStr}. 281

Proof: Let the language L3 = {cba2can | n ≥ 282

1} ∪ {dba2dan | n ≥ 1}. The following 5-ambiguous 283

insertion system γ3 can be used to generate L3. γ3 = 284

({a, b, c, d}, {cba2ca, cba2ca2, cba2ca3, dba2da, dba2da2, 285

dba2da3}, {(a3, a, λ)}). The system γ3 is minimal in TINS − 286

Str,TLen − RCon,MLen − RCon,mLen − RCon,TLen − 287

RCon + InsStr,MLen − RCon + InsStr . Any insertion sys- 288

tem γ ′3 which generates L3 should have an insertion string 289

of length ≤ 1. Therefore, γ3 is minimal in TINS − Str and 290

TINS − Str(L3) = 1. Now, we will prove for other minimal 291

measures. As the insertion system has only one insertion rule 292

and it uses λ as the right context, the system γ3 is minimal in 293

the measures TLen − RCon,MLen − RCon,mLen − RCon. 294

As the TINS − Str(L3) = 1 and TLen − RCon(L3) = λ = 295

MLen−RCon(L3), we can conclude the system γ3 is minimal 296

in themeasures TLen−RCon+InsStr,MLen−RCon+InsStr . 297
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Consider any γ ′3 which generates L3 which has TINS −298

Str = 4, {TLen−RCon,MLen−RCon,mLen−RCon} = λ,299

{TLen−RCon+InsStr,MLen−RCon+InsStr}= 1. Consider300

the words cba2cas or dba2dat ∈ L3, for a large values of301

s, t . In the derivation of the above words, different a can be302

chosen, thus producing two different descriptions. Therefore,303

the system γ ′3 is 5-ambiguous.304

However, the language L3 is unambiguous as there exists305

an unambiguous insertion system γ ′′3 which generates L3.306

Consider the system γ ′′3 = ({a, b, c, d}, {cb2ca, db2da}, {(c,307

a, a), (d, a, a)}). The system γ ′′3 is unambiguous and minimal308

in the measures Ax,TLen − LCon,MLen − LCon,TLen −309

LCon + InsStr . With the help of the insertion rule (c, a, a),310

cba2cak , k ≥ 1 can be generated. Likewise, by the using the311

insertion rule (d, a, a), dba2dak , k ≥ 1 can be generated.312

While deriving cba2car or dba2das, r, s ≥ 1 ∈ L3, the posi-313

tion of the string to be inserted a is unique in the derivation.314

Any system which generates L3 should have minimum two315

axioms. As the system uses the insertion rules of the form316

{(c, a, a), (d, a, a)}, it is easy to see that the γ ′′3 is minimal317

with respect to {Ax,TLen − LCon,MLen − LCon,TLen −318

LCon+ InsStr}. �319

Corollary 3: There are pseudo inherently 5-ambiguous320

insertion languages with respect to M1 ∈ {TINS −321

Str,TLen − RCon,MLen − RCon,mLen − RCon,TLen −322

RCon + InsStr,MLen − RCon + InsStr} and M2 ∈323

{Ax,MAx,TAx,TLen−LCon,MLen−LCon,TLen−LCon+324

InsStr}.325

Theorem 4: There are pseudo inherently 4-ambiguous326

insertion languages with M1 ∈ {Ax} and M2 ∈ {TLen −327

LCon,MLen− LCon,TINS − Str}.328

Proof: Let the language L4 = {c2an | n ≥ 0} ∪ {d2an |329

n ≥ 0}∪ {c2and2am | n,m ≥ 0}. The following 4-ambiguous330

insertion system γ4 can be used to generate L4. γ4 =331

({a, b, c, d}, {c2, d2, c2d2}, {(c2, a, λ), (d2, a, λ)}). To gener-332

ate L4, any insertion system γ ′4 should have the axioms of the333

form (which should be minimum three) c2, d2, c2d2. There-334

fore, Ax(L4) = 3.335

Consider any γ ′4 which generates L4, where Ax(L4) = 3.336

To generate c2al, l ≥ 0 of L4, definitely, the insertion system337

must have an insertion rule of the following form (c2, ai, λ),338

i ≥ 1. To generate d2ak , k ≥ 0 of L4, definitely, the insertion339

system should have a rule of the form (d2, aj, λ), j ≥ 1.340

In order to prove γ ′4 is 4-ambiguous, let us examine a string341

c2al+id2ak+j ∈ L4. The above string can be acquired by342

two different ordered CCS. In one CCS, first the following343

insertion rule (c2, a, λ) can be used, followed by the another344

insertion rule (d2, a, λ). In another CCS, first the following345

insertion rule (d2, a, λ) can be used, followed by the other346

insertion rule (c2, a, λ). As the string to be inserted ai is same347

for any arbitrary system, the insertion system γ ′4 is 1 and348

3-unambiguous.349

However, L4 is unambiguous as there exists an unambigu-350

ous system γ ′′4 which generates L4. Consider the system γ ′′4 =351

({a, b, c, d}, {c2, d2, c2d2, c2a, d2a, c2ad2, c2d2a, c2a352

d2a}, {(a, a, λ)}). The system γ ′′4 is minimal while consider-353

ing the following measures: {TLen − LCon,MLen − LCon,354

TINS − Str}. As the system γ ′′4 uses only one insertion rule 355

(a, a, λ), it is clear that the system is 4-unambiguous. � 356

Corollary 4: There are pseudo inherently 4-ambiguous 357

insertion languages with M1 ∈ {MAx,TAx} and M2 ∈ 358

{TLen− LCon,MLen− LCon,TINS − Str}. 359

Theorem 5: There are pseudo inherently 4-ambiguous 360

insertion languages with respect to M1 ∈ {Ax,mLen − 361

LCon,MLen− LCon+ InsStr} andM2 ∈ {TLen− LCon}. 362

Proof: Let the language L5 = {c2(ab3)n | n ≥ 1} ∪ 363

{d2(ab3)n | n ≥ 1}∪{c2(ab3)nd2(ab3)m | n,m ≥ 0}. The fol- 364

lowing 4-ambiguous insertion system γ5 can be used to gener- 365

ate L5. γ5 = ({a, b, c, d}, {c2ab3, d2ab3, c2d2}, {(c2, ab3, λ), 366

(d2, ab3, λ)}). First, we will discuss on the measure Ax. The 367

axioms c2ab3, d2ab3, c2d2 can be used to derive the first, 368

second and third part of L5. It is easy to see that mini- 369

mum three axioms should be there to generate L5. Therefore, 370

Ax(L5) ≤3, which implies Ax(L5) = 3. Next, we will discuss 371

on the measure mLen− LCon. The insertion rule (c2, ab3, λ) 372

is used to generate the first part of the language L5. The 373

d2(ab3)n, n ≥ 1 part of the language L5 can be derived using 374

the following insertion rule (d2, ab3, λ). By using the inser- 375

tion rules alternatively,the third part of the language L5 can 376

be generated. Any system which generates L5, should have 377

insertion rules whose mLen − LCon(L5) ≤ 2, which implies 378

mLen−LCon(L5) = 2. Next, we will discuss on the measure 379

MLen−LCon+InsStr . Any systemwhich generates L5 should 380

have the left contexts c2, d2 in the insertion rules, which 381

impliesMLen− LCon(L5) = 2. Likewise, the inserted string 382

should be ab3, which implies MLen − InsStr(L5) = 4. As 383

the measure MLen − LCon + InsStr is the combination of 384

the above two measures, we can conclude MLen − LCon + 385

InsStr(L5) = 6. 386

Consider any γ ′5 which generates L5, where Ax(L5) = 3, 387

mLen− LCon(L5) = 2 andMLen− LCon+ InsStr(L5) = 6. 388

Since c2(ab3)n ∈ L5, the insertion system γ ′5 should have 389

an insertion rule which should be of the following form 390

(c2, (ab3)r , λ), r ≥ 1. Likewise, d2(ab3)n ∈ L5, the sys- 391

tem should have an insertion rule of the form (d2, (ab3)s, λ), 392

s ≥ 1. Consider the word c2(ab3)td2(ab3)u ∈ L5. This word 393

can be generated from the axiom c2d2 bymeans of two differ- 394

ent ordered CCS. In one CCS, the insertion rule (c2, ab3, λ) 395

is used followed by (d2, ab3, λ). In another CCS, first the 396

following insertion rule (d2, ab3, λ) is used in the derivation 397

followed by the another insertion rule (c2, ab3, λ). Therefore, 398

it implies the insertion system γ ′5 is 4-ambiguous. The system 399

γ ′5 is 1 and 3-unambiguous, because the same string ab3 is 400

inserted in both the derivations. 401

However, the language L5 is unambiguous since there 402

exists an 4-unambiguous system γ ′′5 = ({a, b, c, d}, {c2ab3, d2 403

ab3, c2d2, c2ab3d2, c2d2ab3, c2ab3d2ab3}, {(b3, ab3, λ)}). 404

The system γ ′′5 is 4-unambiguous as it uses only one insertion 405

rule. The system γ ′′5 is minimal with respect to TLen−LCon. 406

Note that, the insertion system γ ′′5 is not minimal in the 407

measures {Ax,mLen− LCon,MLen− InsStr}. � 408

Corollary 5: There exists pseudo inherently 4-ambiguous 409

insertion languages with M1 ∈ {MAx,TAx,mLen − 410

LCon,MLen− InsStr} and M2 ∈ {TLen− LCon}. 411
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Theorem 6: There are pseudo inherently 2-ambiguous412

insertion languages with M1 ∈ {Ax} and M2 ∈ {TLen −413

LCon,TLen− RCon,MLen− LCon,MLen− RCon,TLen−414

LCon+ InsStr,TLen− RCon+ InsStr}.415

Proof: Let the language L6 = {a2bm | m ≥ 0} ∪416

{bmc2 | m ≥ 0} ∪ {a2bmc2 | m ≥ 0}. The following417

2-ambiguous insertion system γ6 can be used to generate L6.418

γ6 = ({a, b, c}, {a2, c2, a2c2}, {(a2, b, λ), (λ, b, c2)}). The419

insertion system γ6 is minimal in Ax. Any system which gen-420

erates L6 should have minimum three axioms {a2, c2, a2c2}.421

Therefore, Ax(L6) ≤ 3, in turn it infers Ax(L6) = 3.422

Consider any insertion system γ ′6 which is used to gen-423

erate L6, where Ax(L6) = 3. Since the strings of the form424

a2bi, i ≥ 0 ∈ L6, definitely in the insertion rule there should425

be a context of the form (a2, bu), u ≥ 0. Likewise, since the426

string of the form bjc2, j ≥ 0 ∈ L6, definitely in the insertion427

rule there should be a context of the form (bt , c2), t ≥ 0.428

In both the cases, the inserted string will be bv, v ≥ 1.429

To prove the insertion system is γ ′6 is 2-ambiguous, lets us430

take a string a2be+f c2 ∈ L6. From two (different) unordered431

CCS, the above string can be obtained from the (same)432

axiom. In one sequence using the context (a2, bu) completely,433

the string a2be+f c2 can be obtained. In another sequence,434

using the context (bt , c2) completely, the string a2be+f c2 can435

be derived. Thus, the same word a2be+f c2 is derived from436

two distinct unordered CCS. Therefore, the language L6 is437

2-ambiguous.438

The language L6 is unambiguous as L(γ ′′6 ) = L6.439

The 2-unambiguous insertion system is given as: γ ′′6 =440

({a, b, c}, {a2, c2, a2b, bc2, a2c2, a2bc2}, {(b, b, λ)}). Since,441

the system γ ′′6 has only one context in the insertion rule442

(b, λ), it implies γ ′′6 is 2-unambiguous. The insertion sys-443

tem γ ′′6 is minimal in the measures {TLen − LCon,TLen −444

RCon,MLen − LCon,MLen − RCon,TLen − LCon +445

InsStr,TLen − RCon + InsStr}. From the system γ ′′6 , it is446

not minimal in Ax. �447

Corollary 6: There are pseudo inherently 2-ambiguous448

insertion languages in the measures M1 ∈ {MAx,TAx} and449

M2 ∈ {TLen− LCon,TLen−RCon,MLen− LCon,MLen−450

RCon,TLen− LCon+ InsStr,TLen− RCon+ InsStr}.451

Theorem 7: There are pseudo inherently 2-ambiguous452

insertion languages which are minimal in M1 ∈ {TLen −453

LCon,TLen − LCon + InsStr} and M2 ∈ {TLen −454

RCon,TLen− RCon+ InsStr}.455

Proof: Let the language L7 = {a(bc3)n | n ≥ 1} ∪456

{(bc3)nd | n ≥ 1} ∪ {a(bc3)nd | n ≥ 0}. The following457

2-ambiguous insertion system γ7 can be used to generate L7.458

γ7= ({a, b, c, d}, {abc3, bc3d, ad}, {(a, bc3, λ), (λ, bc3, d)}).459

The system γ7 is minimal with respect to {TLen −460

LCon,TLen− LCon+ InsStr}. Any system which generates461

L7 should have the following contexts {(a, λ), (λ, d)} in the462

insertion rules and the inserted string of the form bc3. From463

the system γ7, it is clear that the system γ7 is minimal in the464

measures {TLen − LCon,TLen − LCon + InsStr}. It is easy465

to see that TLen−LCon ≤ 1 and TLen−LCon+ InsStr ≤ 5,466

which implies that TLen − LCon = 1 and TLen − LCon +467

InsStr = 5.468

Consider any system γ ′7 which generates L7, where 469

TLen − LCon(L7) = 1 and TLen − LCon + InsStr(L7) = 5. 470

Since the strings of the form a(bc3)i, i ≥ 1 ∈ L7, definitely 471

in the insertion rule there should be a context of the form 472

(a, (bc3)t ), t ≥ 0. Likewise, since the strings of the form 473

(bc3)jd, j ≥ 1 ∈ L7, definitely in the insertion rule there 474

should be a context of the form ((bc3)s, d), s ≥ 0. In both 475

the cases, the inserted string will be (bc3)k , k ≥ 1. In order to 476

prove the insertion system is γ ′7 is 2-ambiguous, lets us take a 477

string a(bc3)e+f d ∈ L7. From two (different) unordered CCS, 478

the aboveword can be obtained from the (same) axiom. In one 479

sequence using the context (a, (bc3)t ) completely, the string 480

a(bc3)e+f d can be obtained. In another sequence, using the 481

context ((bc3)s, d) completely, the string a(bc3)e+f d can be 482

derived. Thus, the same word a(bc3)e+f d ∈ L7, is derived 483

from two different unordered CCS. Therefore, the language 484

L7 is 2-ambiguous. 485

However, the language L7 is 2-unambiguous since there 486

exists an 2-unambiguous insertion system which is mini- 487

mal in {TLen − RCon,TLen − RCon + InsStr}. γ ′′7 = 488

({a, b, c, d}, {abc3, bc3d, ad, abc3d}, {(c3, bc3, λ)}). As the 489

system γ ′′7 uses only one insertion rule, obviously, there will 490

be only one context in the insertion rule (c3, λ). Therefore,the 491

system γ ′′7 is 2-unambiguous. The system γ ′′7 is minimal in 492

the measures {TLen − RCon,TLen − RCon + InsStr}. Note 493

that, the insertion system γ ′′7 is not minimal in the measure 494

{TLen− LCon,TLen− LCon+ InsStr}. � 495

Theorem 8: There are pseudo inherently 0-ambiguous 496

insertion languages with respect to M1 ∈ {Ax,MLen − 497

InsStr,TINS − Str,mLen − InsStr} and M2 ∈ {MLen − 498

LCon,MLen− RCon,TLen− LCon,TLen− RCon}. 499

Proof: Let the language L8 = {a2b3n | n ≥ 1} ∪ {b2nc2 | 500

n ≥ 1} ∪ {a2bnc2 | n ≥ 0}. The following 0-ambiguous 501

insertion system γ8 can be used to generate L8. γ8 = 502

({a, b, c}, {a2b3, b2c2, a2c2, a2bc2}, {(a2, b3, λ), (λ, b2, c2)}). 503

The system γ8 is minimal with respect to {Ax,MLen − 504

InsStr,TINS − Str}. First, we will prove for the measures 505

{MLen− InsStr,TINS − Str}. From the system γ8, it is easy 506

to see that MLen − InsStr(γ8) ≤ 3 and TINS − Str(γ8) ≤ 5. 507

To generate the strings of the form a2bkc2, k ≥ 0 ∈ L8, the 508

insertion rule should have the string b. However, if such an 509

insertion string is present in any of the insertion rules, then 510

the system γ8 may generate some strings a2b3p, p ≥ 1 and 511

b2qc2, q ≥ 1 which doesn’t /∈ L8. From the above claim, all 512

the parts of L8 cannot be produced by the insertion string b, 513

which implies mLen− InsStr(γ8) = 2. Next, we will discuss 514

on the following measure TINS − Str . Since the strings of 515

the structure a2b3p, p ≥ 1 ∈ L8, insertion rule will certainly 516

have the string b3. Likewise, since the strings of the structure 517

b2qc2, q ≥ 1 ∈ L8, insertion rule will certainly have the 518

string b2. Therefore, we concludeMLen−InsStr(γ8) ≥ 3 and 519

TINS − Str(γ8) ≥ 5. 520

Next, we will discuss on the measure Axiom. Any system 521

which generates L8 will have three axioms a2b3, b2c2, a2c2. 522

Next, we will discuss why the system should have an axiom 523

a2bc2. If the system is not having the axiom a2bc2, probably 524

it can be generated by using the axiom a2c2 by inserting 525
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the string b. But previously, we have proved that the system526

cannot have b as the string to be inserted. Therefore, it implies527

a2bc2 should be present in the axiom. Therefore, the system528

γ8 is minimal in the measure Ax.529

Consider any system γ ′8 which generates L8. The system530

γ ′8 is minimal in the measure Ax,MLen − InsStr,TINS −531

Str,mLen − InsStr . In order to claim γ ′8 is 0-ambiguous, let532

us take the strings a2b3r and b2sc2 ∈ L8, for a large values of533

r and s. To produce the words of the form a2b3p, p ≥ 1 and534

b2qc2, q ≥ 1, the insertion system γ ′8 should have strings of535

the form b3t , t ≥ 1 and b2u, u ≥ 1 respectively. Consider a536

word a2b3tm+2unc2 ∈ L8, for m ≥ 1, n ≥ 0. The above word537

can be achieved from two unique axioms a2c2 and a2bc2.538

Starting from the axiom a2c2, the word a2b3tm+2unc2 can539

be obtained by inserting the strings b3t , m-times and b2u,540

n-times. On the other hand, the word a2b3tm+2unc2 can be541

derived from the axiom a2bc2. In one derivation, the string b3t542

can be inserted form−i1-times, i1 ≥ 1. In another derivation,543

the string b2u can be inserted for n + i2-times, i2 ≥ 1. Thus,544

the word a2b3tm+2unc2 is obtained from two different axioms545

a2c2, a2bc2. Therefore, the system γ ′8 is 0-ambiguous. For the546

measuresMLen− InsStr,TINS−Str,mLen− InsStr , an akin547

reasoning can be given.548

Next, we have to prove the L8 is 0-unambiguous,549

by showing there exists an 0-unambiguous system γ ′′8 =550

({a, b, c}, {a2b3, a2b6, b2c2, b4c2, b6c2, a2c2, a2bc2, a2b2c2,551

a2b3c2, a2b4c2, a2b5c2}, {(b, b6, λ)}) which generates L8.552

The system will produce a unique derivation step for any553

word ∈ L8, starting from an axiom by inserting the string b6,554

which shows γ ′′8 is 0-unambiguous. As the system uses the555

following insertion rule (b, b6, λ), the system γ ′′8 is minimal556

in the measuresMLen−LCon,MLen−RCon,TLen−LCon,557

MLen− RCon. �558

Corollary 7: There are pseudo inherently 0-ambiguous559

insertion languages in themeasuresM1 ∈ {MAx,TAx,MLen−560

InsStr,TINS − Str,mLen − InsStr} and M2 ∈ {MLen −561

LCon,MLen− RCon,TLen− LCon,TLen− RCon}.562

Theorem 9: There are pseudo inherently 0-ambiguous563

insertion languages with respect toM1 ∈ {Ax,mLen−InsStr}564

and M2 ∈ {MLen − RCon,mLen − RCon,TLen − RCon +565

InsStr,MLen− RCon+ InsStr}.566

Proof: Let the language L9 = {ba2n | n ≥ 1} ∪567

{a4nc | n ≥ 1} ∪ {banc | n ≥ 0}. The following568

0-ambiguous insertion system γ9 can be used to generate L9.569

γ9 = ({a, b, c}, {ba2, a4c, bc, bac}, {(b, a2, λ), (λ, a4, c)}).570

The system γ9 is minimal with respect to {Ax,mLen−InsStr}.571

First, we will prove for the measure mLen − InsStr . From572

the system γ9, it is easy to see that mLen − InsStr(γ9) ≤573

2. To generate the strings of the form abk , k ≥ 0 ∈574

L9, the insertion rule should have the string a. However,575

if such an insertion string is present in any of the inser-576

tion rules, then the system γ9 may generate some strings577

ba2p, p ≥ 1 and a4qc, q ≥ 1 which doesn’t /∈ L9. From578

the above claim, all the parts of L9 cannot be produced by579

the insertion string a. So, obvisouly the minimum length of580

the insertion string should be a2. Therefore, we conclude581

mLen− InsStr(γ9) ≥ 2.582

Next, we will discuss on the measure Axiom. Any system 583

which generates L9 will have three axioms ba2, a4c, bc. Next, 584

we will discuss why the system γ9 should have an axiom bac. 585

If the system is not having the axiom bac, probably it can be 586

generated by using the axiom bc by inserting the string a. But 587

previously we have proved that the system cannot have a as 588

the string to be inserted. Therefore, it implies bac should be 589

present in the axiom. Therefore, the system γ9 is minimal in 590

the measure Ax. 591

Consider any system γ ′9 which generates L9. The system 592

γ ′9 is minimal in the measure Ax,mLen − InsStr . In order 593

to claim γ ′9 is 0-ambiguous, let us take the strings ba2r and 594

a4sc ∈ L9, for a large values of r and s. To produce the 595

words of the form ba2p, p ≥ 1 and a4qc, q ≥ 1, the insertion 596

system γ ′9 should have strings of the form a2t , t ≥ 1 and 597

a4u, u ≥ 1 respectively. Consider a word ba4tm+2unc ∈ L9, 598

for m ≥ 1, n ≥ 0. The above word can be achieved from 599

two unique axioms bc and bac. Starting from the axiom bc, 600

the word ba4tm+2unc can be obtained by inserting the strings 601

a2t , m-times and a4u, n-times. On the other hand, the word 602

ba4tm+2unc can be derived from the axiom bac. In one deriva- 603

tion, the string a2t can be inserted for m − i1-times, i1 ≥ 1. 604

In another derivation, the string a4u can be inserted for n+ i2- 605

times, i2 ≥ 1. Thus, the word ba4tm+2unc is obtained from 606

two different axioms bc, bac. Therefore, the system γ ′9 is 607

0-ambiguous. 608

Next, we have to prove the L9 is 0-unambiguous, 609

by showing there exists an 0-unambiguous system γ ′′9 = 610

({a, b, c}, {ba2, ba4, a4c, bc, bac, ba2c, ba3c, ba4c}, {(a, a4, 611

λ)}) which generates L9. The system will produce a unique 612

derivation step for any word ∈ L9, starting from an axiom by 613

inserting the string a4, which shows γ ′′9 is 0-unambiguous. 614

As the system uses the following insertion rule (a, a4, λ), the 615

system γ ′′9 is minimal in themeasures {MLen−RCon,mLen− 616

RCon,TLen− RCon+ InsStr,MLen− RCon+ InsStr}. � 617

Corollary 8: There are pseudo inherently 0-ambiguous 618

insertion languages in themeasuresM1 ∈ {MAx,TAx,mLen− 619

InsStr} and M2 ∈ {MLen − RCon,mLen − RCon,TLen − 620

RCon+ InsStr,MLen− RCon+ InsStr}. 621

Table.5 shows the different trade-off results acquired for 622

various blends of the ambiguity levels and descriptional com- 623

plexity measures. The intersecting entry atM1 andM2 shows 624

there exists a pseudo inherently ambiguous insertion lan- 625

guages with respect to the measure M1 and M2. For exam- 626

ple, the intersection of row 7 (mLen − LCon) and column 9 627

(TLen − LCon) indicates the language L5 which is pseudo 628

inherently 4-ambiguous with respect to the measures M1 ∈ 629

mLen − LCon and M2 ∈ TLen − LCon. In Table. 4, the 630

intersection of (M1,M2) entries that are empty are left as open 631

problems. The entries which are in diagonal and thosemarked 632

by ? are not suitable for the trade-off study. 633

V. APPLICATION OF THE TRADE-OFF RESULTS 634

In this section, we analyze the application and significance of 635

the trade-off in natural languages, modelling of bio-molecular 636

structures. Before moving on to the application, first, we will 637

discuss about the controlling parameters and limitations of 638
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the proposed trade-off study. Given an insertion system, the639

weight of the system is the sum of n, i, j. The n denotes640

the maximal length of insertion string and i, j denotes the641

maximal length of the left and right context used in insertion642

rules. The weight of a insertion system is given as (n, i, j).643

Several attempts were made on the insertion systems to644

characterize recursively enumerable languages with a lesser645

weights. In addition to that many variants has been introduced646

such as universal matrix insertion grammars, graph controlled647

insertion-deletion systems, path controlled insertion systems,648

insertion-deletion P Systems, Context-free insertion-deletion649

systems [9], [10], [11], [19], [31]. Natural languages such650

as English, Dutch has some grammatical structures that are651

beyond the power of context-free languages. As insertion652

system can characterize recursively enumerable languages653

the system can be considered as one of the prominent gram-654

mar models in generating natural language constructs and655

modelling of the bio-molecular structures. The computational656

completeness of the insertion systems mainly depends on the657

weights used in the insertion rules. In practical, such weights658

will play a limiting factor while generating the natural lan-659

guage constructs and modelling the bio-molecular structures.660

Despite of such practical difficulty the application what we661

had investigated in this paper will throw a new light on theo-662

retical study on the trade-off.663

A. APPLICATION OF THE ANALYZED TRADE-OFF IN664

NATURAL LANGUAGES665

Syntactic and semantic ambiguity deserves a special atten-666

tion in natural, programming and artificial languages. As the667

programming language constructs are mainly based on syn-668

tax and semantic rules handling these ambiguities is not a669

great deal of interest, whereas in natural languages handling670

syntactic ambiguity is easier when compared to semantic671

ambiguity. The main reason is, while dealing with the nat-672

ural languages, one sentence (or a word) can convey differ-673

ent meaning. Even in Google translator, if the translation674

is carried out word by word the meaning may be differ-675

ent from the source to the target language. Under these cir-676

cumstances, natural languages should be translated (stored)677

in an unambiguous manner. As we know, for every (natu-678

ral/programming/artificial) language, there is a grammar G,679

such that L(G) = L. To generate the natural languages such680

as English, Dutch, we need grammars that are beyond the681

(generative) capability of Context-free grammar [5], [39].682

In addition to that, many natural languages has the existence683

of sentences beyond context free [7], [28]. In this regard,684

to generate (store) such natural languages the grammar G685

which generates L should be unambiguous and at the same686

time it should be minimal in terms of measures. In practical,687

such a minimal unambiguous system will not be there for all688

languages. Under these, circumstances a necessary trade-off689

needs to be studied between the (descriptional) complexity690

measures and ambiguity.691

To prove why such a trade-off is very important in natu-692

ral languages, lets consider the following sentence, They are693

hunting dogs. The sentence is syntactically correct, where694

as the sentence is having semantic ambiguity, as it can be 695

elucidated in a different manner. The different interpreta- 696

tion of the above mentioned sentence can be: Whether any 697

group is hunting for dogs? or Whether the category of dogs 698

belongs to the hunting type or Whether the phrase hunting 699

dogs refers to a music band or a basket ball team or a secret 700

code. In fact, the right phrases of the sentence are They are, 701

They are hunting, They are dogs, They are hunting dogs. 702

Assume that, we want to construct an insertion system which 703

generates the above sentence. As there is no concept of 704

non-terminals(variables) in insertion system, it can be called 705

as pure grammars. Since the insertion system is a pure 706

grammar, every derivation step should represent a correct 707

phrase, the correct phrases are They are, They are hunting, 708

They are dogs, They are hunting dogs. Consider, ‘They are’ 709

is an axiom and the insertion rules are of the form: 710

(They are, dogs, λ) and (They are, hunting, λ). 711

By using the above axiom and the insertion rules, 712

the derivations can be of the forms (the underlined 713

words indicates the inserted string): (1) They are H⇒ 714

They are dogs H⇒ They are hunting dogs, which 715

gives all the three correct phrases. (2) They are H⇒ 716

They are hunting H⇒ They are dogs hunting, which is 717

not a correct phrase. So, with the above insertion rules 718

all the correct phrases cannot be generated. However, 719

if we consider three insertion rules (They are, dogs, λ), 720

(They are, hunting, λ), (They are, hunting, dogs) all the three 721

correct phrases can be derived from the axiom or else using 722

different insertion rules we may get all correct phrases of the 723

sentence, but the number of insertion rules will be more. So, 724

to derive the above sentence, we need three insertion rules. 725

Such sentences can be stored compactly if there exists an 726

unambiguous system which generates it, but may happen to 727

be not minimal with respect to measure(s). As insertion sys- 728

tems is found to be one of the prominent (rewriting) gram- 729

mar mechanisms, the system can be recognized to be one of 730

the fit (rewriting) mechanisms to generate natural languages 731

[30]. The above example clearly shows that the sentence can 732

be generated by an unambiguous system but not minimal in 733

terms of components used to iterate the sentence. The above 734

case study explicit the importance of studying the trade-off in 735

natural languages. 736

B. APPLICATION OF THE ANALYZED TRADE-OFF IN 737

MODELLING OF BIO-MOLECULAR STRUCTURES 738

In computational biology there are lot of research prob- 739

lems needs to be addressed based on the gene sequence 740

such as gene structure prediction, gene sequence alignment, 741

bio-molecular modelling, construction of phylogenetic trees. 742

Such gene structure prediction, bio-molecular modelling 743

problems are effectuated by progressing with relevant pattern 744

matching algorithms. The above discussed computational 745

biological problems are somewhat akin to investigating the 746

structural frameworks in computational linguistics. The gene 747

structure prediction, bio-molecular modelling problems can 748

be handled in an effective and succinct manner, if there exists 749

a unique grammar model/system which generates/models it. 750
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Tomodel or predict the structures, first, it should be expressed751

as a gene sequence. Such sequences can be visualized as752

strings formed over the four basic chemical symbols a, t, g753

and c (6DNA). The complementary of the above four chem-754

ical symbols is given as ā = t, ḡ = c, t̄ = a, c̄ = g.755

As the bio-molecular structures can be expressed in terms of756

(gene) sequences it has kindled the researchers to study the757

connection and application of formal language theory and758

computational biology [42]. In addition to that, the genetic759

structural descriptions that are found in the bio-molecular760

structures has some coherence in natural language constructs761

such as triple agreements: Lta = {anbncn | n ≥ 1}, quadruple762

agreements: Lqa = {anbncndn | n ≥ 1}, crossed dependen-763

cies: Lcd = {anbmcndm | n,m ≥ 1}, copy language: Lcp =764

{ww | w ∈ {a, b}∗}. More precisely, Lta and Lqa resembles765

triple and quadruple helix structure. Likewise, Lcd and Lcp has766

some pertinence with pseudoknot and attenuator structures767

respectively [41], [43]. For modelling of the bio-molecular768

structures that occurs at intramolecular, intermolecular and769

RNA secondary structures, we refer to [17], [25], [26], [27],770

[29], [44].771

Before we discuss about the application of the trade-off in772

modelling of the bio-molecular structures, first, we will show773

that insertion system is capable of modelling some of the bio-774

molecular structures. Consider the following bio-molecular775

structures like hairpin, stem and loop, orthodox. The lan-776

guage description and modelling of the above structures by777

using insertion system are given in the following lemmas.778

In the forthcoming lemmas y ∈ 6DNA, the counterpart of y779

is y′. w̄R, ūR is the complementary reversal of the string w,u780

respectively.781

Lemma 1: The hairpin language Lhp = {w = w̄R |782

w ∈ 6∗DNA} can be spawned by the insertion system γhp =783

({y, y′}, {λ, y′}, {(y, y′, y′)}).784

Lemma 2: The stem and loop language Lsl = {uvūR |785

u, v ∈ 6∗DNA} can be achieved by insertion system γsl =786

({y, y′}, {λ, yy′}, {(y, yy′, y′), (y, y, y′)}).787

A stringw is said to be orthodox over6′DNA(complementary788

alphabet) iff it fulfills the following conditions (i) it should789

be an empty string λ, or (2) the string obtained by the790

insertion of yy′ anywhere in an orthodox string. A language791

which contains only orthodox strings is called orthodox792

language Lod .793

Lemma 3: The orthodox language Lod can be spawned by794

the insertion system γod = ({y, b′}, {λ}, {(λ, yy′, λ)}).795

1) AMBIGUITY ISSUES IN ORTHODOX LANGUAGE Lod796

In this subsection, we will discuss about the ambigu-797

ity issues in the orthodox language Lod . In the deriva-798

tions/descriptions/sequence the underlined string denotes the799

inserted gene sequence and ↓ denotes the position where the800

gene sequence is to be inserted.801

Case 1: Consider the string cgatatgccg ∈ Lod ,which can be802

obtained from two different axioms.803

Derivation 1 : cg↓ H⇒ cgat↓ H⇒ cgatat↓ H⇒804

cgatatgc↓ H⇒ cgatatgccg.805

Derivation 2 :↓ at H⇒ cgat↓ H⇒ cgatgc↓ H⇒ 806

cgat↓gccg H⇒ cgatatgccg. 807

In both the derivations, the same sequence cgatatgccg is 808

derived from two different axioms cg and at . Therefore, the 809

system γod evinces 0-ambiguous. 810

Case 2: Consider an orthodox string cgtagccgat ∈ Lod , 811

which can be obtained by two different ordered CS: 812

Ordered CS1 :↓ λ H⇒ ta↓ H⇒ tagc↓ H⇒ tagccg↓ 813

H⇒
↓ tagccgat H⇒ cgtagccgat. 814

Ordered CS2 :↓ λ H⇒↓ ta H⇒ cgta↓ H⇒ cgta↓at 815

H⇒ cgtagc↓at H⇒ cgtagccgat. 816

In CS1, the order of gene sequence used by the insertion 817

rules are ta, gc, cg, at, cg, whereas in CS2, the order of gene 818

sequence used by the insertion rule are ta, cg, at, gc, cg. 819

Thus, the gene sequence cgtagccgat can be derived by two 820

different ordered CS. Therefore, the system γod evinces 1- 821

ambiguous also. 822

Case 3: Consider the string atcgcgta ∈ Lod , which can be 823

derived in two different descriptions by γod which are given 824

below: 825

Description 1 : cg↓ H⇒ cgcg↓ H⇒↓ cgcgta H⇒ 826

atcgcgta. 827

Description 2 :↓ cg H⇒ atcg↓ H⇒ atcg↓ta H⇒ 828

atcgcgta. 829

In both the descriptions the axioms are same cg and the con- 830

texts used in the insertion rules (λ, λ) are also same, but the 831

position where the inserted gene sequence yy′ are different. 832

Therefore, the system γod is 5-ambiguous also. 833

The above example shows a clear evidence on the existence 834

of different levels of ambiguity for the same language Lod 835

on different gene sequences. In addition to that, the above 836

(ambiguity) example reveals that analysis of the ambiguity 837

issues in gene sequences has to be carried out with utmost 838

care because ambiguity issues plays a pivot role in some of 839

the computational biology problems such as protein sequence 840

analysis, parallel gene recognition, prediction of gene loca- 841

tions. For more practical applications on the importance of 842

ambiguity in gene sequences, we refer to [1], [2], [3], [4]. 843

The evolutionary relationship among the various biological 844

species can be depicted in terms of trees. The trees can be 845

derived based on the differences and similarities among the 846

species. Such trees are called as phylogenetic trees [45]. The 847

phylogenetic trees plays an important role in DNA/Protein 848

sequence divergence problem [8]. 849

The axiom, intermediates sequence and the final sequence 850

to be generated can be represented as a tree. If the interme- 851

diate gene sequences are different then we will have more 852

than one phylogenetic trees for the same gene sequence. Such 853

a study on the different intermediate sequences will help us 854

to study more on the inheritance properties. The following 855

example of a phylogenetic tree will give a better understand- 856

ing on the ambiguity. One such phylogenetic tree is shown 857
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FIGURE 1. Interpretation of ambiguity in Phylogenetic tree.

TABLE 6. Comparative Study.

in Figure.1. In Figure.1, IN represents intermediate node,858

MV represents Monkey Virus, BV represents Bird Virus,859

FV represents Fish Virus, HV represents Human Virus.860

To reach the Human Virus leaf node, the path can be explored 861

as: RootNode→ IN2→ IN3→ IN4→ IN5. Starting from 862

the root node there is a unique path up to the intermediate 863

node IN5, whereas, after reaching the purple color interme- 864

diate node IN5, there exists two paths. One path will be Voilet 865

line from IN5 → HV and another path will be Yellow line 866

from IN5→ HV . So, the Human Virus node can be reached 867

by two different paths from the root node. The above scenario, 868

clearly shows that a different perspective can be given in 869

the visualization of ambiguity in phylogenetic trees. On the 870

other hand, while predicting the gene structure, we need an 871

optimal system and at the same time the system which gener- 872

ates/models the bio-molecular structure should be unambigu- 873

ous. Consider the system γod = ({y, b′}, {λ}, {(λ, yy′, λ)}) 874

which generates the Lod . One insertion rule is enough to 875

generate all the strings in Lod . The system γod is minimal 876

{Ax,MLen − LCon,MLen − RCon,mLen − LCon,mLen − 877

RCon,TLen−LCon,TLen−TCon}. The language Lod can be 878

generated by an unambiguous system but definitely the unam- 879

biguous system will not be minimal in the above mentioned 880

measures. This example shows the importance and applica- 881

tion of the trade-off study between complexity measures and 882

ambiguity levels inmodelling of the bio-molecular structures. 883

VI. COMPARATIVE STUDY 884

In this section, we discuss about the comparative study of 885

trade-off results obtained for the insertion systems and its 886

applications in natural languages, modelling of bio-molecular 887

structures. Table.6 shows the comparative study of the pro- 888

posed results and applications with other relevant grammar 889

models. From the comparative study, it has a clear evi- 890

dence, that the insertion systems, insertion-deletion systems, 891

variants of insertion deletion systems are mainly motivated 892

towards reducing the weights in simulating the recursively 893

enumerable languages by means of suitable normal forms 894

where as, in this paper, we have defined some new descrip- 895

tional complexity measures, analyzed the trade-off between 896

ambiguity levels and descriptional complexity measures. 897

In addition to that, we have discussed about the application 898

of the analyzed trade-off which was missing in the various 899

research work carried out on insertion systems. 900

VII. CONCLUSION 901

In this paper, we defined twelve new descriptional complexity 902

measures namely MLen − InsStr,mLen − InsStr,MLen − 903

LCon,MLen−RCon,mLen− LCon, mLen−RCon,TLen− 904

LCon, TLen−RCon,TLen−LCon+ InsStr,TLen−RCon+ 905

InsStr,MLen−LCon+ InsStr,MLen−RCon+ InsStr based 906

on the components used in the derivations. Later, we dis- 907

cussed the trade-off between the newly defined ambiguity 908

levels and measures in insertion systems by showing that 909

there exists pseudo inherently ambiguous insertion languages 910

which can be generated by an ambiguous system that are 911

minimal in M1 and unambiguous if they are minimal in M2. 912

Finally, we have studied the application of the investigated 913

trade-off in natural languages andmodelling of bio-molecular 914

structures. Analyzing the trade-off between measures and 915

VOLUME 10, 2022 100523



A. Mahendran et al.: Analyzing the Trade-Off Between Complexity Measures, Ambiguity in Insertion System and Its Applications

ambiguity levels which are not considered in this paper is916

left as a future work. More, precisely it would be interesting917

such a trade-off results can be obtained for the ambiguity918

levels 1 and 3. As insertion systems can be recognized as a919

good model to generate some of the programming language920

constructs, analyzing the trade-off in programming languages921

would be an another line of future work.922
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