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ABSTRACT Power hardware-in-the-loop (PHIL) simulation leverages the advanced real-time emulation
based technique to carry out in-depth investigations on novel real-world power components. Power ampli-
fiers, sensors, and signal conversion units based power interfaces (PI) incorporate physical hardware systems
and real-time simulation platforms into PHIL setups. However, the employment of any interfacing technique
inevitably introduces disturbances such as sensor noise, switching harmonics, or quantization noise to
PHIL systems. To facilitate quantitatively analyzing and assessing the impact of external disturbances on
PHIL simulation systems, a framework for sensitivity analysis of PHIL setups has been developed in this
paper. Detailed modelling principles related to the sensitivity analysis of PHIL systems and the inherent
relationship between sensitivity transfer functions and stability criteria are elaborated along with theoretical
and experimental validation. Based on this concept, accuracy assessment methods are employed in this
framework to quantify generic sensitivity criteria. Moreover, physical passive load and converter-based PHIL
setups are applied and experimental results are presented to characterize and demonstrate the applicability
of the proposed framework.

14

15

INDEX TERMS Power hardware-in-the-loop (PHIL) simulation systems, sensitivity analysis, power
interface, system modelling, system theory, control systems, real-time simulation system.

I. INTRODUCTION16

PHIL simulation, an advanced and efficient tool incorpo-17

rating the physical power apparatus and large-scale power18

network into a real-time testing environment, has been widely19

utilized to promote the research and development in the power20

industry [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11].21

Owing to the merit of carrying out repeated, non-destructive,22

The associate editor coordinating the review of this manuscript and

approving it for publication was Siqi Bu .

and in-depth investigation of the power apparatus and their 23

interactions with the power network, PHIL has been exten- 24

sively employed for prototyping applications [4], [5], [6], 25

the verification of novel control paradigm [7], the black 26

start testing of grid-forming converter [8], or the dynamic 27

modelling and prototyping of renewable energy systems, such 28

as variable-speed wind turbines [10], solar energy [6], and 29

energy storage resources [5], [11]. 30

PHIL systems are defined as closed-loop systems con- 31

sisting of a digital real-time simulator (DRTS) interfacing 32

VOLUME 10, 2022 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 101305

https://orcid.org/0000-0002-8397-2213
https://orcid.org/0000-0001-5612-0050
https://orcid.org/0000-0003-3147-0817
https://orcid.org/0000-0003-0312-2567
https://orcid.org/0000-0002-3479-019X
https://orcid.org/0000-0002-7927-3516
https://orcid.org/0000-0002-1047-2568


G. Lauss et al.: Framework for Sensitivity Analysis of Real-Time Power Hardware-in-the-Loop (PHIL) Systems

with the hardware under test (HUT) through a power inter-33

face (PI), which facilitates the conservation of instantaneous34

power as exists in the real-world system through natural35

coupling. The PI that is typically comprised by a power36

amplifier (PA), sensors, signal conversion cards, or filters,37

inevitably introduces non-ideal characteristics such as time38

delay, noise, or signal distortion to PHIL simulation. From39

the perspective of system operation, these non-idealities play40

a crucial role with respect to PHIL system properties such as41

stability, accuracy, and sensitivity. In literature, approaches42

for time-discrete and time-continuous modelling of PHIL43

systems are given [12], [13], [14], [15], [16], [17], [18],44

[19]. In this work, the time-continuous modeling is chosen45

for system analysis including appropriate representations of46

discretization and sampling effects caused by the digital47

real-time simulator or non-linearities.48

The impact of the non-ideal characteristics and the dynam-49

ics stemming from the PI on the PHIL system stability and50

accuracy has been extensively discussed in literature [20],51

[21], [22], [23], [24]. Many research efforts have been52

devoted to improve the stability and accuracy of the PHIL53

simulation, such as the impedance shifting method [4], multi-54

rate partitioning interface [19], Bergeron transmission line55

model based multi-time-step interface [6], Smith-predictor56

based compensation [23], H∞ optimal control based inter-57

face [5], the optimal compensation filter design [24], and58

other advanced methods as summarized in [25]. Detailed59

modelling principles, block diagrams, stability criteria, and60

accuracy metrics have been developed for the assessment of61

system properties such as stability and accuracy of respective62

approaches.63

Apart from the conventional stability and accuracy assess-64

ments of the PHIL simulation, the assessment of the impact of65

external disturbances on the PHIL simulation is an important66

factor in PHIL setups. Due to the implementation of the non-67

ideal PI, external disturbances are inevitably injected into the68

PHIL setup and are mainly stemmed from (i) Offset noise69

in the measurement units, (ii) Quantization error/noise in the70

ADC converter, (iii) Sensor measurement noise (typically71

high-frequency), and (iv) Switching harmonics stemming72

from high-frequency pulsating modulation.73

From an application point of view, a comprehensive sen-74

sitivity analysis and assessment is crucial for a high-fidelity75

and robust PHIL simulation. In contrast to the well-presented76

framework for stability and accuracy assessment in the liter-77

ature, no sensitivity analysis framework has been developed78

within the PHIL community. In this article, a framework for79

sensitivity analysis of the PHIL setups has been proposed for80

quantifying the sensitivity criteria. The main contributions of81

this article are summarized as follows:82

1) A framework based on detailed modeling was devel-83

oped for the sensitivity analysis of PHIL setups using84

transfer functions describing the dynamic behaviour of85

forward and feedback paths.86

2) The inherent relationship between stability, accuracy87

and sensitivity was elaborated and verified by the88

FIGURE 1. Principle topology of (a) the system of interest (SOI) and
(b) the corresponding PHIL simulation system.

framework and allows for a precise estimation of PHIL 89

system properties prior to experimental testing. 90

3) Along with the sensitivity analysis criteria, practical 91

methods involving the signal-to-noise (SNR) and the 92

total harmonic distortion plus noise (THD+N) are 93

presented to quantity the sensitivity, which are easily 94

applied to practical experiments. 95

4) Based on the voltage-type and current-type ITM inter- 96

faces, the framework for sensitivity analysis was 97

characterized and verified by experimental PHIL 98

setups at two laboratories, the Dynamic Power Systems 99

Laboratory at the University of Strathclyde and the 100

Electric Energy Systems Laboratory at the NTUA of 101

Athens, demonstrating its applicability for simplified 102

to complex power system and component testing. 103

This article is structured in subsequent manner: follow- 104

ing this Introduction, the detailed modelling of the PHIL 105

system is presented in Section II. Section III provides 106

the in-depth details of the sensitivity analysis framework. 107

Analytical assessments of the proposed sensitivity framework 108

are presented in IV, followed by its experimental validation 109

presented in Section V. Section VI concludes this article. 110

II. STATE-OF-THE-ART INTERFACING TECHNIQUES FOR 111

PHIL SIMULATION SYSTEMS 112

This section presents the topology of the PHIL system along 113

with its detailed modelling, characteristics and properties. 114

A. PHIL TOPOLOGY 115

PHIL simulation combines the physical power component 116

with real-time emulated system into a closed-loop testing 117

configuration that mimics the original system of interest 118

(SOI). Fig. 1 illustrates the SOI and its corresponding PHIL 119

simulation setup. The original SOI is expressed by a lumped 120

voltage divider topology comprising two series-connected 121

Thévenin equivalent circuits S1 and S2, respectively. System 122

S1 comprises a voltage source US in series with an equiv- 123

alent impedance Z1 and system S2 comprises an equivalent 124

impedance Z2. S1 represents the real-time emulated power 125

network in DRTS referred to as software side and S2 repre- 126

sents the real-world HUT referred to as hardware side, both 127

of which are coupled through a PI in the PHIL setup. 128

The PI comprises one or several PA, sensors, analogue- 129

to-digital (ADC) and digital-to-analogue (DAC) conversion 130

cards, and signal processing units such as low-pass filter- 131

ing blocks for noise mitigation. The configuration of these 132
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FIGURE 2. Model and block diagram of a PHIL simulation system with
applied V-ITM interface.

components and the manner in which the power is transferred133

between the DRTS and the HUT are defined by the interface134

algorithms (IAs) [12]. Interface algorithms such as the ideal135

transformer model (ITM), the damping impedance method136

(DIM), or the partial circuit duplication (PCD) have been dis-137

cussed and evaluated in the literature [12], [13], [14]. Among138

these mentioned interfacing methods, the ITM interface is139

widely adopted because of its simple implementing structure140

and shows a good performance with respect to the stabil-141

ity and accuracy properties. This interface will be utilized142

throughout the paper, even though a similar methodology143

could be applied to other interface mechanisms as well.144

B. ITM INTERFACE MODELLING145

The PI bridges the DRTS and physical hardware, whose con-146

trol and operation is a crucial factor for realizing a robust and147

high-fidelity PHIL simulation. The characteristics of the PA,148

sensors, ADC and DAC, and other key components within149

the PI are key determinants of the stability, accuracy, and150

sensitivity of PHIL simulation. The PI, along with systems151

S1 and S2, can be expressed by their continuous-time system152

equivalent. By an approximation of the relevant system non-153

linearities, the resulting transfer functions in the Laplace154

domain can be utilized and applied for theoretical analysis.155

As shown in Fig. 2 and Fig. 3, the ITM interface can156

be decomposed into the digital interface, signal process-157

ing unit, and the analog interface. Depending on the type158

of power amplification and the controllable power sources159

implemented in the DRTS and hardware side, ITM can be cat-160

egorized as voltage-type or current-type. Detailed modelling161

of these ITM interfaces are presented below.162

1) VOLTAGE-TYPE ITM (V-ITM) INTERFACE163

As presented in Fig. 2, the V-ITM is configured as a voltage164

source in hardware side and a current source in DRTS side,165

which are controlled by a voltage-type PA and current sen-166

sor, respectively. All key components and interface signals167

are represented in the form of a single-input-single-output168

FIGURE 3. Model and block diagram of a PHIL simulation system with
applied I-ITM interface.

(SISO) closed-loop PHIL system and the respective equiv- 169

alent block diagram is presented in Fig. 2 (bottom). The 170

open-loop transfer function FvO(s) is given by 171

FvO(s) = e−sτsTFW (s)TVA(s)︸ ︷︷ ︸
Cv(s)

Z1(s)
Z2(s)

e−sτsTFB(s)TCM (s)︸ ︷︷ ︸
Pv(s)

, (1) 172

where TFW (s), TFB(s) represent the signal processing unit 173

in the feed-forward and feed-back path respectively, TVA(s) 174

represents the dynamic behavior of the PA in voltage mode, 175

TCM (s) represents the current measurement unit, and τs is the 176

time step size of the DRTS. 177

2) CURRENT-TYPE ITM (I-ITM) INTERFACE 178

In contrast to the V-ITM, as shown in Fig. 3, the I-ITM 179

is configured as a current source on the hardware side 180

and a voltage source on the software side, which are con- 181

trolled by a current-type PA and a voltage sensor signal, 182

respectively. 183

In analogy to the equivalent SISO closed-loop block dia- 184

gram as, shown in Fig. 3 (bottom), the open-loop transfer 185

function F iO(s) of the I-ITM PHIL setup is given by 186

F iO(s) = e−sτsTFW (s)TCA(s)︸ ︷︷ ︸
Ci(s)

Z2(s)
Z1(s)

e−sτsTFB(s)TVM (s)︸ ︷︷ ︸
Pi(s)

, (2) 187

where TCA(s) represents the dynamic behavior of the PA in 188

current mode and TVM (s) represents the voltage measurement 189

unit. 190

C. PHIL SYSTEM CHARACTERISTICS AND PROPERTIES 191

Inherent time delays within the PHIL setup [15] and the 192

characteristics of the PA [26] play a major role in the stability 193

and accuracy of PHIL setups, and therefore the stability and 194

accuracy of such setups is not guaranteed even upon selection 195

of an appropriate interface. The stability analysis and accu- 196

racy assessment are crucial for a PHIL setup prior to its final 197

implementation. 198
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1) STABILITY199

Once the open-loop transfer function FO(s) of the SISO200

closed-loop system in Fig. 2 or Fig. 3 is obtained, the system201

stability can be assessed by applying suitable stability criteria202

such as the Nyquist or the Routh–Hurwitz criterion [28] to the203

system characteristic equation that is given by204

1+ FO(s) = 0. (3)205

The gainmargin (GM ) and phasemargin (PM ) are key factors206

to determine the closed-loop stability from the open-loop207

transfer function. Provided that the GM and PM are positive,208

the PHIL stability is guaranteed if the magnitude and phase209

responses of the open-loop transfer function FO(s) satisfy the210

following criteria211 {
GM = 0− 20log(

∣∣FO(jωcp)∣∣), GM > 0,
PM = 6 FO(jωcg)− (−180◦), PM > 0,

(4)212

where ωcg is the gain crossover frequency at which the mag-213

nitude of FO(s) is 0 dB, ωcp is the phase crossover frequency214

at which the phase of FO(s) crosses −180◦.215

2) ACCURACY216

Based on the equivalent block diagram and transfer functions217

of the PHIL system, the accuracy of PHIL simulation can be218

analyzed and assessed. For instance, the closed-loop transfer219

function between the analog voltageUA(s) and the equivalent220

voltage source US (s) in the V-ITM PHIL setup is given by221

TC (s) =
UA(s)
US (s)

=
Cv(s)

1+ FvO(s)
. (5)222

Assuming the ITM interface presents unity-gain and infi-223

nite bandwidth characteristics without any time delay, such224

that Cv(s) = Pv(s) = 1, the PHIL system is equivalent to225

the original SOI. For an idealized PHIL simulation setup,226

the ideal closed-loop transfer function TC,id (s) relates system227

voltages UA(s) and US (s), respectively, resulting in228

TC,id (s) =
UA(s)
US (s)

=
Z2(s)

Z1(s)+ Z2(s)
. (6)229

For a given signalUA(s), the accuracy can be quantitatively230

analyzed by employing the relative error ε(s) that quantifies231

the deviation between the ideal PHIL case and the actual232

PHIL case. The relative error ε(s) is defined by233

ε(s) =

∣∣∣∣TC (s)− TC,id (s)TC,id (s)

∣∣∣∣ . (7)234

Alternatively, as presented in [5] and [24], the accuracy met-235

rics including the power signal tracking error or the measure-236

ment to reference signal error, serve as an useful metrics to237

quantitatively assess the accuracy of the PHIL setups.238

III. FRAMEWORK FOR THE SENSITIVITY ANALYSIS OF239

PHIL SIMULATION SYSTEMS240

This section presents the proposed comprehensive framework241

for sensitivity analysis. First, the principles of sensitivity242

analysis are explained followed by the derivation of sensi- 243

tivity functions for PHIL simulation setups. The relationship 244

between the sensitivity analysis and the stability and accuracy 245

of PHIL setups is then established. 246

A. MODELLING PRINCIPLES 247

The sensitivity analysis of PHIL systems requires the deriva- 248

tion of sensitivity functions. A sensitivity function represents 249

the relationship between a disturbance and the signal of inter- 250

est in frequency domain. Its characteristics may indicate the 251

attenuation or the amplification of the disturbance within the 252

signal of interest for each frequency and its corresponding 253

phase shift. The disturbances in PHIL setups mainly stem 254

from the non-ideal PI, affecting the digital signals UD and 255

ID as well as the analogue signals UA and IA of the PI. These 256

disturbances are identified within Fig. 4 and Fig. 5, denoted 257

by the symbol δ as a prefix. 258

B. SENSITIVITY FUNCTIONS FOR PHIL 259

SIMULATION SETUPS 260

The sensitivity function S1(s) of signals of interest U (s) or 261

I (s) related to associated local disturbances δU (s) or δI (s), 262

respectively, is defined as 263

S1(s) =



UA(s)
δUA(s)

=
1

1+ FO(s)
,

UD(s)
δUD(s)

=
1

1+ FO(s)
,

IA(s)
δIA(s)

=
1

1+ FO(s)
,

ID(s)
δID(s)

=
1

1+ FO(s)
.

(8) 264

where subscripts A and D represent analogue and digital sig- 265

nals, respectively. Sensitivity functions for other disturbances 266

with respect to the signal of interest can be derived in a 267

similar manner. The following two sub-sections present the 268

sensitivity functions for the two types of the ITM interface. 269

1) V-ITM SENSITIVITY FUNCTIONS 270

The model and block diagram representation of the V-ITM 271

interface algorithm in Fig. 2 is extended by incorporating the 272

relevant disturbances as shown in Fig. 4. The analogue current 273

IA fed back from the hardware to the software side represents 274

the signal of interest for V-ITM and is employed for the 275

following analysis. The sensitivity metrics for analyzing the 276

impact of the identified disturbances on the signal of interest 277

IA are defined as 278

Sv1(s) =
IA(s)
δIA(s)

=
1

1+ FvO(s)
,

Sv2(s) =
IA(s)
δUA(s)

=
1/Z2(s)
1+ FvO(s)

,

Sv3(s) =
IA(s)
δUD(s)

=
Cv(s)/Z2(s)
1+ FvO(s)

,

Sv4(s) =
IA(s)
δID(s)

=
−Cv(s)Z1(s)/Z2(s)

1+ FvO(s)
.

(9) 279
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FIGURE 4. Block diagram of PHIL with V-ITM interface.

FIGURE 5. Block diagram of PHIL with I-ITM interface.

2) I-ITM SENSITIVITY FUNCTIONS280

In analogy to III-B1, the model and block diagram represen-281

tation of the I-ITM interface algorithm in Fig. 3 is extended282

by including the relevant disturbances as given in Fig. 5. The283

analogue voltage UA fed back from the hardware to the soft-284

ware side in the I-ITM represents the signal of interest. The285

sensitivity metrics for analyzing the impact of the identified286

disturbances on the voltage UA can be derived by following287

the similar manner as (9). On the other hand, the analysis of288

the impact of the disturbance associated with the signal of289

interest on all the interface signals within the PHIL setup is290

also crucial. For the disturbance δUA, the sensitivity metrics291

for analyzing its impact on the analogue and digital signals292

are defined as293 

S i1(s) =
UA(s)
δUA(s)

=
1

1+ F iO(s)
,

S i2(s) =
UD(s)
δUA(s)

=
Pi(s)

1+ F iO(s)
,

S i3(s) =
ID(s)
δUA(s)

=
−Pi(s)/Z1(s)

1+ F iO(s)
,

S i4(s) =
IA(s)
δUA(s)

=
−Ci(s)Pi(s)/Z1(s)

1+ F iO(s)
.

(10)294

C. SENSITIVITY ANALYSIS AND STABILITY295

For a disturbance with frequency ω, the magnitude of the296

sensitivity function S1(jω) defined in (8) is given by297

|S1(jω)| =

∣∣∣∣ 1
1+ FO(jω)

∣∣∣∣ . (11)298

For each frequency ω, |S1(jω)| corresponds to the reciprocal299

of the distance of the Nyquist curve to the Nyquist point300

(-1, 0) [28]. The shortest distance between the Nyquist curve301

and theNyquist point is referred to as the vectormargin (VM ),302

as shown in Fig. 6. The magnitude of the sensitivity function303

at this point is at its maximum value calculated as |S1(jω)|max .304

The greater the value of |S1(jω)|max is, the closer the Nyquist305

FIGURE 6. Nyquist diagram of an arbitrary open-loop transfer function
FO(s) highlighting gain, phase, and vector margins.

curve is to the Nyquist point. In this case, the PHIL system is 306

less robust. 307

The maximum magnitude of the sensitivity function given 308

by |S1(jω)|max indicates the robustness of overall PHIL sta- 309

bility and is given by 310

|S1(jω)|max =

∣∣∣∣ 1
1+ FO(jω0)

∣∣∣∣
max

, (12) 311

or 312

VM =
1

|S1(jω)|max
. (13) 313

Fig. 6 illustrates the relationship between the gain margin 314

GM , phase margin PM , and the vector margin VM , with 315

their relationship to guarantee stability being derived from 316

following relations 317VM +
1
GM

≤ 1,

VM ≤ sin(PM ).
(14) 318

Substituting (13) into (14), the inequalities between the sen- 319

sitivity function and stability margins are given by 320
1

|S1(jω)|
≤
GM − 1
GM

, ∀ω > 0,

1
|S1(jω)|

≤ sin(PM ), ∀ω > 0.
(15) 321

D. SENSITIVITY ANALYSIS AND ACCURACY 322

The magnitude of the sensitivity function determines the 323

extent to which the external disturbance distorts the output 324

signal and deteriorates the simulation accuracy, while the 325

phase response indicates the corresponding phase shift. Based 326

on the sensitivity metrics in (9), (10), the impact of the 327

external disturbance on the system output can be analyzed 328

and quantified. For accuracy assessment in the continuous- 329

time domain, the following methodologies are employed to 330

quantify how the disturbances distort the PHIL accuracy in 331

this framework: 332
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• THD+N: DFT-based signal decomposition and calcu-333

lation of the weighted function of the magnitude of334

signal with the frequency of interest and the aggregated335

magnitude of signals excluding the frequency of interest336

given by337

THD+ N =

√
n∑
i=2

U2
i + U

2
noise

U1
× 100%, (16)338

where Ui is the RMS value of the i-th harmonic voltage,339

Unoise is the RMS value of the noise signal, and U1 is340

the RMS value of the voltage signal with fundamental341

frequency component.342

• Signal to noise ratio (SNR): The SNR is calculated by343

SNR (dB) = 10log
(Ps
Pn

)
, (17)344

where Ps is the power of the signal with fundamental345

frequency component only and Pn is the power of the346

signal excluding the fundamental frequency component.347

IV. ANALYTICAL ASSESSMENT OF THE SENSITIVITY348

FRAMEWORK349

This section presents an analytical assessment of the sensitiv-350

ity functions related to potential disturbances within the PHIL351

setup and given outputs of interest. Sensitivity analysis is per-352

formed for PHIL systems with V-ITM and I-ITM interfaces.353

A. SENSITIVITY ANALYSIS OF V-ITM INTERFACE354

Sensitivity properties are evaluated bymeans of the block dia-355

gram representation presented in Fig. 4. The analysis focuses356

on the impact of disturbances on the analogue current IA fed357

back from the PA to the software side, considering the sen-358

sitivity transfer functions defined in (9). System impedances359

Z1(s), Z2(s), the line-to neutral voltage US,LN , the fundamen-360

tal frequency f0, and related transfer functions for the chosen361

numerical setup are reported in Table 2. The evaluation of the362

open-loop transfer function defined in (1) according to the363

numerical quantities of Table 2 yields to:364

FO(s) =
32.58 e−s 1.03·10

−4

s3 2.64 · 10−13 + s2 8.0 · 10−7 + s+ 2199
. (18)365

To ensure linearity and thus make the system amenable for366

analysis, a (1,1) Padé approximation [29] has been chosen to367

represent the time delays in the transfer function expressions.368

For an arbitrary delay τ , the associated exponential in the369

Laplace domain is replaced by a first-order linear function370

e−sτ ≈
1− s τ2
1+ s τ2

. (19)371

Considering this approximation, the Nyquist diagram of372

FvO(s) and Bode diagrams of FvO(s) and S
v
2,3,4(s) are shown373

in Fig. 7 and Fig. 8, respectively. From Fig. 7, it is straight-374

forward to determine that the closed-loop system is stable,375

since the number of encirclement of the Nyquist curve around376

the (−1, 0) point and the number of positive poles in FvO(s)377

FIGURE 7. Nyquist diagram of the open-loop transfer function F v
O (s).

FIGURE 8. Frequency response of the open-loop transfer function F v
O (s)

and sensitivity functions Sv
2,3,4(s) in (9).

are both equal to zero. From the Nyquist diagram, one can 378

also assess that the system has infinite phase margin, since 379

any rotation of the curve does not change the number of 380

encirclements around (−1, 0). This is confirmed in Fig. 8, 381

where it is shown that the gain of FvO(s) is smaller than 382

1 for all frequencies. The GM is also straightforward to 383

compute and it is equal to 54.6 dB, obtained at a frequency 384

of approximately 2.75 kHz. 385

To quantify the stability robustness of the system with 386

respect to simultaneous gain and phase variations of the 387

open loop transfer function, the vector margin VM has been 388

computed as the inverse of themaximummagnitude of Sv1 and 389

is equal to 0.9977. This implies robustness of the system, as a 390

combined variation of gain and phase in FvO(s) would still 391

require an added gain of 20 log10(1/(1 − VM )) = 52.72 dB 392
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FIGURE 9. Frequency response of sensitivity transfer functions Si
1,2,3,4(s)

in (10).

FIGURE 10. Bode diagram of open-loop and sensitivity transfer functions
F i
O1,2,3(s), Si

11,12,13(s).

to lead to instability. It is worth noting that this property393

is strictly related to the ratio Z1/Z2. For example, when394

choosing Z1 = 27� and an impedance ratio of 0.5, gain and395

vector margins result to 24 dB and 0.92, respectively.396

Having analyzed the system stability, the sensitivity of the397

chosen setup with respect to external disturbances is now398

quantified. For the chosen V-ITM interface, the analysis has399

focused on the impact of disturbances δUD of the voltage UD400

on the current IA that is fed back to the software side of the401

PHIL simulation setup. For the chosen parameter, the Bode402

diagram of Sv3(s), as defined in (9), is represented in light-blue403

in Fig. 8.404

FIGURE 11. Nyquist plot of open-loop transfer functions F i
O1,2,3(s).

TABLE 1. Stability margins of the I-ITM open-loop transfer
functions F i

O1,2,3(s).

In the present case, disturbances with frequencies up to 405

10 kHz are attenuated by 34.8 dB representing a gain of 406

approximately 0.0184, with an even more consistent reduc- 407

tion at higher frequencies. The phase shift is negligible 408

up to 350Hz and then gradually decreases, until reaching 409

−180 degrees at about 10MHz. 410

B. SENSITIVITY ANALYSIS OF I-ITM INTERFACE 411

The stability and sensitivity analysis has also been performed 412

for the I-ITM interface, considering the block diagram in 413

Fig. 5. The parametrization of this PHIL setup is tabulated 414

in Table 3 in Appendix A. The analysis discusses a numerical 415

case representing a realistic scenario and which is consistent 416

with experimental results from Section V-B. 417

In this case, the sensitivity analysis has focused on the 418

impact of the output voltage disturbance δUA of the power 419

converter, stemming from the measurement noise and switch- 420

ing of the power converter as HUT, on the analogue and 421

digital interface signals in the PHIL setup. For a given distur- 422

bance with frequency ω, the frequency-dependant magnitude 423

and phase response of the analogue and digital signals can 424

be derived from the sensitivity metrics in (10) for further 425

analysis. For the disturbance δUA, the magnitude and phase 426
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FIGURE 12. Experimental setup of the implemented PHIL simulation
system with applied V-ITM interface.

response of the interface signals UA,UD, IA, and ID over427

certain frequencies of interest are highlighted in Fig. 9.428

For the analytical assessment of the sensitivity and stability429

criteria defined in Section III-C, a case study involving differ-430

ent software side impedance as given in Table 1 is discussed.431

Fig. 10 presents the frequency response of the open-loop432

transfer functions F iO2,3,4(s) and their corresponding sensi-433

tivity functions S i11,12,13(s), of which the stability margins434

and the maximum magnitude are given in Table 1. Gain and435

phase margins of F iO1(s) and F
i
O2(s) as well as the maximum436

magnitude of the sensitivity functions S i11(s) and S
i
12(s) satisfy437

the inequality criteria defined in (14), (15). Therefore, these438

systems are stable which is consistent with the stability status439

as indicated in the Nyquist plot in Fig. 11. However, the440

gain and phase margin of F iO3(s) as well as the maximum441

magnitude of the sensitivity function S i13(s) do not satisfy442

the inequality criteria defined in (14), (15) and therefore, the443

corresponding PHIL setup is unstable.444

V. EXPERIMENTAL ASSESSMENT OF THE SENSITIVITY445

FRAMEWORK446

For the evaluation of the sensitivity framework, two447

experimental studies were carried out. The first case study448

considers a PHIL setup with V-ITM interface algorithm449

while the second utilizes a PHIL setup with I-ITM interface450

algorithm, both providing a straight comparison to the pre-451

viously identified sensitivity transfer functions in (9), (10)452

respectively.453

A. EXPERIMENTAL V-ITM PHIL SETUP454

The first experiment conducted for the validation of the455

sensitivity framework concerns a PHIL setup with applied456

V-ITM interface. The setup comprises a DRTS, a linear-mode457

PA with a nominal output power of 5 kVA, and a passive458

load bank. For experimental validation, the characteristics of459

the setup, both in the simulation and hardware side, were460

chosen such as to keep the total stochastic behavior and the461

FIGURE 13. Voltage disturbance δUD and current disturbance δIA.

FIGURE 14. Frequency spectrum of perturbed signals UD and IA, and SNR
and THD+N measurements.

non-relative factors that might impact the sensitivity analysis 462

to a minimum. Compared with the setup for the analytical 463

evaluation from Table 2, software and hardware impedances 464

remain unchanged allowing for a direct comparison of 465

results. 466

Theoretical analysis investigates the impact of disturbance 467

δUD on the feedback current signal IA. To evaluate the impact 468

in experimental setup, a seventh harmonic (350Hz) sinu- 469

soidal signal has been chosen in the time domain as the 470

disturbance, with peak value of 8.16V, 2.5% of nominal 471

voltage amplitude. The higher harmonic signal is superim- 472

posed in the output digital voltage signal of DRTS and sub- 473

sequently applied to the amplifier. The output is observed 474

and the impact is experimentally quantified in terms of 475

changes in magnitude and phase of the 7th harmonic current 476

component. 477

Fig. 13 presents the harmonic content of the voltage δUD 478

and the current δIA, while the spectrum, the SNR, and 479

THD+N of the two perturbed signals UD and IA are pre- 480

sented in Fig. 14, providing an accurate assessment of the 481

accuracy of the experimental setup. The amplitude of the 482

seventh harmonic component of the current is 0.151A, and 483

is in compliance with the theoretical analysis as in Fig. 8. 484

The phase of the 7th harmonic component of current lags 485

the 7th harmonic component of the voltage by 22 degrees. 486
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FIGURE 15. Experimental setup of the implemented PHIL simulation system with applied I-ITM interface.

FIGURE 16. Waveforms and corresponding signal spectrum of interface signals without external harmonics injection.

According to the phase bode plot of Fig. 8, the expected phase487

lag of the current’s harmonic component is 6.28 degrees.488

This discrepancy in phase lag is due to the difference in489

time delay considered for theoretical analysis compared to the490

time delays that actually exist within an experimental setup.491

Theoretical analysis considers that the delay introduced by492

the DRTS is equal to one time-step. While the time delay493

is typically considered constant, [15], [27] point out that494

the introduced time delays can vary significantly within an495

experimental PHIL setup. More specifically, in [27], it is496

demonstrated that the delay introduced from the sampling497

time can vary between 1 and 3 time steps of the DRTS. In the498

presented case study, the phase difference between 6.28 and499

22 degrees equates to 11.9µs, which relates to approximately500

2.38 time steps. This delay deriving from processing inputs501

and outputs has been verified through DRTS simulation with-502

out hardware connection, confirming an identical the phase503

lag between voltage and current harmonics with the PHIL504

experiment. While it is expected that the PA introduces an505

additional phase lag, the 3.1µs delay introduced by the linear506

PA is negligible in comparison to the delay of the DRTS.507

B. EXPERIMENTAL I-ITM PHIL SETUP 508

This case study involves incorporating a voltage source back- 509

to-back converter into a PHIL simulation setup by applying 510

the I-ITM interface. Fig. 15 illustrates the setup for this 511

PHIL experimental test. The digital current signal ID mea- 512

sured from the real-time network model is transmitted to 513

the Triphase 15 kVA (TP15 kVA) current-type PA as a com- 514

mand signal to command the resulting output current IA. 515

The output terminal of the TP15 kVA is coupled with that 516

of the Triphase 90 kVA (TP90 kVA) power converter with 517

the former sourcing current to the latter. The output voltage 518

UA of the TP90 kVA is measured and transmitted to the 519

DRTS as the command voltage signalUD for the controllable 520

voltage source. For the modelling process, the parametriza- 521

tion of each component in this PHIL setup is shown 522

in Table 3. 523

An equivalent voltage source with a nominal line-to-line 524

(LL) AC voltage US,LL of 400 V, and the fundamental fre- 525

quency f0 of 50 Hz emulates a low-voltage grid. A low X/R 526

ratio grid impedance, as listed in Table 3, emulates a strong 527

grid. The output voltage of the TP90 kVA power converter 528
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FIGURE 17. Waveforms and corresponding signal spectrum of interface signals with fifth and seventh harmonics injection.

FIGURE 18. I-ITM setup: (a) phase angle of ID and UA with fundamental
frequency (50 Hz), (b) phase difference between ID and UA, (c) zoomed-in
version of (b).

was regulated at a LL AC voltage of 260 V, 50 Hz. The529

digital signals UD and ID are recorded with a sampling rate530

of 20 kHz in DRTS and the analogue signals UA and IA531

are recorded with a sampling rate of 8 kHz by the Triphase532

datalogger.533

1) PHIL SYSTEM WITHOUT EXTERNAL DISTURBANCE534

INJECTION535

Fig. 16 shows waveforms of interface signals of the PHIL536

setup and their single-sided amplitude spectrum. The537

FIGURE 19. I-ITM setup: (a) phase angle of ID and UA with seventh
harmonic (350 Hz), (b) phase difference between ID and UA,
(c) zoomed-in version of (b).

analogue signal UA is distorted by the harmonics and 538

high-frequency noise introduced by the pulsating modulation 539

of the converter. Due to the implementation of a low-pass 540

filter with a cut-off frequency of 1500 Hz, the digital voltage 541

UD presents a higher SNR and lower THD+N than that of the 542

analogue voltageUA and is less noisy. The SNR and THD+N 543

of the digital current ID are approximately equal to that of the 544

digital voltageUD. However, the amplitude ofmost frequency 545

components of IA are greater than that of the reference sig- 546

nal ID and correspondingly the current IA presents a lower 547
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FIGURE 20. Interface signals of the I-ITM PHIL setup with varying grid
impedance Z12(s) and Z13(s) as given in Table 1.

SNR and higher THD+N than that of the current ID. The548

inherent disturbances stemming from aforementioned signal549

conversions and high-frequency pulsating modulation at each550

stage deteriorate the interface signals.551

2) PHIL SYSTEM WITH EXTERNAL DISTURBANCE INJECTION552

Fig. 17 presents waveforms of interface signals and their553

single-sided amplitude spectrum. To demonstrate the impact554

of the disturbance δUA on the interface signals, the fifth555

(0.015 p.u.) and seventh (0.04 p.u.) harmonics are injected556

in the output voltage of the TP90 kVA power converter.557

All interface signals show lower SNR and higher THD+N558

than those of the scenario without external harmonics injec-559

tion. Due to the magnitude attenuation and phase shift of the560

amplifier, significant discrepancy between the digital current561

ID and the analogue current IA are existent throughout the562

entire range of frequency of interest as shown in Fig. 17.563

Apart from the frequencies of interest, the amplitude spec-564

trum of IA presents higher portion of harmonics than the digi-565

tal signal which derives from the high-frequency modulation566

of the converter.567

Sensitivity can be assessed through the signal spectrum of568

interface signals and the phase response of dedicated interface569

signals over the frequency of interest. As illustrated in the570

frequency spectrum of Fig. 17, themagnitude responses of the571

interface signals (i.e.,UD, ID, IA ) with respect to an externally572

injected harmonic signal (δUA) over the frequency of interest573

are consistent with the magnitude responses of sensitivity574

metrics (i.e., S i2(s), S
i
3(s), S

i
4(s)) in Fig. 9. In terms of the575

phase response assessment of the sensitivity metrics, taking576

the voltage signal UA and current signal ID as examples, the 577

phase shifts of the interface signal ID against the externally 578

injected voltage signalUA with a fix harmonic can be directly 579

revealed from their phase response. Fig. 18(a) presents the 580

phase response of ID andUA over the fundamental frequency. 581

Based on these phase responses, the phase difference between 582

these two interface signals is calculated and illustrated in 583

Fig. 18(b) and Fig. 18(c). This phase difference slightly devi- 584

ates from the constant value 176.72 deg (blue dashed line) that 585

corresponds to the phase response of the sensitivity metric 586

(S i3(s)) at the fundamental frequency in Fig. 9. Furthermore, 587

the phase response of ID and UA over the seventh harmonics 588

is presented in Fig. 19(a) along with their phase difference as 589

presented in Fig. 19(b) and Fig. 19(c). Once again, this phase 590

difference deviates from the phase response (155.25 deg) 591

of the sensitivity metric (S i3(s)) at 350Hz in Fig. 9. The 592

discrepancy between the experimental phase shift and the 593

phase shift of the analytical sensitivity metric may arise from 594

the the additional time delay stemming from the current or 595

voltage measurement units, and the variable time delay in the 596

power amplifier. 597

3) PHIL SYSTEM STABILITY EXPERIMENTAL ASSESSMENT 598

Based on the I-ITM PHIL setup, grid side impedance vari- 599

ations are emulated to verify the stability and sensitivity 600

criteria. Impedances Z12(s) to Z13(s) are modified at t = 601

0.2 s, as given in Table 1, and the interface signals are shown 602

in Fig. 20. After the impedance change, the interface sig- 603

nals present significant oscillations and the PHIL system 604

is unstable. This is consistent with the analytical stability 605

analysis in Section IV-B. As given in Table 1, the stability 606

margin decreases as a result of the grid side impedance 607

decrement. When the grid side impedance witness a vari- 608

ation from Z12(s) to Z13(s), the inequalities between gain 609

margin, phase margin and vector margin defined in (14) 610

and (15) are no longer guaranteed and the system becomes 611

instable. 612

VI. CONCLUSION 613

This work presents a comprehensive framework for the pur- 614

pose of sensitivity analysis for PHIL simulation systems. 615

One major contribution is represented by the introduction 616

of an analytical modelling of PHIL systems with partic- 617

ular reference to potential disturbances causing sensitivity 618

issues regarding interfacing methodologies. Based on model- 619

ing principles, sensitivity transfer functions for PHIL setups 620

with voltage-type and current-type interfaces are introduced. 621

The introduced sensitivity functions are of major importance 622

when evaluating robustness or enhanced stability proper- 623

ties of PHIL setups with power interfacing techniques. 624

Based on the generic concept using continuous time- 625

modeling, sensitivity analysis can be performed for PHIL 626

systems. 627

A second major contribution is given by the analytical 628

and experimental assessment of the proposed sensitivity 629
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TABLE 2. Model parametrization of the PHIL simulation setup with
applied V-ITM interface.

TABLE 3. Model parametrization the PHIL simulation setup with applied
I-ITM interface.

framework. By identifying a set of sensitivity transfer func-630

tions, analysing resulting Bode diagrams, the sensitivity631

behaviour and system properties such as stability or accu-632

racy may be determined in a reproducible and accurate633

way.634

Finally, a comparison of results confirms the applicability635

of the sensitivity framework for PHIL test setups, in practice.636

The entire sensitivity framework is introduced as a guideline637

providing valuable information regarding design principles638

and system analysis, and decision making referring to the639

choice of interfacing techniques is so supported.640

APPENDIX A SETTINGS AND PARAMETRIZATION OF TEST641

SETUPS FOR THE ANALYTICAL AND642

EXPERIMENTAL ASSESSMENT643

A. V-ITM INTERFACE644

System parametrization used for analysis of the V-ITM inter-645

face in Section IV-A, and in the corresponding experimental646

setup in Section V-A are reported in Table 2. The signal647

processing in the forward path TFW (s) = 1 is assumed to648

be ideal, whereas the impact of the voltage amplifier includes649

a delay of 3.1 µs characterized as an exponential function in650

TVA(s). For the feedback loop, the analogue interface is also651

considered to be ideal with TCM (s) = 1, while the effect of652

the feedback processing is modelled by choosing TFB(s) as a653

low pass filter with a cut-off frequency of 350Hz.654

B. I-ITM INTERFACE 655

System parametrization used for analysis of the I-ITM inter- 656

face in Section IV-B, and in the corresponding experimental 657

setup in Section V-B, is reported in Table 3. For this setup, 658

the time step size and the fundamental frequency are set as 659

50 µs and 50Hz, respectively and the line-to-line software 660

side voltage is 400V. The forward signal processing and the 661

feedback voltage measurement are assumed to be ideal, thus 662

respective transfer functions TFW (s) and TVM (s) are equal 663

to 1. The current-type PA shows a low-pass behaviour with a 664

cut-off frequency of 768Hz, as highlighted in the table. The 665

cut-off frequency of TFB(s) is 1500Hz. Complex software 666

and hardware system impedances including grid impedance 667

properties as well as the converter output impedance are 668

shown in Table 3. 669
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