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ABSTRACT Alzheimer’s disease (AD) is a hazardous neurological disorder of people aged in the early
60s. The main symptoms of AD is significant memory loss. Mild Cognitive Impairment (MCI) is a state
of dementia in which a patient exhibits the early symptoms of AD. Since brain is the most impacted
region, the disorders can be classified by analyzing factors from brain tissues in different subjects. Machine
Learning (ML) is a widely utilised concept that aids in the decision-making process. Deep Convolutional
Neural Network (DNN) is a type of ML techniques that uses artificially connected neurons to mimic the
human brain. In this work, we have proposed a novel DNN-based model for distinguishing AD and MCI
patients from Cognitively Normal individuals. Inspired by the original VGG-19, we have created 19 deep
layers in the network. In Back Propagation, deeper models suffer from the problem of vanishing gradient
and information loss. As a solution, we borrowed the Dense-Block notion from the original DenseNet
architecture, which provides a path of information exchange amongst all the layers. Furthermore, we have
implemented depth-wise convolutional procedures tomake themodel computationally faster. Outcome of the
proposed model is compared with some prominent DNN models and observed that, the proposed approach
performs most convincingly with an average performance rate of 95.39%.
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INDEX TERMS Alzheimer’s disease (AD), mild cognitive impairment (MCI), deep convolutional neural
network (DNN), cognitively normal (CN), machine learning (ML), DenseNet, VGG-19.

I. INTRODUCTION17

Alzheimer’s disease (AD) is one of the deadliest neurological18

diseases, impairing memory, decision-making, mood control,19

and other brain functions [1], [2]. In AD, grey cells in the20

brain that regulates the cognitive and emotional activities,21

such as the amygdala and hippocampus are significantly22

impaired [3], [4], [5]. Memory nerve cells are harmed ini-23

tially, followed by the destruction of further grey cells, render-24

ing the patient incapable of performing even the most basic25
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tasks and suffering from extensive memory loss [6]. Mild 26

Cognitive Impairment (MCI) is a state of schizophrenia in 27

which a patient’s cognitive deterioration is greater than that 28

of a Cognitively Normal (CN) person of the same age [7], [8]. 29

Though MCI patients have difficulties with communication, 30

cognition, and reasoning skills, their problems are not as seri- 31

ous as those of AD. According to a study, most persons with 32

MCI get AD after few years [8]. As a reason, it is imperative 33

to diagnoseMCI, and effective neurological therapymay help 34

the patient prevent from developing AD. 35

Manual diagnostic process of AD is a challenging job. It’s 36

challenging for a psychologist to determine if a patient is 37
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experiencing AD by the cognitive tests, since notable cog-38

nitive impairment is typical in normal ageing as well [9].39

Furthermore, the entire process takes a long time, and psy-40

chiatrists may also need to take the help of neuro-imaging41

investigation after completing the manual tests. As a result,42

it is better way to classify AD relying on bio-markers found43

in neuro cells. Using neuro-imaging and extracting features44

out of each class, classification of AD can be done quite45

successfully [10]. Classical imaging modalities sometimes46

may not produce good findings in distinguishing character-47

istics from brain scans due to the intricate cell architecture.48

Hence, we have used the concept of Deep Convolutional49

Neural Networks or in short Deep Neural Networks (DNN)50

to classify AD, MCI, and CN subjects.51

Artificial Neural Networks (ANN) which is a subclass of52

ML, creates some interconnected artificially created nerve53

cells that aids the system in assimilating fresh information out54

of its surroundings [11], [12]. An effective learning algorithm55

is applied to assign a precise weight to each of the neurons,56

and neurons are then begin to function as a set of process-57

ing units by sharing information with each other [13]. The58

network is expected to categorise the unfamiliar data after59

it has been properly trained. A DNN is a type of ANN in60

which numerous hidden layers assist the network in efficient61

training and producing desired results [14]. In the domain62

of computer vision, DNN is a commonly used technique,63

specially to deal with complex image processing applications64

such as MRIs [15], [16].65

In this paper, we present a new architecture for the classi-66

fication of CN, MCI, and AD from brain MR images using67

a DNN-based model. Our work’s contribution can be sum-68

marised as follows:69

• By taking VGG-19 as a reference model, we have cre-70

ated amodel having 19 deep layers. Themainmotivation71

behind taking VGG as a reference model is that, i)72

VGG is a well-known model with a simple and effective73

architecture. VGG is a well performing classification74

model that has comparatively less number of layers than75

most of the highly performing models, ii) In the ‘‘The76

ImageNet Large Scale Visual Recognition Challenge’’77

(ILSVRC)-2014, VGG won first place for localizing78

and second place for classifications [17], iii) VGG is79

a commonly used model in image processing applica-80

tions (particularly as a medical image analysis frame-81

work) [18].82

• Deepermodels, such as VGG-19, have a number of diffi-83

culties, including gradient vanishing, information losses,84

and increased processing time. To mitigate gradient and85

information losses (particularly in back propagation),86

we used the Dense-Block notion from the DenseNet87

design, which provides a conduit for information sharing88

across all layers.89

• To minimize the computational time required in the90

network, we have replaced all the convolutional opera-91

tions by depth-wise convolutional operations. The use of92

depth-wise convolutions resulted in a significant reduc- 93

tion in computational time. 94

• We compared the proposed model’s performance to 95

those of other widely used models such as LeNet, 96

AlexNet, VGG-16 & 19, Inception-V3,ResNet152- 97

V2, InceptionResNet, MobileNet-V2, EfficientNet-B7, 98

Xception, NasNet-C, and DenseNet-121. It is observed 99

from the performance evaluations that the proposed 100

model performs better and faster (in terms of train- 101

ing/testing time required per epoch). 102

The rest of the paper is organised as follows: a) in section 2, 103

we discussed some of the recently published related state of 104

the art, b) in section 3, we discussed the materials and meth- 105

ods used in this work, c) in section 4, we discussed briefly 106

about the proposed architecture, d) in section 5, we discussed 107

and compared the results of different DNN models, e) in 108

section 6, we discussed and concluded the work, and f) in 109

the last section, we have the references. 110

II. RELATED STUDY: AD CLASSIFICATION USING 111

ARTIFICIAL NEURAL NETWORK 112

ANN is considered amongst one of the most effective 113

approaches for AD categorization for its ability to learn 114

from prior iterations and improve predictions in subsequent 115

rounds [19]. This section discusses some of the recent pub- 116

lications on AD classifications utilising ANN-based tech- 117

niques. 118

Jae Y Choi, et al. presented a new AD classifying method 119

focused on the fusion of numerous DNN by accumulating 120

the generalization Loss [20]. Taking brain MRIs as inputs, 121

the authors proposed to combine several DNN based models 122

together. For the combinations of DNNs, For brain images, 123

several perspectives (axial, sagittal, and coronal) are com- 124

bined to form assemblages for various DNN. A deep ensem- 125

ble oriented generalisation loss towards discovering the most 126

optimal weights among the neurons is used, which also aids in 127

connecting and collaborating for the optimal weight search- 128

ing. The referenced models for constructing the ensemble 129

model are VGG-16, GoogLeNet, and AlexNet. The authors 130

employed ADNI data and attained a 93.84% percent average 131

classification performance rate. 132

In an article, Jong B Bae, et al. presented a novel 133

ANN-based approach for classifying AD [21]. The training 134

data-set is divided in five batches, each spanning the medial 135

temporal lobe (TL) of thirty coronal slices. Shrinkage of the 136

TL areas in various subject groups is investigated. FreeSurfer 137

toolkit is used to do the pre-processing tasks, such as TL 138

separation. For classifying AD, a CNN architecture based on 139

the Inception-v4 model is constructed. To train the model, 140

more than 100 AD and CN individuals are used. For validat- 141

ing the accuracy of the model, approximately 40 individuals 142

from different categories are used. The average classification 143

performance of the model is approximately 88.5%. 144

B S Rojas, et al. introduced a CNN-based strategy for 145

classifying AD using DenseNet as a reference model [22]. 146

VOLUME 10, 2022 99067



R. A. Hazarika et al.: Deep Convolutional Neural Networks Based Approach for AD and MCI Classification

Initially, the authors have acquired 3D MRIs, but in pre-147

processing, only 42 most suitable slices are selected for using148

in the model. DenseNet’s Bottleneck-Compressed concept149

was used in the model. The M3d-Cam tool is combined150

with a Guided Gradient weighted Class Activation Mapping151

(Grad-CAM) technique to improve feature selection strategy.152

The procedure is known as attention mapping, and it aids153

in the discovery of undesired elements. The classification154

performance of the model is approximately 88.6%.155

C Lian, et al. developed a network for combined shrinkage156

localisation and AD classification utilizing brain MRIs [23].157

To determine the most discriminatory regions in the brain,158

a hierarchy CNN (H-CCN) based model is created. The most159

essential information are retrieved from the detected regions160

and are utilised in training the model. A voxel-wise anatomy161

is created for all linearly aligned images to get the approxi-162

mated positions for extracting the features. An idea of using163

hybrid loss function is used to improve the outcomes. The164

average performance rate of the model is around 82.63%.165

Y Zhao, et al. developed an CNN-based paradigm for166

identifying and estimating the development of Alzheimer’s167

disease [24]. A 3DMulti-information Generative Adversarial168

Network is used in order to determine brain transformations169

as people grow older. A DenseNet-based design is imple-170

mented for classification tasks, that fundamentally optimises171

a focal degradation of brain scans to predict Alzheimer’s172

phases. The model takes into account a variety of factors,173

including age, gender, and so on. The Voxel based morphom-174

etry toolkit is used in pre-processing that accomplish skull175

removal as well as segmentation of MRI scans into 3 sections176

(Grey Matter, White Matter, and Cerebrospinal fluid). The177

suggested model is designed to distinguish between distinct178

phases of dementia, including CN, MCI, Progressive MCI,179

Stable MCI, and AD. The average performance rate of the180

model is approximately 86.34%.181

A unique framework integrating CNN and ensemble learn-182

ing has been discussed in the literature for advanced diag-183

nosis of Alzheimer’s disease [25].Firstly, a variety of CNNs184

is built for diverse sagittal, coronal, and longitudinal nerve185

cells training dataset. For classifying, all of the CNNs are186

integrated into a single net. All of the brain cells have been187

transformed into space at the Montreal Neurological Institute188

(MNI). The zones in which majority of the pixels are over-189

lapped are taken as the key bio-markers. There are 2 methods190

used to the ensemble learning process. For all entities in MNI191

space, a group of 123 various CNNs is built in step 1. For192

following procedures, the 5 highest ranked CNNs on every193

slices inclination are chosen. For the overall categorization,194

all 3 CNNs then integrated in phase 2. The overall perfor-195

mance of the model is around 75%.196

ADNN based framework for AD classification is proposed197

by DH Chaihtra, et al [26]. The authors have used the trans-198

fer learning based on 4 pre-trained DNN models, including199

DenseNet121, MobileNet, InceptionV3 and Xception. From200

Kaggle dataset, the authors have acquired data for four differ-201

ent subject groups are, Mild Dementia, Moderate Dementia,202

Non Dementia, and Very Mild Dementia. After comparing 203

the outcomes from all the 4 models, it is concluded that, 204

DenseNet achieved the highest performance rate of around 205

91%. 206

Abol Basher, et al. proposed a unique technique to 207

Alzheimer’s disease categorization based on tissue-wise hip- 208

pocampus characteristics extracted from brain scans [27]. 209

A dual ensemble Hough CNN is used to choose the optimum 210

slices for localising the hippocampus lobes. All 3D slices are 211

converted to 2D and hippocampus patches are then extracted. 212

The anthropometric detail from 2D slices is obtained using 213

a DiscreteVolumeEstimationCNN (DCNN). Convolutional 214

Layers, Rectified Linear Unit, Batch-Normalization layer, 215

and Hidden Layers are utilised in the Hough CNN. Also in 216

the DCNN, a set of Convolutional layers, Batch normaliza- 217

tion layers, and a ReLu activation layer is used. The model 218

achieved an average performance of 93%. 219

AnewCNN based AD classification paradigm is presented 220

by Liu et al. [28]. As per the authors claim, they only used a 221

minimal number of MR scans for training and validation and 222

yet got good results. For faster training, Depth-wise Separable 223

Convolution (DwSC) is used in place of normal convolutional 224

layers. The authors applied transfer learning from 2 popular 225

DNNmodels, AlexNet and GoogLeNet, to achieve better and 226

more precise categorization. The overall performance of the 227

model is around 92.21%. 228

Jingwen Sun, et al. presented a new CNN model for 229

dementia categorization [29]. A revised functional 3-D DNN 230

is designed for conducting two tasks simultaneously: hip- 231

pocampal separation and AD diagnoses using MRI scans. 232

The authors combined the concept of V-Net and DenseNet 233

models, where the lower elements in V-Net are replaced by 234

the bottle neck of DenseNet. Following the acquisition of 235

separated hippocampal areas, the separated data are transmit- 236

ted to a 3D CNN for categorization of Alzheimer’s disease. 237

Regional hippocampus characteristics and also structural 238

similarity from brain imaging are exploited for individual 239

classification. Furthermore, the authors proposes a new loss 240

estimation method that aided in the production of persuasive 241

findings. The average performance of the model is around 242

86.2%. 243

III. MATERIALS AND METHODS 244

A. DATA AND TOOLS 245

All data utilised in this study are obtained from the 246

Alzheimer’s Disease Neuroimaging Initiative’s public data 247

sets (ADNI) [30]. The acquired data are in the form of volu- 248

metric T1-weighted, Magnetization Prepared Rapid Gradient 249

Echo (MP-RAGE) MRIs. More than 2500 images are col- 250

lected for three patient groups (CN, MCI, AD). The images 251

are taken from 240 people (CN=80,MCI=80, AD=80), 120 of 252

whom are male and 120 of whom are female. 253

Python is a popular programming language tool that is 254

often used in clinical computer vision tasks [31]. Python is 255

better than several other tools in terms of implementation 256
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TABLE 1. Average performance of various skull stripping methods.

FIGURE 1. Example of an input Brain MR image, and it’s skull stripped
image.

because of its simple as well as user-friendly features [32].257

We used Python 3.0 for implementing all the models. For258

expanding the training dataset, we utilized data generating259

methods including rotations, contrast adjustment, inverting,260

and so on. Detail data distribution is presented in Table 2.261

B. PREPROCESSING262

Acquired brain MRIs also include some non-brain elements,263

called skull. Existence of the skull may enhance the dimen-264

sionality of data and participation of the skull component can265

be ignored in AD categorization. As a result, we separated266

the MRI scans from the skull components. In a previous267

work, we evaluated several of the most widely used sepa-268

ration approaches & select the most appropriate functioning269

approach (Histogram Based Thresholding approach) [33].270

The average performances of all the implemented segmen-271

tation methods are presented in Table 1.272

A visual outcome of the segmentation approach is shown273

in Figure 1.274

C. DATA DISTRIBUTION275

The structure of brain cells changes with ageing [34], [35].276

In a previous research, the cumulative hippocampal anoma-277

lies in brains for various patients were evaluated with the help278

of an experienced physician and a radiologist [36]. Addition-279

ally, the average Grey Matter (GM) volume differences in280

brains for AD, MCI, and healthy controls are investigated281

in a different study [37]. The ages of the individuals have282

been used for analyzing the differences in brain patterns283

are of between 60 to 90 years. If we divide the subjects in284

various groups such as, CN1 (CN patients aged 60-69 years),285

CN2 (CN patients aged 70-79 years), CN3 (CN patients aged286

80+ years), MCI1 (MCI patients aged 60-69 years), MCI2287

(MCI patients aged 70-79 years), MCI3 (MCI patients aged288

80+ years), AD1 (AD patients aged 60-69 years), AD2 (AD289

patients aged 70-79 years), and AD3 (AD patients aged 80+290

years), then from the study we can observe the following291

TABLE 2. Data distributions.

outcomes: 292

293

1. GM volume/size: CN1 > CN2 > CN3,MCI1 > 294

MCI2 > MCI3,AD1 > AD2 > AD3 295

2. Hippocampus volume/size: CN1 > CN2 > 296

CN3,MCI1 > MCI2 > MCI3,AD1 > AD2 > AD3 297

3. GM atrophy: CN3 > CN2 > CN1,MCI3 > MCI2 > 298

MCI1,AD3 > AD2 > AD1 299

4. Hippocampus atrophy: CN3 > CN2 > CN1,MCI3 > 300

MCI2 > MCI1,AD3 > AD2 > AD1 301

Hence, to analyze themodel inmore effectiveway, we have 302

further distributed the data in different sub-classes namely 303

CN1, CN2, CN3, MCI1, MCI2, MCI3, AD1, AD2, and AD3. 304

Table 2 depicts the data organisation. 305

IV. ARCHITECTURE OF THE PROPOSED DNN MODEL FOR 306

AD CLASSIFICATION 307

The architecture of the proposed DNN model is presented 308

in Figure 2. Inspired by the original VGG-19 model, in the 309

proposed architecture, we have taken 19 deep layers (Convo- 310

lution layers: 16, Dense layers: 3). For pooling operations we 311

have used the MaxPooling layers. For information sharing, 312

shortcut bridges are created from output of each pooling 313

layers to the input of all next convolution layers in forward 314

direction. If we divide the whole architecture in different 315

blocks, then each block of the architecture will look like as 316

Figure 3. 317

In the input layer, brain images of different subject groups 318

are used for training as well as testing themodel. As discussed 319

in Table 1, 11700 no.s of training and 4500 no.s of testing and 320

validations images are used. 321

Next layer in the model is for performing convolutional 322

operations. Convolution layers comprised of a series of char- 323

acteristic layouts that are used to retrieve crucial image fea- 324

tures including boundaries, curves, and so on. Kernels are a 325

series of quadratic arrays of the same parameters. Convolu- 326

tion is the process of rolling and overlaying filters across the 327

whole image pixels. In the suggested model, normal convolu- 328

tion processes are computationally expensive since the model 329

shares information from each output layer to next all the lay- 330

ers in forward direction. To overcome this issue, we have used 331

the Depth_wise_Convolutional (DwC) operations which is a 332

popular method for reducing executing cost and enhancing 333
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representation effectiveness [38]. For all channels within334

the frames, DwC utilises separate kernels and a point-wise335

1 × 1 convolutional procedure is used to integrate all of the336

outcomes across distinct channels. Equation 1 expresses the337

DwC mathematically.338

D̂a,c,d =
∑
x,y

P̂x,y,d · Qa+x−1,c+y−1,d (1)339

where, P̂ denotes a DwC filter of size RP × RP × A (RP340

denotes the spatial dimension, and A denotes the sum of341

input-channels).Moreover, d th kernel in P̂ is employed in d th-342

channel of Q, for producing the d th channel for the filtered343

feature map D̂. Equation 2 can be used to estimate the DwC’s344

computational load.345

RP × RP × A · RQ · RQ (2)346

The regular convolution process has a computation time of347

RP × RP × A · B · RQ · RQ (B stands for the number of output348

channels), that is higher than the DwC. The whole cost of349

DwC, involving point convolution operation, can be written350

as Equation 3.351

RP × RP × A · RQ · RQ + A · B · RQ · RQ (3)352

Equations 4 and 5 can be used to represent the total cost353

drop.354

RP × RP × A · RQ · RQ + A · B · RQ · RQ
RP · RP · A · B · RQ · RQ

(4)355

1
B
+

1

R2P
(5)356

The model’s subsequent layer is utilised to reduce the357

density of feature arrays. The step is called pooling opera-358

tion, in which less significant features are eliminated. In the359

proposed model, MaxPooling layer is used where only the360

highest valued items in a kernel get chosen and transmitted361

towards the next layer. Equation 6 is a mathematical repre-362

sentation of the Max pooling process.363

Maxx,y = max(Kx−m,y−n,∀1 ≤ x ≤ m and 1 ≤ y ≤ n)364

(6)365

Loss function is determined once all the data-set has been366

redistributed, usually totally or in chunks. The sum of faults367

specified at the predicted outcomes is known as loss function368

or Forward Propagation [39]. Out of many popular loss func-369

tions, one of the most widely used technique is the Binary370

Cross-Entropy (BiCE). We have used BiCE in our model371

which can be presented as Equation 7.372

BiCE : ϕ(w) =
1
m

m∑
j=1

pj log[f (pj;w)]373

+ (1− pj) log[(1− f (pj;w)] (7)374

where, pj represents real and f (pj;w) represents the antici-375

pated parameters.376

Once determining the loss estimate, next task is to compute 377

the gradients for all of the essential parameters and enhance 378

them using an effective approach. Equations 8 and 9 would 379

be used to represent the process. 380

Gradient =
∂ϕ(w)
∂w

(8) 381

Wnew = Wcurrent − β
∂ϕ(wcurrent )
∂wcurrent

(9) 382

In Equation 9, β represents learning rate. 383

Since the proposed model is deeper in nature, it has a num- 384

ber of difficulties, including gradient vanishing, information 385

losses. To overcome the issue, we used the Dense-Block like 386

notion from the DenseNet design, which provides a conduit 387

for information sharing across all layers, which can be seen 388

in Figure 3. Equation 10 can be deduced from Figure 3. 389

Lj = Lj +
j−1∑
m=1

f (Lm,wm) (10) 390

In Equation 10, L0,L2, ..,Lj represent the jth block, and 391

w1,w2, . . . ,wj represents the weight of the block. Back prop- 392

agation of a block can be presented as Equation 11. 393

∂ϕ(w)
∂L1

=
∂ϕ(w)
∂Lj

·
∂Lj
∂L1

394

=
∂ϕ(w)
∂Lj

1+
∂

∂L1

j−1∑
m=1

f (xm,wm)

 (11) 395

In Equation 11, ϕ is the loss function. 396

After a series of DwC and pooling layers, we have dense 397

or fully connected layers. All neurons in dense layers are 398

interconnected to one another. For example, ’k’ is a neuron 399

in dense layer, and l1, l2, l3, . . . . . . , li are the input weights 400

from ni different neurons. Equation 12 can be used to express 401

the outcome of ’k’. 402

kout =
∑
i

li × ni + bias (12) 403

Following computing ’kout ’ the cell ’k’ must make a res- 404

olution of the dispute. The activating factor phi utilized in 405

the model determines the response ’Out’ of ’k’ which may 406

be expressed as Equation 13. Some of the popular activating 407

factors includes the ReLu, Softmax, Sigmoid, etc. 408

Out = φ(kout) (13) 409

V. EXPERIMENTAL RESULTS AND DISCUSSION 410

Experimental setup: We used a CPU of i-7 processor 411

with 16 GB RAM, 500 GB SSD storage, 2 GB graphics, and 412

Windows-10 OS to execute the model. Python is a widely 413

utilised tool in computer vision for its client-friendly interface 414

as well as quick execution capabilities [31], [32]. Python 415

3.0 is used in this study. With a data batch size of 32, the 416

model is trained for a total of 60 epochs. 417
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FIGURE 2. Proposed DNN model for AD classification.

FIGURE 3. A block of the proposed model.

We have implemented some of the commonly used418

DNN models (LeNet, AlexNet, VGG-16, VGG-19, Incep-419

tion V3, ResNet152-V2, InceptionResNet-V1, MobileNet-420

V2, Efficient-B7, Xception, NASNet-C, and DenseNet-121)421

for performance comparison with the proposed model. The422

average performance of some existing DNN models is pre-423

sented in Table 3.424

Table 3 shows the average performance based on the val-425

ues obtained from several performance measurement criteria426

such as Accuracy, Precision, Recall, and F1-Score. From427

Table 3, it can be observed that, DenseNet achieved the428

highest average performance rate amongst all the compared429

existing DNN models.430

One of the key reasons behind DenseNet-121’s improved431

performance is the use of DenseBlock, which results in the432

least information loss over the network [17].433

Architecture of the proposed model is shown in Fig-434

ure 2 and Figure 3. Layer-wise connectivity is presented in435

Figure 2, whereas a sample block of the model is presented.436

The average performance of the proposed model is pre-437

sented in Table 4. From Table 4, it can be observed that438

the average performance of the proposed model is approx-439

FIGURE 4. ROC curve for CN1 vs MCI1 classes.

imately 95.39%, which is more than all the implemented 440

existing models. The proposed model outperforms all of the 441

previously discussed state of the art models. from Table 4, 442

it can also observed that the average time taken per epoch 443

is 125 seconds which is computationally faster than original 444

DenseNet-121 (865 seconds), and VGG-19 (288 seconds). 445

The ROC (Receiver Operating Characteristic) curve for 446

all the classes are also obtained as shown in Figure 4 to 447

Figure 12. 448

From Figure 4, it can be observed that, while classifying 449

the classes CN1 vs MCI1, the average ROC score is 0.95. 450

The mean micro & macro average ROC score is 0.905. 451

As presented in Figure 5, while classifying CN2 vs MCI2 452

classes, the average ROC score of both the classes is achieved 453

as 0.92, and the mean micro & macro average ROC score is 454

0.915. 455

As shown in Figure 6, the proposed method achieved an 456

average ROC score of 0.955 while classifying CN3 vs MCI3 457
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TABLE 3. Average performance of some existing DNN models for AD classifications.

TABLE 4. Performance evaluation table of the proposed model.

FIGURE 5. ROC curve for CN2 vs MCI2 classes.

classes. The micro & macro average ROC score for the same458

classes is achieved as 0.96.459

The ROC curve of MCI1 vs AD1 is presented in Figure 7.460

It can be observed from Figure 7 that the average ROC score461

is achieved as 0.98. For the same classes, the mean micro &462

macro average ROC score is 0.985.463

FIGURE 6. ROC curve for CN3 vs MCI3 classes.

Figure 8 represented the ROC curve obtained by using the 464

proposedmodel forMCI2 vs AD2 classes. It is observed from 465

Figure 8 that the average ROC score is 0.91 and the mean 466

micro & macro average ROC score is 0.91. 467
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FIGURE 7. ROC curve for MCI1 vs AD1 classes.

FIGURE 8. ROC curve for MCI2 vs AD2 classes.

FIGURE 9. ROC curve for MCI3 vs AD3 classes.

ROC curve of MCI3 vs AD3 is presented in Figure 9. The468

average ROC score is found as 0.95 for the proposed model.469

The mean micro & macro average ROC score is 0.93.470

In figure 10, the ROC curve of CN1 vs AD1 is presented.471

It is observed that, the proposedmodel achieved average ROC472

score of 0.985 and the mean micro & macro average ROC473

score is 0.985.474

FIGURE 10. ROC curve for CN1 vs AD1 classes.

FIGURE 11. ROC curve for CN2 vs AD2 classes.

FIGURE 12. ROC curve for CN3 vs AD3 classes.

As presented in Figure 11, the average ROC score achieved 475

by the proposed model for CN2 vs AD2 classes is 0.975 and 476

the mean micro & macro average ROC score is 0.975. 477

In Figure 12, the ROC curve of CN3 vs AD3 classes are 478

presented. It is observed that the average ROC score of the 479

proposed model for CN3 vs AD3 classes is 0.975 and the 480

mean micro & macro average ROC score is 0.97. 481
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FIGURE 13. Performance comparison graph amongst the discussed state-of-arts.

Performance of the proposed model is compared with the482

discussed state-of-arts as presented in Figure 13.483

From the performance comparison graph in Figure 13, it is484

observed that the proposed model has the highest average485

performance in classifying CN, MCI, and AD as compared486

to some of the recently published state-of arts.487

VI. CONCLUSION AND FUTURE WORK488

A novel DNN-based model for AD classification is pro-489

posed in this paper. For classification, three separate demen-490

tia phases are considered: CN, MCI, and AD. All essential491

data for training and testing the model is obtained from492

the ADNI online public data set. VGG-19 is one of the493

most effective models for image classification. Hence, the494

proposed architecture (with 19 deep layers) of the model is495

designed by taking VGG-19 as a reference model. However,496

one of the primary issues with deeper models like VGG-19497

is gradient vanishing and information loss. To minimize this498

issue, we adopted the Dense_Block notion from the original499

DenseNetmodel and used a forward-direction shortcut bridge500

connection from each of the output layers to all of the next501

input layers. However, a model with too many bridge connec-502

tions may become computationally expensive due to the enor-503

mous number of convolutional calculations. The depth_wise504

convolutional operation is an effective way to get the task505

done better and faster. As a result, we employed depth_wise506

convolutions in the model instead of regular convolutional507

layers. The proposed model’s performance is compared to508

that of some of the most widely used DNN models, as well 509

as some of the most current state-of-the-art models. Based on 510

all of the performance comparisons, the proposed architecture 511

appears to be the most convincing. 512

Despite the fact that the proposed model performs 513

admirably, there is still some work may be done in the future. 514

Firstly, this model holds a significant number of features 515

due to too many bridge connections. An appropriate feature 516

minimizationmethod can be utilised in the future to minimize 517

extraneous features from feature maps. GradCam/ScoreCam 518

visualisation can be also added to analyse the model’s per- 519

formance in future. Secondly, data from several sources can 520

be accumulated in the future to enhance performance evalu- 521

ations. Furthermore, several more dementia stages, including 522

the early stages of Alzheimer’s disease, such as Progressive 523

MCI, Stable MCI, and so on, can be added as classification 524

classes. 525

VII. AUTHOR CONTRIBUTIONS 526

All authors are responsible for analysis, conceptualization, 527

andwriting the original manuscript. All authors have read and 528

agreed to the published version of the manuscript. 529

VIII. CONFLICT OF INTEREST 530

The authors declare no potential conflict of interest. 531

99074 VOLUME 10, 2022



R. A. Hazarika et al.: Deep Convolutional Neural Networks Based Approach for AD and MCI Classification

REFERENCES532

[1] I. O. Korolev, ‘‘Alzheimer’s disease: A clinical and basic science review,’’533

Med. Student Res. J., vol. 4, no. 1, pp. 24–33, 2014.534

[2] Alzheimer’s Association, ‘‘2018 Alzheimer’s disease facts and figures,’’535

Alzheimer’s Dementia, vol. 14, no. 3, pp. 367–429, Mar. 2018.536

[3] R. Donev, M. Kolev, B. Millet, and J. Thome, ‘‘Neuronal death in537

Alzheimer’s disease and therapeutic opportunities,’’ J. Cellular Mol. Med.,538

vol. 13, nos. 11–12, pp. 4329–4348, 2009.539

[4] S. W. Moon, B. Lee, and Y. C. Choi, ‘‘Changes in the hippocampal volume540

and shape in early-onset mild cognitive impairment,’’ Psychiatry Invest.,541

vol. 15, no. 5, pp. 531–537, 2018.542

[5] J. Barnes, J. L. Whitwell, C. Frost, K. A. Josephs, M. Rossor, and543

N. C. Fox, ‘‘Measurements of the amygdala and hippocampus in patho-544

logically confirmed Alzheimer disease and frontotemporal lobar degener-545

ation,’’ Arch. Neurol., vol. 63, no. 10, pp. 1434–1439, 2006.546

[6] R. A. Hazarika, A. K. Maji, S. N. Sur, B. S. Paul, and D. Kandar, ‘‘A survey547

on classification algorithms of brain images in Alzheimer’s disease based548

on feature extraction techniques,’’ IEEE Access, vol. 9, pp. 58503–58536,549

2021.550

[7] Y. Varatharajah, V. K. Ramanan, R. Iyer, and P. Vemuri, ‘‘Predicting551

short-term MCI-to-AD progression using imaging, CSF, genetic factors,552

cognitive resilience, and demographics,’’ Sci. Rep., vol. 9, no. 1, pp. 1–15,553

Dec. 2019.554

[8] National Institute on Aging. What is Mild Cognitive Impairment?555

Accessed: Nov. 15, 2021. [Online]. Available: https://www.nia.556

nih.gov/health/what-mild-cognitive-impairment557

[9] J. A. Kaye, ‘‘Diagnostic challenges in dementia,’’ Neurology, vol. 51,558

pp. S45–S52, Jul. 1998.559

[10] K. Oh, Y.-C. Chung, K. W. Kim, W.-S. Kim, and I.-S. Oh, ‘‘Classification560

and visualization of Alzheimer’s disease using volumetric convolutional561

neural network and transfer learning,’’ Sci. Rep., vol. 9, no. 1, pp. 1–16,562

2019.563

[11] S.-C. Wang, ‘‘Artificial neural network,’’ in Interdisciplinary Computing564

in Java Programming. Boston, MA, USA: Springer, 2003, pp. 81–100.565

[12] J. F. Pagel and P. Kirshtein, Machine Dreaming and Consciousness.566

New York, NY, USA: Academic, 2017.567

[13] S. Dreiseitl and L. Ohno-Machado, ‘‘Logistic regression and artificial568

neural network classification models: A methodology review,’’ J. Biomed.569

Inform., vol. 35, nos. 5–6, pp. 352–359, 2002.570

[14] V. V. Raghavan, V. N. Gudivada, V. Govindaraju, and C. R. Rao, Cogni-571

tive Computing: Theory and Applications. Amsterdam, The Netherlands:572

Elsevier, 2016.573

[15] Y. Xue, Y. Wang, J. Liang, and A. Slowik, ‘‘A self-adaptive mutation574

neural architecture search algorithm based on blocks,’’ IEEE Comput.575

Intell. Mag., vol. 16, no. 3, pp. 67–78, Aug. 2021.576

[16] A. S. Lundervold and A. Lundervold, ‘‘An overview of deep learning577

in medical imaging focusing on MRI,’’ Zeitschrift Medizinische Physik,578

vol. 29, no. 2, pp. 102–127, 2019.579

[17] R. A. Hazarika, D. Kandar, and A. K. Maji, ‘‘An experimental analysis of580

different deep learning based models for Alzheimer’s disease classification581

using brain magnetic resonance images,’’ J. King Saud Univ., Comput. Inf.582

Sci., Sep. 2021.583

[18] T. Kaur and T. K. Gandhi, ‘‘Automated brain image classification based584

on VGG-16 and transfer learning,’’ in Proc. Int. Conf. Inf. Technol. (ICIT),585

Dec. 2019, pp. 94–98.586

[19] C. Dumitru and V. Maria, ‘‘Advantages and disadvantages of using neural587

networks for predictions,’’ Ovidius Univ. Ann., Ser. Econ. Sci., vol. 13,588

no. 1, pp. 444–449, 2013.589

[20] J. Y. Choi and B. Lee, ‘‘Combining of multiple deep networks via ensemble590

generalization loss, based on MRI images, for Alzheimer’s disease classi-591

fication,’’ IEEE Signal Process. Lett., vol. 27, pp. 206–210, 2020.592

[21] J. B. Bae, S. Lee, W. Jung, S. Park, W. Kim, H. Oh, J. W. Han, G. E. Kim,593

J. S. Kim, J. H. Kim, and K. W. Kim, ‘‘Identification of alzheimer’s594

disease using a convolutional neural network model based on T1-weighted595

magnetic resonance imaging,’’ Sci. Rep., vol. 10, no. 1, pp. 1–10, 2020.596

[22] B. Solano-Rojas and R. Villalón-Fonseca, ‘‘A low-cost three-dimensional597

DenseNet neural network for Alzheimer’s disease early discovery,’’ Sen-598

sors, vol. 21, no. 4, p. 1302, Feb. 2021.599

[23] C. Lian, M. Liu, J. Zhang, and D. Shen, ‘‘Hierarchical fully convolutional600

network for joint atrophy localization and Alzheimer’s disease diagnosis601

using structural MRI,’’ IEEE Trans. Pattern Anal. Mach. Intell., vol. 42,602

no. 4, pp. 880–893, Apr. 2020.603

[24] Y. Zhao, B. Ma, P. Jiang, D. Zeng, X. Wang, and S. Li, ‘‘Prediction 604

of Alzheimer’s disease progression with multi-information generative 605

adversarial network,’’ IEEE J. Biomed. Health Informat., vol. 25, no. 3, 606

pp. 711–719, Mar. 2021. 607

[25] D. Pan, A. Zeng, L. Jia, Y. Huang, T. Frizzell, and X. Song, ‘‘Early 608

detection of Alzheimer’s disease using magnetic resonance imaging: A 609

novel approach combining convolutional neural networks and ensemble 610

learning,’’ Frontiers Neurosci., vol. 14, p. 259, May 2020. 611

[26] D. Chaihtra and S. V. Shetty, ‘‘Alzheimer’s disease detection from brain 612

MRI data using deep learning techniques,’’ in Proc. 2nd Global Conf. Adv. 613

Technol. (GCAT), Oct. 2021, pp. 1–5. 614

[27] A. Basher, B. C. Kim, K. H. Lee, and H. Y. Jung, ‘‘Volumetric feature- 615

based Alzheimer’s disease diagnosis from sMRI data using a convolu- 616

tional neural network and a deep neural network,’’ IEEE Access, vol. 9, 617

pp. 29870–29882, 2021. 618

[28] J. Liu,M. Li, Y. Luo, S. Yang,W. Li, andY. Bi, ‘‘Alzheimer’s disease detec- 619

tion using depthwise separable convolutional neural networks,’’ Comput. 620

Methods Programs Biomed., vol. 203, May 2021, Art. no. 106032. 621

[29] J. Sun, S. Yan, C. Song, and B. Han, ‘‘Dual-functional neural network for 622

bilateral hippocampi segmentation and diagnosis of Alzheimer’s disease,’’ 623

Int. J. Comput. Assist. Radiol. Surg., vol. 15, no. 3, pp. 445–455,Mar. 2020. 624

[30] ADNI. Alzheimer’s Disease Neuroimaging Initiative: ADNI. Accessed: 625

Jul. 13, 2020. [Online]. Available: http://adni.loni.usc.edu/data- 626

samples/access-data 627

[31] R. Folks, ‘‘Using the Python programming language for image processing 628

in nuclear medicine,’’ J. Nucl. Med., vol. 55, no. 1, p. 1322, 2014. 629

[32] S. G. Virupakshappa, R. Sequeira, A. Rastogi, and N. Jain, ‘‘Essence 630

of Python programming language in medical image analysis: Enhancing 631

workplace productivity,’’ in Proc. Eur. Cong. Radiol., 2018, pp. 1–15. 632

[33] R. A. Hazarika, K. Kharkongor, S. Sanyal, and A. K.Maji, ‘‘A comparative 633

study on different skull stripping techniques from brain magnetic reso- 634

nance imaging,’’ in Proc. Int. Conf. Innov. Comput. Commun. Singapore: 635

Springer, 2020, pp. 279–288. 636

[34] R. Peters, ‘‘Ageing and the brain,’’ Postgraduate Med. J., vol. 82, no. 964, 637

pp. 84–88, 2006. 638

[35] L. L. Beason and B. Horwitz, ‘‘Aging brain,’’ Tech. Rep., 2002. 639

[36] R. A. Hazarika, A. K. Maji, D. Kandar, P. Chakrabarti, T. Chakrabarti, 640

K. J. Rao, J. Carvalho, B. Kateb, and M. Nami, ‘‘An evaluation on changes 641

in hippocampus size for cognitively normal (CN), mild cognitive impair- 642

ment (MCI), and Alzheimer’s disease (AD) patients using fuzzy member- 643

ship function,’’ North-Eastern Hill Univ., Shillong, India, Tech. Rep., 2021. 644

[37] R. A. Hazarika, A. K. Maji, S. N. Sur, I. Olariu, and D. Kandar, ‘‘A fuzzy 645

membership based comparison of the grey matter (GM) in cognitively 646

normal (CN), mild cognitive impairment (MCI), and Alzheimer’s dis- 647

ease (AD) using brain images,’’ J. Intell. Fuzzy Syst., vol. 43, no. 2, 648

pp. 1779–1792, Jun. 2022. 649

[38] A. N. Gomez, L.M. Kaiser, and F. Chollet, ‘‘Depthwise separable convolu- 650

tions for neural machine translation,’’ U.S. Patent 10 853 590, Dec. 1, 2020. 651

[39] I. Mebsout. Deep Learning’s Mathematics. Accessed: May 23, 2021. 652

[Online]. Available: https://towardsdatascience.com/deep-learnings- 653

mathematics-f52b3c4d2576 654

RUHUL AMIN HAZARIKA received the B.Tech. 655

and M.Tech. degrees in information technology 656

from North Eastern Hill University (NEHU), Shil- 657

long, India, in 2015 and 2017, respectively, where 658

he is currently pursuing the Ph.D. degree in infor- 659

mation technology. He is also working as an Assis- 660

tant Professor with the Department of Computer 661

Science Engineering, Gandhi Institute of Tech- 662

nology and Management, Doddaballapura, Kar- 663

nataka, India. His research interests include AI and 664

image processing. 665

VOLUME 10, 2022 99075



R. A. Hazarika et al.: Deep Convolutional Neural Networks Based Approach for AD and MCI Classification

DEBDATTA KANDAR (Member, IEEE) was born666

in Deulia, Kolaghat, Purba Medinipur, West Ben-667

gal, India, in 1977. He received the M.Tech.668

degree, in 2006, and the Ph.D.(Engg.) degree from669

the Department of Electronics and Telecommuni-670

cation Engineering, Jadavpur University, Kolkata,671

West Bengal, in 2011. He has more than 18 years672

of professional experience. He has completed his673

postdoctoral research at the Department of Electri-674

cal and Electronic Engineering Technology, Uni-675

versity of Johannesburg, Johannesburg, South Africa. He is currently a676

Professor with the Department of Information Technology, North Eastern677

Hill University, Shillong, India. He has successfully guided several Ph.D.,678

M.Tech., and B.Tech. students. Four of his students already awarded Ph.D.679

degree. He has national and international collaborations for carrying out680

research works. He has published approximately 100 research papers in681

different national and international journals, conference proceedings, book682

chapters, and edited book. His research interests include wireless mobile683

communications, artificial intelligence, soft computing, and radar operation.684

ARNAB KUMAR MAJI (Senior Member, IEEE) 685

received the B.E. degree in information science 686

and engineering from Visvesvaraya Technological 687

University (VTU), in 2003, the M.Tech. degree in 688

information technology from Bengal Engineering 689

and Science University, Shibpur (currently IIEST, 690

Shibpur), in 2005, and the Ph.D. degree from 691

AssamUniversity, Silchar (ACentral University of 692

India), in 2016. He has approximately 18 years of 693

professional experience. He is currently working 694

as an Associate Professor with the Department of Information Technology, 695

North Eastern Hill University, Shillong (A Central University of India). 696

He has published more than 32 number of articles in different reputed 697

indexed journals, and around 50 numbers of articles as book chapter and 698

conference proceedings. He also edited three books with reputable publishers 699

like Springer. He has also published two Indian patents and filed one patent. 700

He has successfully guided four numbers of Ph.D. scholars, and 19 numbers 701

of M.Tech. thesis. He has active collaboration with several reputed Indian 702

and foreign institutes. His research interests include machine learning, image 703

processing, and natural language processing. He is also a reviewer of several 704

reputed international journals and a guest editor of one Springer journal. 705

706

99076 VOLUME 10, 2022


