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ABSTRACT The traditional A-star algorithm hasmany search nodes, and the obtained path has polylines and
cannot avoid local unknown obstacles. In response to these problems, this paper proposes a new improved
A-star algorithm suitable for indoor cleaning robots, called ASL-DWA (A Star Leading Dynamic Window
Approach). First, to solve the problem of many search nodes in the A-star algorithm, a new hybrid heuristic
function that combines Euclidean distance and point-to-line distance is proposed, thereby reducing the
number of search nodes. Then, to solve the problem that the A-star algorithm has a polyline path and cannot
avoid local unknown obstacles, this paper designs the global path yaw angle according to the relationship
between the real-time position of the robot and the global path, which is added as a score item to the traditional
score function. A decay coefficient with prediction function is also added to the score function to reduce the
risk of the algorithm falling into local optima. Finally, a mechanism to adaptively adjust the coefficient
according to the distance between the robot and the target point is designed, thereby realizing ASL-DWA.
The ASL-DWA algorithm is tested in three indoor environments and compared with traditional algorithms.
The experimental results show that ASL-DWA can meet the path planning requirements of mobile robots in
indoor environments, and has obvious advantages over traditional algorithms.
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INDEX TERMS Indoor cleaning robot, A-star algorithm, hybrid heuristic function, global path yaw angle,
adaptive weighted score function.

I. INTRODUCTION17

In recent years, with the rapid development of mobile robot18

technology and the increase in labor costs, mobile robots19

are increasingly applied to various fields. Among them, the20

indoor cleaning robot has become one of several mobile21

robot products with the largest output and the highest market22

penetration rate due to its relatively low production cost and23

its advantages of being closer to people’s daily life [1]. Indoor24

cleaning robots can autonomously complete functions such25

as map construction, path planning, garbage collection, and26

charging in the home environment [2]. With the populariza-27

tion and application of cleaning robots, higher and higher28

performance requirements are put forward. Among them,29

path planning is a core technology in the field of cleaning30

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Liu.

robots, and it is also a key technology to improving user 31

experience [3]. 32

Simultaneous Localization andMapping (SLAM) technol- 33

ogy fuses multi-sensor information to obtain an environment 34

map [4], and the mobile robot performs path planning on this 35

basis. The core goal of path planning is to find a path from 36

the starting point to the goal point, which is safe and has the 37

least cost [5]. 38

Global path planning is a type of static planning that plans 39

an optimal path on a known global map [6]. The classic 40

global path planning algorithms include the A-star algorithm, 41

D-star algorithm, Rapidly-exploring Randon Tree (RRT) [7], 42

Genetic Algorithm (GA) [8], and Ant Colony algorithmOpti- 43

mization (ACO) [9], and so on. Among them, the A-star algo- 44

rithm is considered to be one of the most effective algorithms 45

for solving the shortest path in static maps due to its high 46

planning efficiency [10]. 47
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However, when the A∗ algorithm is used for path planning48

in a complex indoor environment, more search nodes are49

required, and polyline paths are generated, which reduces the50

efficiency of path planning. Some improved algorithms based51

on A-stars are studied.52

The bidirectional A-star algorithm [11] expands from both53

the starting point and the target point at the same time, which54

improves the convergence speed of the algorithm. Breadth-55

first search (BFS) BFS algorithm uses queues to achieve node56

expansion [12], and depth-first search (DFS) uses a recur-57

sive approach [13], which effectively reduces the number of58

search nodes in environments with fewer obstacles. Fu et al.59

proposed an improved A-star algorithm to shorten the path60

by judging whether there are obstacles between the current61

node and the target point [14]. Yan et al. connected the two62

adjacent nodes before and after the current node on the path of63

A-star and deleted the current node if there was no obstacle in64

the middle, thereby reducing the number of nodes [15]. The65

above two methods are computationally intensive and cannot66

smooth the turning path. Song et al. [16] used three smoothers67

to reduce the number of turning points and removed some68

redundant path nodes, but this method is susceptible to the69

number of nodes and requires multiple iterations. Liu et al.70

[17] combined the Delaunay triangulation method with the71

A-star algorithm to reduce the search range of the A-star72

algorithm, but this method requires an additional calcula-73

tion of the Delaunay triangulation, and the path planning74

efficiency is low. Tang et al. [18] set the filter function to75

avoid the turning angle of the path obtained by the A-star76

from being too large and combined the cubic B-spline inter-77

polation algorithm to smooth the path. This method has the78

problem that the filter function threshold is not easy to select.79

Kai et al. improved the success rate by adding heuristic-based80

stagnation detection to each expansion node and introduced81

a predefined unacceptable heuristic when detecting that the82

algorithmwas not moving towards the goal [19]. This method83

improves the speed of the A-star search, but when to switch84

multiple heuristics is a problem.85

The above studies have improved the A∗ algorithm to a cer-86

tain extent. However, mobile robots often encounter unknown87

obstacles in indoor environments, that is, obstacles that are88

not detected on the static map. The above algorithms cannot89

guide the robot to avoid these local obstacles.90

The local path planning algorithm is a kind of method in a91

dynamic environment. It dynamically plans the path accord-92

ing to the robot’s motion model, real-time position, real-time93

obstacle distribution, and other factors, so it can guide the94

robot to avoid unknown obstacles [20], [21], [22]. Common95

local path planning algorithms are Dynamic-WindowMethod96

(DWA) [23], Time Elastic Band (TEB) [24], Model Predic-97

tive Control (MPC) [25], and so on. Compared with other98

algorithms, the DWA algorithm has the advantages of low99

computational complexity, conformity to robot kinematics,100

and strong flexibility, so it is widely used. However, in the101

indoor environment, the distribution of obstacles is relatively102

dense, and the local path planning algorithm is easy to falls103

into the local optimum, resulting in the inability to reach the 104

target point. 105

Aiming at the cleaning robot in the indoor environ- 106

ment, this paper proposes an improved A-star path plan- 107

ning method, called ASL-DWA. In the first stage, the A-star 108

algorithm with a new hybrid heuristic function is used to 109

obtain the global path, during which the safety distance 110

between the robot and the obstacle is taken into account. 111

In the second stage, the global path yaw angle is designed, 112

which describes the relationship between the robot’s real- 113

time pose and the global path. In the third stage, the global 114

path yaw angle is added to the traditional scoring function 115

as a scoring term. In the fourth stage, attenuation coefficients 116

with prediction function are used. Finally, an adaptive mecha- 117

nism that autonomously adjusts the various score coefficients 118

according to the distance between the robot and the target 119

point is used to realize ASL-DWA. 120

The contributions of this paper are as follows: 121

1) A hybrid heuristic function based on Euclidean dis- 122

tance and point-to-line distance is proposed, thereby 123

reducing the number of search nodes in the A-star 124

algorithm. 125

2) The global path yaw angle is proposed, which com- 126

bines the global path information with the real-time 127

information of the robot so that the robot can avoid 128

unknown obstacles and is not easy to fall into the local 129

optimum. At the same time, the method also avoids 130

the appearance of polyline paths, thereby reducing the 131

movement time of the robot from the starting point to 132

the target point. 133

3) A decay coefficient with a prediction function is pro- 134

posed. The score is intervened by predicting the closest 135

distance between the robot and the obstacle in the next 136

few cycles, thereby further avoiding the algorithm from 137

falling into a local optimum. 138

4) Propose an adaptive weighting mechanism. By judging 139

the distance between the robot and the target point, 140

the weights of each score are adaptively adjusted. This 141

mechanism enables the robot to avoid obstacles effec- 142

tively and reach the target point accurately. 143

The rest of this paper is organized as follows. The second 144

section introduces the A-star algorithm based on the new 145

hybrid heuristic function, including environment modeling, 146

the design principle of the hybrid heuristic function, and the 147

selection of the expansion threshold. Section III introduces 148

the design principles of the global path yaw angle, attenuation 149

coefficient, and adaptive mechanism. Then a new scoring 150

function is introduced on this basis, and finally, the algorithm 151

flow of ASL-DWA is introduced. The fourth section is the 152

experiment and results in analysis. First, the proposed hybrid 153

heuristic function is compared with the other four traditional 154

heuristic functions, and then ASL-DWA is compared with 155

several other algorithms. Section 5 summarizes the perfor- 156

mance advantages of the ASL-DWA algorithm and the short- 157

comings of current research, and looks forward to several 158

directions for future research. 159
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II. HYBRID HEURISTIC FUNCTION BASED A-STAR160

ALGORITHM161

A. ENVIRONMENT MODELING162

The cleaning robot used in this paper is shown in Fig 1. The163

robot has a circular shape and a diameter of 34cm.164

FIGURE 1. The cleaning robot.

The cleaning robot moves under the drive of two driving165

wheels and uses SLAM technology to integrate multi-sensor166

information such as laser scanners, gyroscopes, and odome-167

ters to build a grid map of the indoor environment, as shown168

in Fig 2.169

FIGURE 2. Environment modeling.

Fig 2.a is the working environment of the cleaning robot,170

and Fig 2.b is the grid map obtained by the cleaning robot171

in this environment. In Fig 2.b, each grid corresponds to an172

area of 5cm∗5cm. The black grid represents the obstacle area;173

the cyan grid represents the blank area; the smoke-white grid174

represents the unknown area, that is, the area that has not been175

detected by the robot.176

TheA-star algorithm performs path planning in a grid map. 177

The resulting path should allow the cleaning robot to pass 178

safely, so the robot’s outer dimensions should be considered. 179

At the same time, to ensure the safety of the robot, the outside 180

of the robot should maintain a sufficient safety distance from 181

obstacles. For these reasons, this paper identifies the area near 182

the obstacle on the map, which is called the warning area, that 183

is, the area that is not recommended for robots to pass through 184

although there are no obstacles. 185

As shown in Fig. 3(a), the area with the obstacle net P as the 186

center and r+d as the radius is marked as the warning area, 187

where r is the radius of the robot and d is the minimum safe 188

distance between the outside of the robot and the obstacle. 189

The final result is shown in Fig 3.b. In the figure, cyan 190

indicates the safe passage area; black indicates obstacles; 191

green indicates the warning area. 192

FIGURE 3. Warning area.

B. THE FLOW OF THE NEW A-STAR ALGORITHM 193

Driven by the cost function, the A∗ algorithm starts to search 194

from the starting point until it finds the target point. The cost 195

function f(n) is shown in Equation 1. 196

f (n) = g (n)+ h(n) (1) 197

Among them, f(n) is the cost value of node Pn, g(n) is the 198

actual path value of node Pn, and h(n) is the heuristic value. 199

TheA-star algorithm based on the hybrid heuristic function 200

includes the following steps. 201

Step 1: Put the starting point into the open-list, and put 202

these blank grids adjacent to the starting point into the 203

open-list. 204

Step 2: Take a node p(n) from the open-list as the cur- 205

rent node. Calculate the cost function f(n+k) of its adjacent 206

node p(n+k), where k=[1,2,. . . ,8]. Calculate the difference 207

between the cost function of the current node and the adjacent 208

node, the calculation formula is 209

dif(k) = f (n+ k)− f (n) (2) 210
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TABLE 1. Pseudo code of the new A-star algorithm.

Among them, f(n) is the cost value of the current node, and211

f(n+k) is the cost value of the k-th adjacent grid. Select free212

grids whose dif(k) is less than the threshold from the adjacent213

grids and add them to the open-list. Free grid refers to grids214

that are not added to the open-list and close-list. Remove the215

current node from the open-list and add it to the close-list.216

Step 3: Record the current node as the parent node of the217

new nodes.218

Step 4: Repeat 2-3 until the target point is added to the219

close-list.220

Step 5: According to the relationship between the parent221

nodes and the child nodes, a path from the starting point to222

the target point is obtained.223

The pseudocode of the A-star algorithm based on the224

hybrid heuristic function is shown in Table 1.225

C. HYBRID HEURISTIC FUNCTION226

The heuristic function of the A-star algorithm describes the227

distance between the node and the target point. Commonly228

used distance forms are Chebyshev distance, Manhattan dis-229

tance, diagonal distance, and Euclidean distance.230

The Chebyshev distance is shown in Equation 3. 231

h(n) = d ×max(|xn − xN | , |yn − yN |) (3) 232

In the formula, (xn, yn) is the coordinate of the node Pn, 233

(xN, yN) is the coordinate of the target point PN, and d is the 234

weighting coefficient. Chebyshev calculates the x-direction 235

distance and y-direction distance between the node and the 236

target point and selects the larger absolute value as the output. 237

The Manhattan distance is shown in Equation 4. 238

h (n) = d × (|xn − xN | + |yn − yN | (4) 239

It calculates the x-direction distance and y-direction dis- 240

tance between the node and the target point and uses the sum 241

of their absolute values as the node’s heuristic value. 242

The diagonal distance is shown in Equation 5. 243

h (n) = d ×
√
2× h1 (n)+ d × (h2 (n)− 2× h1(n)) (5) 244

Among them, h1 (n) = d∗min (|xn − xN| , |yn − yN|) is 245

the shorter one the distance between the node and the tar- 246

get point in the x-direction and the y-direction. h2 (n) = 247

d∗(|xn − xN| + |yn − yN|) is the Manhattan distance of two 248

points. h(n) is the diagonal distance, which roughly approx- 249

imates the Euclidean distance, avoiding the squaring and 250

exploiting operation. 251

The Euclidean distance is shown in Equation 6. 252

h (n) = d × sqrt((xn − xN )
2
+ (yn − yN )

2) (6) 253

To reduce the number of search nodes of the A∗ algorithm 254

in the indoor environment, a new hybrid heuristic function is 255

proposed here, as shown in Equation 7. 256

h (n) =
|xn × a+ yn × b+ c|

sqrt
(
a2 + b2

) 257

+ sqrt
(
(xn − xN )

2
+ (yn − yN )

2
)

(7) 258

Among them, h1 (n) = |xn∗a+ yn∗b+ c| /sqrt (a∗a+ b∗b) 259

is the distance from the node pn(xn, yn) to the line a∗x + 260

b∗y + c = 0. The line crosses the start point and the 261

taget point. h2 (n) = d∗sqrt((xn − xN)2 + (yn − yN)2) is the 262

Euclidean distance from the node pn(xn, yn) to the target point 263

pN(xN, yN). 264

Fig 4 shows the difference between the new heuristic func- 265

tion and the traditional heuristic function. 266

In the Fig4, the triangle is the starting point and the star 267

is the target point. The blue part is the searched area. A is 268

the reduced search area of the new algorithm compared to 269

the old algorithm. The left image is the search effect of the 270

traditional heuristic function. Here, the heuristic function of 271

Euclidean distance is used as an example, which uses the 272

Euclidean distance from the node to the target point as the 273

driving condition to search. The right image is the search 274

effect of the new heuristic function, where the red line is the 275

line formed by the starting point and the target point. The new 276

heuristic function is driven by the Euclidean distance from the 277

node to the target point and the projected distance from the 278

node to the line. As shown in the figure, for the same node, 279
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FIGURE 4. The new heuristic function and the traditional heuristic
function.

the new heuristic function can approach the target point faster280

with fewer expansion directions, thereby reducing the number281

of nodes in the search area.282

D. SELECTION OF EXPANSION THRESHOLDS283

The A-star algorithm expands the path by analyzing the284

heuristic value of the current node and its adjacent nodes, and285

each node allows up to 8 search directions. The traditional286

A-star algorithm calculates the heuristic value of adjacent287

nodes and selects N nodeswith the smallest heuristic value for288

expansion. For the same heuristic function, when N takes the289

maximum value, the A-star algorithm can ensure expansion290

to the target point, but at this time the search nodes are the291

most; the smaller the N is, the fewer the search nodes of292

the A-star algorithm, and the faster the search speed; but If293

N is too small, it is easy to cause the search process to be294

closed in advance so that the target point cannot be searched.295

Therefore, choosing an appropriate N value is a key to the296

A-star algorithm.297

Different from the traditional method, this paper calculates298

the difference between the cost function of the current node299

and the adjacent nodes and selects the adjacent points whose300

difference is less than the expansion threshold to join the301

open-list. To this end, this paper builds the difference function302

as shown in Equation 2.303

dif(n, k) = f (n+ k)− f (n)304

Among them, f(n) is the cost value of the current node305

P(n), and f(n+k) is the cost value of the k-th adjacent node,306

k ∈ [1, 8]:307

To choose an appropriate expansion threshold, the distri-308

bution of the solutions of the difference function is analyzed309

in this paper.310

See Fig 5.a. P0(i0, j0) is the starting point. The dif(n,k) of311

2000∗2000 nodes around P0 is calculated. Where n repre-312

sents the n-th node and k represents the k-th direction. The313

coordinates of Pn is Pn(i0 + in, j0 + jn), in∈ [−1000, 1000],314

jn ∈ [−1000, 1000]. The 8 differences of each Pn constitute315

a set of solutions.316

See Fig 5.b. For the proposed hybrid heuristic function, the317

solution of dif(n,k) is related to the distance from the node to318

the line, which consists of the starting point and the target 319

point. For this, we set 180 straight lines across the starting 320

point. 321

FIGURE 5. Range of nodes used to analyze dif(n,k).

For 4 traditional heuristic functions, each heuristic function 322

obtains 2000∗2000 = 4 million solutions. For the proposed 323

hybrid heuristic function, 180∗2000∗2000 = 720 million 324

solutions are obtained. 325

The above calculation process is implemented onMatlab7. 326

The distribution of the solutions of the difference function is 327

shown in Figure 6. 328

FIGURE 6. Distribution of solutions to dif(n,k).

In Figure 6, points of the same color constitute a set of 329

solutions for the different functions. The vertical axis is the 330

number of solutions, and the horizontal axis is the numerical 331

value of the solutions. 332

As shown in the figure, the difference function of Cheby- 333

shev distance has 3 sets of different solutions, which are 334

distributed on 6 discrete values. The difference function of 335

Manhattan distance has 2 different sets of solutions, dis- 336

tributed over 5 discrete values. The difference function of the 337
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diagonal distance has 4 different sets of solutions, distributed338

over 6 discrete values.339

For the Euclidean distance and the proposed hybrid dis-340

tance, the solution of the difference function is distributed341

over a continuous range of values. For the convenience of342

analysis, solutionswith a differencewithin 0.1 are regarded as343

the same set of solutions. In this case, the difference function344

of Euclidean distance has 19 different sets of solutions, and345

the numerical values of the solutions are distributed between346

[0, 3]; the difference function of mixed distance has 440 sets347

of different solutions, and the numerical values of the solu-348

tions are Distributed between [−1.4, 4.2].349

The influence of different expansion thresholds on the350

A-star algorithm is shown in Figure 7.351

In the figure, the orange part is the expanded node, the352

black dot is the starting point, and the black square is the353

target point. For the same heuristic function, a large expansion354

threshold will make each node have more expansion direc-355

tions, which increases the probability of the target point being356

searched, but also leads to the problem of too many search357

nodes. Conversely, a small augmentation threshold means358

fewer search directions, which will help reduce search nodes359

but increase the risk of not reaching the target point.360

In the research and experiment process of this paper, to bal-361

ance the search efficiency and success rate, the expansion362

threshold is set based on the standard that each node has at363

least 3 search directions. For the Chebyshev distance, the364

expansion threshold exp_th=1.8 is set. For Manhattan dis-365

tance, set its expansion threshold exp_th=1.8. Diagonal dis-366

tance, set its expansion threshold exp_th=1.8. For Euclidean367

distance, set its expansion threshold exp_th=1.5; for the pro-368

posed hybrid heuristic function, set its expansion threshold369

exp_th=2.3.370

III. ASL-DWA: AN IMPROVED A-STAR ALGORITHM371

The A-star algorithm obtains the global path from the starting372

point to the target point in the static map. There are polylines373

on the global path, which are not conducive to the smoothness374

of the cleaning robot’s movement, and cannot guide the robot375

to avoid local unknown obstacles [8]. The DWA algorithm376

can obtain a path that conforms to the robot kinematics and377

can guide the robot to avoid local unknown obstacles, but it is378

easy to fall into the local optimum [10]. To enable the robot379

not only to be guided by global information, but also to avoid380

local unknown obstacles, a global yaw angle is designed here,381

and based on this, and improved A-star path planning method382

based on the global yaw angle is constructed.383

A. KINEMATICS MODEL OF THE CLEANING ROBOT384

The kinematic model of the cleaning robot is shown in Fig 8.385

The purple rectangle and the red rectangle are the driving386

wheels of the robot, and the blue triangles is the guiding387

wheel.388

As shown in the figure, the robot is circular, and the outline389

radius is R1 = 17cm. There are two drive wheels and one390

guide wheel. The distance between the drive wheel and the391

FIGURE 7. Influence of expansion threshold on A-star algorithm.

center of the robot is R2 = 12cm, and the distance between 392

the guide wheel and the center of the robot is R3 = 11.5cm. 393

In the figure, v is the linear velocity of the robot center, ω is 394
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FIGURE 8. Kinematics model of the cleaning robot.

the angular velocity of the robot, p0 is the pose of the robot395

at time t, and p1 is the pose of the robot at time t+1. The396

kinematics model of the robot is shown in Equation 8.397 
xt+1 = xt −

v
ω
sin (θt)+

v
ω
sin (θt + ω1t)

yt+1 = yt −
v
ω
cos (θt)−

v
ω
cos (θt + ω1t)

θt+1 = θt + ω1t

(8)398

Among them, 1t is the sampling interval, (xt , yt,θt ) is the399

pose of the robot at time t, and (xt+1, yt+1,θt+1) is the pose at400

time t+1t.401

B. GLOBAL PATH YAW ANGLE402

1) PRINCIPLE403

The proposed global path yaw angle characterizes the relative404

relationship between the robot’s real-time attitude and the405

global path, as shown in Fig 9. The black line is the global406

path, the blue square is the starting point, the blue star is the407

target point, the red dot is the closest point, and the purple408

square is the forward point.409

In the figure, Path is the global path, and p0(x0, y0,θ0) is410

the pose of the robot. pf(xf, yf) is the coordinate of the guide411

wheel. Ps(xs, ys) is the closest point to the robot on the global412

path, which can be obtained from Equation 9.413 {
ps ∈ min (pm − p0) , 1 ≤ m ≤ M
pm ∈ Path, 1 ≤ m ≤ M

(9)414

Among them, (pm) is a point set consisting of a series of415

points uniformly distributed from the starting point to the416

target point on the global path.417

R =‖Ps,Pf‖ is the distance fromPs to the center of the lead418

wheel pf. C is an arc with Ps as the center and R as the radius.419

Pk(xk, yk) is the intersection of C and Path, called the forward420

FIGURE 9. Global path yaw angle.

point, which can be obtained by Equation 10. 421

pk = pm, m ∈ {
(
Paths≤m≤m pm

)⋂
C} (10) 422

Among them, C ∈ {(x− xs)2 + (y− ys)2 = R2
}. 423

θsk is the orientation angle of the vector −−→pspk, called 424

the global path heading angle, which can be obtained by 425

Equation 11. 426

The difference between the robot’s orientation θ0 and the 427

global path’s orientation θsk is the global path yaw angle, 428

denoted as θpath, which can be obtained by Equation 12. 429

θsk =


atan(

yk − ys
(xk − xs

), x ≥ 0

atan(
yk − ys
(xk − xs

)+ 180, x < 0, y ≥ 0

atan(
yk − ys
(xk − xs

)− 180, x < 0, y < 0

(11) 430

θpath =

{
|θ0 − θsk | , |θ0 − θsk | ≤ 180
360− |θ0 − θsk | , other

(12) 431

2) DISCUSSION 432

Fig 10 shows the solution for the global path yaw angle for 433

several different cases. In the figure, the black line is the 434

global path, and the arrow at the end of the path indicates 435

the forward direction of the path. The silver-gray circle is 436

the robot, the blue triangle is the guide wheel of the robot, 437

and the outer corners of it indicate the direction of the robot. 438

The black dot represents the robot center p0. The red square 439

represents the robot center at the closest point Ps of the global 440

path, and the orange square represents the forward point Pk. 441

Fig 10.a shows the most ideal situation, where the robot 442

center is on the global path, and the robot is oriented in 443

the same way as the global path. In this case, the point 444

Ps (xs, ys) closest to the robot center on the global path coin- 445

cides with the robot center p0(x0, y0, θ0), and the forward 446
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FIGURE 10. A few examples of global path yaw angle.

point Pk(xk, yk) coincides with the robot guide wheel position447

pf(xf, yf). So, θsk = θ0, global yaw angle θpath = 0.448

In Fig 10.b, the robot center coincides with the global449

path, but the robot orientation is inconsistent with the global450

path. The forward direction of the global path is 0◦. The451

orientation angle of the robot is θ0 = −30◦. At this time, the452

point Ps (xs, ys) closest to the robot center on the global path453

coincides with the robot center p0(x0, y0, θ0). The forward454

point Pk(xk, yk) is located on the global path in front of455

the robot. Therefore, θsk= 0, the global yaw angle θpath =456

|θ0 − θsk| = 30◦.457

In Fig 10.c, the robot center is not on the global path, but the458

robot is facing the same direction as the global path. At this459

time, the point Ps (xs, ys) that is closest to the robot center on460

the global path is the vertical foot of the robot center on the461

global path, and the forward point Pk(xk, yk) is located on the462

global path in front of the robot, and θsk is equal to the global463

path, so the global yaw angle θpath = 0.464

In Fig 10.d, the robot’s center is not on the global path,465

and the robot’s orientation is also inconsistent with the global466

path’s forward direction. The forward direction of the global467

path is 0◦, and the robot heading angle is −30◦. At this time,468

the point Ps (xs, ys) that is closest to the robot center on the469

global path is the vertical foot of the robot center on the global470

path, and the forward point Pk(xk, yk) is located on the global471

path in front of the robot, so θsk= 0, the global yaw angle 472

θpath = |θ0 − θsk| = 30◦. 473

In Fig 10.e, the robot is located near the turning point 474

of the global path, the global path forward direction before 475

turning is 0◦, the global path forward direction after turning 476

is −45◦, and the robot’s heading angle is 0◦. At this time, 477

the point Ps (xs, ys) closest to the robot center on the global 478

path coincides with the robot center, and the forward point 479

Pk(xk, yk) is located on the global path after turning, so θsk = 480

−32◦, the global yaw The angle θpath = |θ0 − θsk| = 32◦. 481

In Fig 10.f, the robot is located near the turning point of the 482

global path, with a certain distance from both global paths. 483

The forward direction of the global path before turning is 0◦, 484

the forward direction of the global path after turning is−45◦, 485

and the orientation angle of the robot is 0◦. At this time, the 486

point Ps (xs, ys) that is closest to the robot center on the global 487

path is the vertical foot of the robot center on the global path 488

before turning, and the forward point Pk(xk, yk) is located on 489

the global path after turning, so θsk = −35◦, global yaw angle 490

θpath = |θ0 − θsk| = 35◦. 491

In Fig 10.g, θ0 = 140◦, θsk = −160◦, global yaw angle 492

θpath = 360− |θ0 − θsk| = 60◦. 493

In Fig 10.h, θ0 = −140◦, θsk = 160◦, global yaw angle 494

θpath = 360− |θ0 − θsk| = 60◦. 495

C. SCORING FUNCTION 496

The score function of the traditional DWA algorithm is shown 497

in Equation 13. 498

G (v, ω) = α × target_heading (v, ω) 499

+β × obs_dist (v, ω) 500

+ γ × velocity (v, ω) (13) 501

In the formula, (v, ω) are the linear and angular veloci- 502

ties of the robot. (α, β, γ ) are fixed weighting coefficients. 503

target_heading(v, ω) is the score obtained by measuring the 504

angle between the robot’s orientation and the target’s ori- 505

entation, called the target orientation score: obs_dist(v,ω) is 506

the score obtained by measuring the distance between the 507

robot and the obstacle, which is called the obstacle distance 508

score. velocity(v,ω) is the score obtained by measuring the 509

difference between the robot’s speed and the optimal speed, 510

called the speed score. 511

The target orientation score can be obtained from 512

Equation 14. 513

target_heading (v, ω)= 100× (1−
|θ0 − θtar |

180
) (14) 514

Among them, θ0 is the orientation angle of the robot, and 515

θtar is the orientation angle of the robot to the target point. 516

The obstacle distance score can be obtained by Equation15. 517

obs_dist (v, ω) =


0, dobs < dmin

100, dobs > dmax

100×
dobs − dmin
dmax − dmin

, other
518

(15) 519
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Among them, dobs is the shortest distance from the center520

of the robot to the obstacle. dmin is the minimum distance521

threshold, less than this threshold indicates that the robot522

is very close or has hit the obstacle. dmax is the maximum523

distance threshold, greater than this threshold indicates that524

the robot is far enough away from the obstacle. Within the525

threshold range, the larger the obstacle distance, the higher526

the score.527

The speed score can be obtained by Equation 16.528

velocity (v, ω) = γv × sv + γω × sω (16)529

Among them, (γv, γω) are scale factors, sv can be obtained530

by Equation 17, and sω can be obtained by Equation 18.531

sv =

 0, v < vmin or v > vmax

100×
(
1−

|v− v0|
vmax − vmin

)
, other

532

(17)533

Among them, vmax is the maximum linear velocity that534

the robot is allowed to achieve, vmin is the minimum linear535

velocity that the robot is allowed to achieve, and v0 is the536

desired optimal linear velocity.537

sω =


0, ω < ωminorω > ωmax

100×
(
1−

|ω − ω0|

ωmax − ωmin

)
,

other

(18)538

Among them, ωmax is the maximum angular velocity that539

the robot is allowed to achieve, ωmin is the minimum angular540

velocity that the robot is allowed to achieve, and ω0 is the541

desired optimal angular velocity.542

The traditional A-star algorithm does not consider the543

kinematic characteristics of the robot, nor does it consider544

the real-time pose of the robot, the real-time distribution545

of obstacles, etc., so the obtained path is not conducive to546

the robot’s execution, nor can it avoid unknown obstacles.547

Conversely, the traditional DWA score function only con-548

siders real-time information without the guidance of global549

information, so it is easy to cause the robot to fall into local550

optimum. A new scoring function is designed here, which551

combines the traditional scoring function with the global552

yaw angle, and introduces an adaptive weighting mechanism,553

thereby improving the A-star algorithm.554

1) GLOBAL YAW SCORE555

With the help of the global path yaw angle proposed in556

Section 3.2, the global yaw score is obtained, as shown in557

Equation 19, where θpath is the global yaw angle, the larger558

the θpath, the smaller the global yaw scores.559

path_heading (v, ω)= 100× (1−
|θpath|

180
) (19)560

2) GLOBAL PATH DISTANCE SCORE 561

The global path distance score is obtained according to 562

the distance between the robot center and the global path, 563

as shown in Equation 20. 564

path_dis (v, ω) 565

=


0, dis > pdmax

100, dis < pdmin

100×
pdmax − dis
pdmax − pdmin

, other
(20) 566

3) SCORING FUNCTION WITH FIXED COEFFICIENTS 567

The global yaw score and the global path distance score are 568

added to the traditional score function shown in Equation 13 569

to obtain a score function with a fixed coefficient, as shown 570

in Equation 21. 571

G (v, ω) = α × target_heading (v, ω) 572

+β × obs_dist (v, ω) 573

+ γ × velocity (v, ω) 574

+ τ × path_heading (v, ω) 575

+ δ × path_dis (v, ω) (21) 576

4) SCORING FUNCTION WITH PREDICTION COEFFICIENTS 577

Equation 21 obtains the optimal speed to drive the robot to 578

the next location. However, when the robot reaches the new 579

location, it may find that it cannot proceed with the next path 580

planning, that is, it is stuck in a local optimum. To reduce the 581

probability of this phenomenon, the prediction coefficient is 582

introduced in this paper, as shown in Equation 22. 583

pre(t, k) =

{
k, Mini=ti=1(di) ≤ premin

1, other
(22) 584

Among them, t is the number of forecast periods and k is 585

the decay coefficient. The robotmoves at the current speed for 586

t cycles, and the closest distance to the obstacle in each cycle 587

is denoted as di. Mini=ti=1(di) is the closest distance between the 588

robot and the obstacle in t cycles. premin is the set minimum 589

distance. 590

As shown in formula 22, the working principle of the 591

prediction coefficient is: Assuming that the robot continues 592

to move at the current speed, predict the closest distance 593

between the robot and the obstacle in the next few cycles, 594

if the distance is less than the threshold, multiply the score of 595

the current speed by an attenuation factor k, thus reducing the 596

probability of this speed is selected. 597

The score function with prediction coefficients is shown in 598

Equation 23. 599

G (v, ω) = {α × targetheading(v,ω) 600

+β × obs_dist (v, ω) 601

+ γ × velocity (v, ω) 602

+ τ × path_heading (v, ω) 603

+ δ × path_dis (v, ω)× pre(t, k) (23) 604
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5) SCORING FUNCTION WITH ADAPTIVE COEFFICIENTS605

When appropriate coefficients are selected, the score function606

shown in Equation 23 can drive the robot to approach the tar-607

get point safely. However, when the robot arrives near the tar-608

get point, the same coefficient may make it difficult for the609

robot to reach the target point accurately and quickly, espe-610

cially when there are obstacles near the target point, or there611

are turning points in the global path near the target point.612

Likewise, another suitable set of coefficients can lead to good613

paths near the target point, whereas the same coefficients can614

lead to suboptimal paths farther from the target point.615

To balance this conflict, this paper introduces an adaptive616

mechanism, which adjusts the weighting coefficient accord-617

ing to the change in the distance between the robot and the618

target point, and obtains an adaptive weighted score function,619

as shown in Equation 24.620

G (v, ω) = {σ (d)× α × target_heading (v, ω)621

+ (1− σ (d))× β × obs_dist (v, ω)622

+ (1− σ (d))× γ × velocity (v, ω)623

+ (1− σ (d))× τ × pathheading (v, ω)624

+ (1− σ (d))× δ × path_dis (v, ω)× pre(t, k)625

(24)626

In the formula, (α, β, γ , τ ) is the set weighting coefficient,627

and σ (d) is the adaptive weighting coefficient, as shown in628

Equation 25, where d is the distance between the robot and629

the target point, and µ is the magnification.630

σ (d) = 1/ exp (d × µ) (25)631

D. PARAMETER SETTING632

1) SAMPLING PERIOD633

The ASL-DWA algorithm makes a decision every once in a634

while, and this time interval is called the sampling period.635

At the start time ti of the i-th sampling period, the algorithm636

calculates the scores for several groups of velocities (vi, ωi)637

in the sampling space by formula 24, and selects the combi-638

nation (v, ω) with the highest score as the output, and drives639

the robot to move to the next A sampling time ti+1.640

Fig 11 shows the effect of different sampling periods on641

the path.642

In the figure, the black dot is the starting point, the black643

square is the target point, and the red line is the path.644

When other conditions are the same, the smaller the sam-645

pling period, the more sampling times, that is, the greater646

the amount of computation. At the same time, the too-small647

sampling period is also prone to produce a curved path,648

as shown by circle A in Fig. 11(a). Conversely, the larger the649

sampling period, the smaller the amount of computation. But650

too large a sampling period may make the path change too651

sluggish, as shown by circle B in Figure 11.c. At the same652

time, too large a sampling periodmay also cause troublewhen653

the robot is about to reach the target point, as shown by circle654

C in Fig. 11(c).655

FIGURE 11. The effect of the sampling period on the path.

Considering the kinematic characteristics of the mobile 656

robot, this paper selects T=0.8S. The ideal motion speed 657

of the cleaning robot used is v=25cm/s, and the distance 658

traveled in one sampling period is s=T∗v=20cm. 659

2) SAFE DISTANCE 660

The safety distance means that the robot maintains a suffi- 661

cient distance from the obstacle so that the robot can avoid 662

the obstacle in time. It should be noted that the mentioned 663

obstacles refer to the obstacles in the forward direction of the 664

robot. 665

Fig 12 shows the minimum distance dmin between the 666

robot and the obstacle. 667

dmin can be obtained by Equation 26. 668{
dmin =

√
R2 − (R− 2r)2

R(v/ω)× (180/π)
(26) 669

In the formula, r is the outer radius of the robot, v is 670

the optimal linear velocity, and ω is the maximum angular 671

velocity. For the cleaning robot used in this article: r=17cm, 672

v=25cm/s,ωmax = 40◦/s. Calculation result: dmin=35.8cm. 673

3) PREDICTION PERIOD 674

As shown in Equation 22, the algorithm intervenes in the 675

current speed score by predicting the closest distance between 676

the robot and the obstacle in the next few cycles. 677

The effects of different forecast periods on path planning 678

are shown in Figure 13. In the figure, the black dot is the 679

starting point, the black square is the target point, the red dot 680

is the moving obstacle, and the red line is the path. 681

See Figure 13.a, when the prediction period is 0 or too 682

small, the algorithm may get stuck in a local optimum. 683

See Figure 13.c, when the prediction period is too large, 684

the algorithm may get erroneous results at relatively narrow 685

channels. 686
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FIGURE 12. Safety distance between robot and obstacles.

FIGURE 13. The effect of different Prediction periods on the path.

See Figure 13.b, a suitable prediction period can avoid the687

algorithm from falling into local optima.688

4) SETTING OF σ (D)689

As shown in Equation 24, this paper adaptively adjusts the690

weighting coefficients of the four scores according to the691

distance between the robot and the target point.692

Fig 14 shows the effect of different σ (d) on path planning.693

As shown in Figure 14.a, when the distance d is the694

same, the smaller the µ, the larger the σ (d), and the695

larger the coefficient of the target point heading score.696

At this time, the path may head to the target point697

prematurely.698

As shown in Figure 14.c, the larger the µ, the smaller699

the σ (d), and the smaller the coefficient of the target point700

orientation score. At this time, it may be difficult for the path701

to reach the target point accurately.702

As shown in Figure 14.b, a suitable value of µ can give703

ideal results. This paper takes σ (d)=1/exp(d∗0.12).704

FIGURE 14. The effect of different σ (d) on the path.

E. DISCUSSION 705

1) IMPROVEMENT IN THE CASE WITHOUT UNKNOWN 706

OBSTACLES 707

Figure 15 shows the improvement of the new algorithm on the 708

A-star algorithm in the absence of unknown obstacles. In the 709

figure, the gray area is the known obstacle; the black line 710

is the path obtained by the A-star algorithm, and the arrow 711

indicates the forward direction of the path; the purple line is 712

the path obtained by the new algorithm. 713

Fig 15.a shows the most ideal situation where the robot 714

is on the global path and the robot is oriented in the same 715

direction as the global path is heading. In this case, the path 716

obtained by the new algorithm is the same as the global path 717

obtained by the A-star algorithm. 718

In Fig 15.b, the robot center coincides with the global path, 719

but the robot orientation is not consistent with the global path. 720

At this time, if the global path obtained by A star is followed, 721

the robot needs to stop and rotate in the same direction as the 722

global path. The path obtained by the adaptive weighted score 723

function enables the robot to avoid pauses through arc motion 724

and improve the action efficiency. 725

In Fig 15.c, the robot is located near the turning point of the 726

global path. The forward direction of the global path before 727

the turning is 0◦, the forward direction of the global path after 728

the turning is −45◦, and the robot heading angle is 0◦. If the 729

global path obtained by A star is followed, the robot needs to 730

stop and turn in the same direction as the global path. Driven 731

by the global yaw angle, the new score function obtains a 732

smooth path, which enables the robot to move more smoothly 733

to the global path after turning. 734

2) IMPROVEMENT IN THE CASE WITH UNKNOWN 735

OBSTACLE 736

The robot may encounter unknown obstacles during the 737

movement, which do not appear on the static map. Such as 738

obstructed and undetected obstacles, or changed positions of 739

doors, furniture, people, etc. These unknown obstacles will 740

cause some disturbance to path planning. 741
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FIGURE 15. Improvement in the case without unknown obstacles.

FIGURE 16. Improvement in the case with unknown obstacles.

Fig 16 shows the improvement of the new algorithm to742

the A-star algorithm in the presence of unknown obstacles.743

In the figure, the gray squares are known obstacles, and the744

blue squares are unknown obstacles; the black line is the path745

obtained by the A-star algorithm, and the arrow indicates the746

forward direction of the path; the red x shows that the path747

obtained by the traditional A∗ algorithm will be Unknown748

obstacles interrupt; the purple line is the path obtained by the749

new algorithm.750

In the four cases shown in Fig. 16(a)–(d), if the robot751

follows the global path obtained by A star, the robot will752

collide with the obstacle. In contrast, ASL-DWA gets a path753

to avoid obstacles driven by the new score function, avoiding754

the failure of path planning due to the appearance of unknown755

obstacles.756

3) COMPARISON OF ADAPTIVE COEFFICIENTS AND FIXED757

COEFFICIENTS758

Fig 17 shows a comparison of adaptive weighting coefficients759

with fixed weighting coefficients.760

FIGURE 17. Comparison of adaptive coefficients and fixed coefficients.

In Fig 17.a the three curves marked with τ represent the 761

relationship between the weighting coefficient (1-σ (d))∗τ 762

and the distance corresponding to the global path yaw score 763

when τ = 0.5, 0.4, and 0.3, respectively. The three curves 764

marked with α represent the relationship between the weight- 765

ing coefficient σ (d)∗α corresponding to the target orientation 766

score and the distance when α = 0.8, 0.6, and 0.4, respec- 767

tively. As shown in the figure, when the distance between the 768

robot and the target point is far, the weighting coefficient cor- 769

responding to the target orientation score is very small, while 770

the weighting coefficient corresponding to the global path 771

yaw score is close to τ . As the robot gradually approaches 772

the target point, the weighting coefficient corresponding to 773

the target orientation score gradually increases, while the 774

weighting coefficient corresponding to the global path yaw 775

score gradually decreases. 776

Figure 17.c shows the difference between the adaptively 777

weighted scoring function (Equation 24) and the fixed coef- 778

ficient scoring function (Equation 21) in planning paths under 779

the same environment. At the node shown in Figure 16.b, 780

the robot pose p0 (x0, y0, θ0) = (0, 0, 90), the linear 781

velocity v0 = 30cm/s, and the angular velocity ω0 = 782

0◦/s. Let (α, β, γ, τ ) = (0.4, 0.1, 0.1, 0.4), µ = 0.12. 783

In the speed sampling space, take 3-speed combinations 784

as an example: (v1, ω1) = (30, 40), (v2, ω2) = (30, 0), 785

(v3, ω3) = (30,−40). 786

In the case of using a fixed coefficient score function, 787

the scores corresponding to the 3-speed combinations are 788

obtained by formula 21: s1 = 82.1, s2 = 87.7, s3 = 78.0. 789

It can be seen that (v2, ω2) corresponds to the highest score, 790

and the robot will execute at this speed. The final planned 791

path is shown in the purple circle in Figure 17.c and the path 792

fall into a local optimum. 793

In the case of using the adaptive weighted score function, 794

the scores corresponding to the 3-speed combinations are 795

obtained by formula 24: s1 = 57.1, s2 = 50.0, s3 = 42.8. 796

It can be seen that (v1, ω1) corresponds to the highest score, 797
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and the robot will execute at this speed. The final planned798

path is shown in the blue circle in Figure 17.c and the path799

reach the target smoothly.800

It can be seen from the above analysis that although the801

global path information is added to the scoring function802

with fixed coefficients, it may still fall into the local opti-803

mum, while the scoring function using the adaptive weighting804

mechanism enables the robot to not only follow the guidance805

of the global path but also accurately and quickly. reach the806

target point.807

4) COMPARISON OF NEW SCORING FUNCTION AND808

TRADITIONAL SCORING FUNCTION809

Fig 18 shows a comparison of the adaptive weighted scoring810

function with the traditional scoring function.811

FIGURE 18. Comparison of new scoring function and Traditional scoring
function.

As shown in Fig 18, at the starting point, the robot poses812

p0 (x0, y0, θ0) = (0, 0, 45), the linear velocity v0 = 30cm/s,813

and the angular velocity ω0 = 0◦/s. In the conventional814

score function shown in Equation 13, let (σ , α, β, γ ) =815

(1.0, 0.4, 0.4, 0.2). In the speed sampling space, take 3 speed816

combinations as example: (v1, ω1) = (30, 40) , (v2, ω2) =817

(30, 0), (v3, ω3) = (30,−40). Their corresponding scores are818

obtained by formula 13: s1 = 98.2, s2 = 91.1, s3 = 83.5.819

It can be seen that (v1, ω1) corresponds to the highest score,820

so the robot executes this speed, as shown by the red arrow in821

Figure 18.a, and the final planned path is shown in the purple822

circle in Figure 18.c.823

Similarly, in the new score function shown in Equation 24,824

let (α, β, γ, τ ) = (0.4, 0.1, 0.1, 0.4), and let µ = 0.012 in825

Equation 23. The scores corresponding to the 3-speed com-826

binations are obtained by formula 24: s1 = 42.8, s2 =827

50.1, s3 = 57.1. It can be seen that (v3, ω3) corresponds to828

the highest score, so the robot executes this speed, as shown829

by the red arrow in Figure 18.b, and the final planned path is830

shown in the blue circle in Figure 18.c.831

It can be seen from the above analysis that in the indoor832

environment where the distribution of obstacles is relatively833

dense, the traditional scoring function can easily lead to the834

machine falling into the local optimum and cannot reach the835

target, while the new scoring function can avoid falling into836

the local optimum under the guidance of the global path 837

information. 838

F. ASL-DWA ALGORITHM FLOW 839

The proposed ASL-DWA algorithm flow is shown in 840

Figure 19. 841

FIGURE 19. ASL-DWA algorithm flow.

The algorithm mainly includes the following steps: 842

(1) Run the A∗ algorithm based on the hybrid heuristic 843

function. Within the global static map, search from the start- 844

ing point until the target point is found. The input information 845

at this stage mainly includes the current pose of the robot, the 846

target point, and the global static map. 847

(2) Global path planning. According to the search result of 848

A star, a global path from the out point to the target point is 849

obtained, denoted as Path{p0, . . . , pM }. 850

(3) Calculate the score corresponding to the sampling 851

speed (vi, ωi). Firstly, the global path yaw score, target head- 852

ing angle score, obstacle distance score, and speed score are 853

calculated respectively, and then the final score is obtained 854

according to the adaptive weighted score function. 855

(4) Run ASL-DWA. That is, traverse the entire sampling 856

space to obtain the optimal speed combination (v, ω) as the 857

output result. 858

(5) The robot runs one sampling period with velocity (v,ω). 859

In the above steps, 1 and 2 only need to be executed once, 860

and 3-5 are executed in a loop until the target point is reached. 861

IV. EXPERIMENT AND RESULT ANALYSIS 862

A. COMPARISON OF HYBRID HEURISTIC FUNCTION AND 863

TRADITIONAL HEURISTIC FUNCTION 864

To compare the pathfinding performance of hybrid heuristic 865

functions and four traditional heuristic functions in indoor 866

environments, we test five heuristic functions in three differ- 867

ent environments. 868
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The test environment is shown in Figure 20.869

Fig 20.a1 shows test environment 1, which is a 5m∗14m870

office with 2 rooms, and forms a connected environment871

through doors. Obstacles such as desks, chairs, cartons, etc.872

exist in the environment. Fig 20.a2 shows test environment 2,873

which is a 12m∗10m apartment and consists of a living room,874

a bedroom, a kitchen, a bathroom, and a balcony, and there is875

a corridor between the room and the living room. Fig 20.a3876

shows test environment 3, which is a home environment with877

a living room, two rooms, a kitchen, a bathroom, and two878

balconies.879

Figure 20.b1-b3 are the grid maps obtained by the cleaning880

robot in the three environments. Each grid in the figure corre-881

sponds to an area of 5cm∗5cm. The black part is the obstacle,882

the cyan part is the passable area, and the silver part is the883

unknown area. The green part is the early warning area, that884

is, although there are no obstacles in this area, the center of885

the machine cannot reach these areas due to the limitation of886

the robot’s overall size and safety distance.887

FIGURE 20. Test environments and maps.

There are some incomplete detection parts in the map, this888

is due to a) There is a height difference between the ground889

of the kitchen, balcony, bathroom, and other environments890

and the ground of other rooms, the cleaning robot will not891

enter these areas to avoid being trapped; b) There are areas892

that won’t completely block the laser detection signal, but893

the robot can’t pass through, such as areas cut off by chairs,894

or narrow passages between beds and cabinets.895

We test the heuristic function in two different situations:896

the case where the starting point and the target point are in897

the same room and the case where the starting point and the898

target point are in different rooms.899

1) THE STARTING POINT AND THE TARGET POINT ARE IN 900

THE SAME ROOM 901

Fig 21 shows the search results of five heuristic functions in 902

three maps when the starting point and the target point are 903

in the same room. In the figure, the black dot is the starting 904

point, the black square is the target point, and the orange area 905

is the node to which the algorithm is extended. 906

As shown in Figure 21, when the starting point and the 907

target point are in the same room, there are relatively few 908

obstacles between the two points, and the five heuristic func- 909

tions can reach the target point with a relatively small search 910

area. 911

FIGURE 21. Search results for five heuristics (points in the same room).

The number of search nodes for the five heuristic functions 912

is shown in Table 2. 913

TABLE 2. The number of search nodes (points in the same room).

As shown in Table 2, compared with the heuristic function 914

based on Chebyshev distance, the proposed hybrid heuristic 915

function reduces the number of nodes in the three maps by 916

25.17%, 26.5%, and 16.6% respectively, with an average 917

reduction of 22.7%. Compared with the heuristic function 918

based onManhattan distance, the number of nodes is reduced 919

by 29.6%, 18.8%, and 1.6%, and the average is 16.7; com- 920

pared with the heuristic function based on diagonal distance, 921

the number of nodes is reduced by 16.5%, 13.7 %, -3%, 922

an average reduction of 9%; compared with the heuristic 923

function based on Euclidean distance, the number of nodes 924
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is reduced by 13.4%, 11%, -2.4%, and an average reduction925

of 7.3%.926

2) THE STARTING POINT AND THE TARGET POINT ARE IN927

DIFFERENT ROOMS928

Fig 22 shows the search results of five heuristic functions in929

three maps when the starting point and the target point are in930

different rooms.931

FIGURE 22. Search results for five heuristics (points in different rooms).

As shown in Figure 22, when the starting point and the932

target point are in different rooms, there are relatively many933

obstacles between the two points, and the heuristic function934

needs a large search area to reach the target point.935

Table 3 shows the number of search nodes for the five936

heuristic functions in the three grid maps.937

TABLE 3. The number of search nodes (points in different rooms).

As shown in Table 3, compared with the heuristic func-938

tion based on the Kichebyshev distance, the proposed hybrid939

heuristic function reduces the number of search nodes in the940

three maps by 25.5%, 36.8%, and 32.4% respectively, with941

an average reduction of 31.5%; Compared with the heuristic942

function based on the distance, the search nodes are reduced943

by 16.1%, 24.5%, and 52.2%, respectively, with an average944

reduction of 30.9%; compared with the heuristic function945

based on the diagonal distance, the search nodes are reduced946

by 24.6%, 26.9%, and 31.4% %, an average reduction of947

27.6%; compared with the Euclidean distance-based heuristic948

function, the search nodes are reduced by 23.9%, 18%, and 949

32.8%, respectively, with an average reduction of 24.9%. 950

B. COMPARISON OF ASL-DWA AND TRADITIONAL A-STAR 951

ALGORITHM 952

We use several indicators to quantify the pathfinding effect of 953

the algorithm: the number of static times, the rotation angle 954

in situ, the path length, the movement time, and whether the 955

target is reached. 956

Static times refer to the number of times the robot stops 957

moving, which is recorded as Nstatic. 958

The in-situ rotation angle refers to the rotation angle of the 959

robot around the center of the machine, denoted as Aturn. 960

The path length refers to the movement distance of the 961

robot from the starting point to the target point, denoted as 962

Lpath. To simplify the calculation, we store the path as N 963

discrete points at certain distance intervals. The path length 964

can be obtained by Equation 27. 965

Lpath =
∑N−1

i=1

√
(xi+1 − xi)2 + (yi+1 − yi)2 (27) 966

Among them, N is the number of points, and (xi, yi) is the 967

coordinates of the i-th point on the path. 968

Movement time refers to the time taken by the robot 969

to move from the starting point to the target point, which 970

is recorded as Tmove. Its calculation method is shown in 971

Equation 28. 972

Tmove =
∑M

i=1
si/vi + Nstatic × tstatic + Aturn/ωturn (28) 973

Among them, si is the arc length of the robot in the i-th 974

sampling period, vi is the linear velocity of the robot in 975

the i-th sampling period, and M is the number of sampling 976

periods. For the traditional A∗ algorithm, the linear speed 977

of the robot is v=25cm/s. For the ASL-DWA algorithm, the 978

optimal linear speed of the robot is also 25cm/s, but the actual 979

movement speed is determined by the real-time calculation 980

results. Nstatic is the number of times the robot stops, and tstatic 981

is the time for each stop. Taking into account the braking time, 982

the elimination of inertia time, and other factors, the stopping 983

time of the robot is tstatic = 500ms. Aturn is the angle which 984

the robot turns around its center. ωturn is the angular velocity 985

when rotating in place, and the angular velocity of the robot 986

rotating in place is ω = 40◦/S. 987

To compare the pathfinding effect of the ASL-DWA algo- 988

rithm and the traditional A-star algorithm, we tested both 989

algorithms in the three environments shown in Figure 20. 990

1) THE CASE WITHOUT UNKNOWN OBSTACLES 991

In the absence of unknown obstacles, the real-time map 992

during robot movement is the same as the static map used 993

in A-star path planning. The path planning results of the 994

traditional A-star algorithm and the proposed ASL-DWA 995

algorithm in three environments are shown in Figure 23. 996

In the figure, the black dot is the starting point, the black 997

square is the target point, the blue line is the path obtained by 998
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FIGURE 23. Comparison of ASL-DWA and traditional A star (without
unknown obstacles).

the traditional A-star algorithm, and the red line is the path999

obtained by the ASL-DWA algorithm.1000

As shown in the figure, both algorithms can reach the target1001

point, but the path of the traditional A-star algorithm has1002

many polylines, while the path of ASL-DWA is smoother and1003

avoids the polyline path.1004

The parameters of the paths obtained by the two algorithms1005

are shown in Table 4.1006

TABLE 4. Comparison of ASL-DWA and traditional A star (without
unknown obstacles).

As shown in Table 4, there are many polylines in the path1007

obtained by the A-star algorithm, and the robot needs to stop1008

at these places, and then rotate around the robot center at a1009

certain angle, and then continue to move along the next path.1010

In contrast, ASL-DWA avoids the stationary and in-situ rota-1011

tion of the robot, thereby reducing the action time. ASL-DWA1012

reduces the movement time of the robot in the three maps by1013

38.8%, 37.4%, and 36.1%, respectively.1014

2) THE CASE WITH UNKNOWN OBSTACLES1015

In the case of unknown obstacles, the path planning results of1016

the proposed ASL-DWA algorithm and other algorithms are1017

shown in Figure 24.1018

In the figure, the black dots represent the starting point,1019

the black squares represent the target points, and the red dots1020

represent unknown obstacles. The red line is the walking path1021

FIGURE 24. Comparison of new algorithm and other algorithms (with
unknown obstacles).

of the mobile robot when using ASL-DWA and the blue line 1022

is the walking path using other algorithms. 1023

As shown in Fig 24.a-c, when there are unknown obstacles 1024

near the global path, traditional algorithms cannot guide the 1025

robot to avoid these obstacles, resulting in an early stop of the 1026

path planning. 1027

As shown in Fig 24.d, when the ASL-DWA algorithm is 1028

adopted, the robot can avoid moving obstacles and reach the 1029

target smoothly. 1030

The parameters of the paths obtained by the two algorithms 1031

are shown in Table 5. 1032
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FIGURE 25. Comparison of ASL-DWA and other algorithms.

C. COMPARISON OF ASL-DWA WITH OTHER METHODS1033

To illustrate the effectiveness of ASL-DWA, we compare1034

ASL-DWA with several other algorithms, including A-star,1035

Bidirectional A-star [11], and Geometric A-star [18].1036

The path planning results of several algorithms in three1037

environments are shown in Figure 25. In the figure, the green1038

and blue areas are the nodes searched by the algorithm, and1039

the red line is the path obtained by the algorithm.1040

Table 6 shows the parameters of the paths obtained by1041

several algorithms.1042

As shown in Table 6, the proposed ASL-DWA algorithm1043

reduces the number of nodes searched in all three environ-1044

ments and reduces the movement time of the machine from1045

the starting point to the target point. Further, ASL-DWA can1046

guide the machine to avoid unknown obstacles, while the1047

other three algorithms cannot avoid unknown obstacles.1048

TABLE 5. Comparison of ASL-DWA and other algorithms (with unknown
obstacles).

TABLE 6. Comparison of ASL-DWA and other algorithms.

V. CONCLUSION 1049

This paper introduces a new path planning algorithm called 1050

the ASL-DWA algorithm. It is suitable for indoor cleaning 1051

robots, which can reduce the number of search nodes of 1052

the traditional A∗ algorithm, eliminate polyline paths, guide 1053

robots to avoid unknown obstacles, and avoid falling into 1054

local optimum. Experiments show that the proposed ASL- 1055

DWA algorithm has obvious advantages compared with other 1056

algorithms. 1057

There are several directions for future work. (1) In the 1058

indoor environment, not all of the ground is on one plane, 1059

and the path planning based on 3D sensor information is a 1060

direction worthy of research. (2) The working goal of the 1061

cleaning robot is to achieve full coverage of the working 1062

environment. How to combine the coverage algorithm with 1063

the path planning algorithm will be an interesting topic; 1064

(3) Multi-machine collaboration can make the cleaning robot 1065

work more efficiently, Research in this area is a hot topic. 1066
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