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ABSTRACT Perceptual video quality considerably affects the quality of experience (QoE) of watching
television (TV) broadcasts. Viewing conditions, such as the screen size and viewing distance, impact
the perceived quality. We performed subjective evaluation experiments on 8K (7,680 × 4,320) ultra-high
definition (UHD) compressed videos under seven viewing conditions (combinations of 31.5-, 55-, and
85-inch displays and 0.75, 1.5, and 3.0 H (times of screen height) of viewing distance). Distorted videos
compressed by the versatile video coding (VVC)/H.266 were used in four types of encoding resolution, from
2K (1,920 × 1,080) to 8K, at a wide bitrate settings range of 3–80 Mbps. We derived a simple regression
equation predicting the mean opinion score (MOS) using the hierarchical linear model (HLM), investigating
the factors influencing subjective video quality. In this equation, MOS is expressed as a linear combination
of terms including intercept and bitrate associated with sequence and encoding resolution, screen size, and
viewing distance; it indicates that the smaller the screen, or the further the viewing distance, the fewer artifacts
are perceived, as following empirical rules. Furthermore, we confirmed that the derived model is accurate
as the Pearson linear and Spearman rank order correlation coefficients between predicted and actual MOS
values were more than 0.97.
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INDEX TERMS 8K ultra-high definition television (UHDTV), hierarchical linear model (HLM), subjective
evaluations, versatile video coding (VVC)/H.266, video quality assessments, viewing conditions.

I. INTRODUCTION17

Ultra-high definition television (UHDTV) systems [1]18

are gradually becoming popular, as indicated by 4K19

(3,840×2,160) and 8K (7,680×4,320) satellite broadcasting20

in Japan [2] from 2018. In this first 8K broadcasting21

service, 8K 59.94-Hz (60-Hz) videos have been com-22

pressed in 85 Mbps using the high efficiency video coding23

(HEVC)/H.265 [3]. Meanwhile, the versatile video coding24

(VVC)/H.266 [4] was standardized in 2020 as the subsequent25

video coding scheme of HEVC. Bonnineau et al. [5] con-26

ducted subjective assessments on both 8K HEVC and VVC27

encoded videos and reported that VVC exhibits an average28

The associate editor coordinating the review of this manuscript and

approving it for publication was Diego Bellan .

of approximately 41% of bitrate reduction over HEVC for 29

the same visual quality. Thus, VVC can become a dominant 30

technique for delivering high-quality UHD videos at consid- 31

erably lower bandwidth, such as terrestrial transmission. 32

When watching television (TV) broadcasts, the perceived 33

video quality significantly impacts the quality of experience 34

(QoE) [6]. For the video quality assessments on practical 35

broadcasting, it is necessary to consider a video degrada- 36

tion level caused by compression because video coding is 37

inevitably applied, and the target bitrates differ depending 38

on the transmission paths (e.g., satellite, terrestrial, the Inter- 39

net). Several models have been proposed to predict the per- 40

ceptual quality of compressed videos, designed to be well 41

correlated to the subjective evaluation results. ITU-T Rec. 42

P.1204 [7], the following standard of P.1203.1 [8], prescribes 43
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three models (P.1204.3, 4, and 5) that support up to 4K44

HEVC videos. These models assume two types of view-45

ing conditions: one is for personal computers or TVs with46

24–100 inches screen size at 1.5–3 H (times of screen height)47

viewing distance, and another is for mobiles or tablets with48

screens less than 13 inches at 4–6 H. Fremerey et al. [9]49

proposed a model for 360◦ compressed videos up to 8K50

watching on a head-mounted display (HMD). Notably, VVC,51

the latest video coding standard, was not yet considered in52

these aforementioned models.53

Viewers watch TV under diverse viewing circumstances,54

affecting the perceived video quality. The subjective quality55

of compressed videos under various viewing distances and56

screen sizes has been studied [10], [11], [12]. Moreover,57

we empirically learned that fewer artifacts are observed with58

a smaller screen or further viewing distance. However, such59

studies are yet to be performed on 8K videos, whose optimal60

viewing distance is 0.75 H [13] for an immersive experience.61

For example, Bonnineau et al. [5] conducted subjective eval-62

uations on 8K VVC encoded videos with only one condition,63

using an 85-inch 8K TV and viewing at the optimal viewing64

distance.65

We performed subjective evaluation experiments on 8K66

VVC encoded videos under seven viewing conditions (com-67

binations of three types of screen sizes and three types of68

viewing distances). We analyzed the experimental results69

using a statistical model to clarify factors that affect subjec-70

tive visual quality.71

The rest of the paper is organized as follows. Section II72

explains the subjective evaluation experiments on 8K videos.73

We detail the experimental results in Section III and discuss74

the results in Section IV. We derive a statistical model based75

on the subjective results in Section V and discuss the model76

in Section VI.77

II. 8K SUBJECTIVE EVALUATION EXPERIMENTS78

A. TEST VIDEOS79

Four 8K 60 fps progressive (60p) BT.2020 [1] video80

sequences were selected from UHD/wide-color-gamut81

(WCG) standard test sequences - Series A1 (the River,82

JapaneseMaple, and LayeredKimono sequences) and B2 (the83

Marathon(start) sequence). The duration of the sequences84

was originally 15 s (900 frames), and we used 6 s (36085

frames) for the experiments. Fig. 1 illustrates each sequence’s86

thumbnail image (the first frame of the 6 s).87

Their spatio-temporal characteristics determined the selec-88

tion to ensure widely spread features. Fig. 2 details the mean89

spatial and temporal perceptual information (SI and TI) [13]90

that approximate each sequence’s spatial and temporal com-91

plexity. We converted the 8K sequences from RGB 4:4:492

12 bits to the encoder input format YCbCr 4:2:0 10 bits and93

calculated the SI and TI values from the 10-bit Y component.94

1https://www.ite.or.jp/content/test-materials/uhdtv_a/
2https://www.ite.or.jp/content/test-materials/uhdtv_b/

FIGURE 1. Thumbnail images of the four test sequences.

FIGURE 2. Spatial-temporal perceptual information of the four test
sequences.

TABLE 1. Encoding conditions.

We compressed the 8K sequences usingVVC encoder soft- 95

ware in a broadcasting set. We down-converted the 8K videos 96

to 2K (1,920×1,080), 4K, and 6K (5,760×3,240) spatial 97

resolutions with the same 60 Hz temporal framerate to gen- 98

erate distorted videos. For all the down- and up-conversion 99
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TABLE 2. Actual bitrates and QP settings for test videos.

processes, the Lanczos-3 filter [14] using FFmpeg3 was100

applied according to previous studies [5], [15]. Next, we load101

the down-converted and 8K original videos to the encoder.102

The encoding conditions are presented in Table 1. With the103

random access configuration, the group of picture (GOP) size104

was set at 16, and intra pictures were inserted every 32 frames105

(approximately 0.5 s).106

The target bitrates were determined based on the lower107

threshold of the broadcasting service’s required bitrate using108

HEVC: 10, 30, and 80 Mbps for 2K, 4K, and 8K videos,109

respectively [17]. Next, we estimated the bitrate for 6K videos110

as 60 Mbps, slightly higher than the mean of 4K and 8K, and111

30, 50, 70, and 100% of the lower required bitrate for each112

encoding resolution were considered as the target bitrates in113

the experiment. We adjusted a quantization parameter (QP)114

value to be the closest bitrate to each target with a fixed115

QP setting. The actual bitrates and QP values are shown116

in Table 2. A previous study on 8K subjective evaluations117

revealed that VVC exhibits an average of approximately 41%118

of bitrate reduction over HEVC for the same visual qual-119

ity [5]. Therefore, we considered that target bitrates widely120

cover video quality from low to high in this range.121

We generated 16 encoded videos per sequence and122

up-converted 2K, 4K, and 6K compressed videos to 8K.123

In addition to the compressed videos, we prepared four124

uncompressed videos per sequence, one being the original 8K125

video. The other three were 8K videos that were up-converted126

from the 2K, 4K, and 6K down-converted original videos,127

referred to as 2K, 4K, and 6K original videos, respectively.128

B. SUBJECTIVE EVALUATION EXPERIMENTS129

1) VIEWING CONDITIONS130

We equipped an 8K uncompressed recorder for the exper-131

iments that stored the test videos and three distinct (31.5,132

55, and 85-inch) 8K liquid crystal display (LCD) monitors.133

Before the experiments, the luminance, white point of D65,134

and contrast of the displays were adjusted using a color lumi-135

nance meter while presenting the PLUGE signal [18]. The136

peak luminance was set to 100 cd/m2, which is a professional137

setting for standard dynamic range (SDR) videos [19].138

We set seven viewing conditions to investigate differ-139

ences in the perception of video quality with the monitor140

size and viewing distance, as presented in Table 3. Regard-141

ing the viewing distance, 0.75, 1.5, and 3.0 H represent142

the optimal viewing distance for 8K, 4K, and 2K videos,143

3https://ffmpeg.org/

TABLE 3. Seven experimental viewing conditions.

respectively [13]. A viewing point was set for a subject sitting 144

on a chair directly in front of each screen. 145

2) EVALUATION METHOD 146

Subjective evaluation experiments were performed using 147

the single-stimulus (SS) method prescribed in ITU-R Rec. 148

BT.500 [13]. An equivalent method called absolute category 149

rating (ACR) is defined in ITU-TRec. P.913 [20].We selected 150

the SS method because it is practically appropriate. When 151

watching TV programs, a compressed video is solely dis- 152

played, but the uncompressed reference video is not pre- 153

sented. In the experiments, mid-gray with a video number 154

(1 s), a test video (6 s), and mid-gray with ‘‘VOTE’’ (3 s) 155

were presented, and subjects graded the video quality at a 156

five-Likert scale (5, Excellent; 4, Good; 3, Fair; 2, Poor; 1, 157

Bad) by the end of the display of ‘‘VOTE.’’ 158

First, each subject signed a consent form after receiving 159

the experimental overview information. A verbal instruc- 160

tion based on a sample instruction for ACR described in 161

Appendix II of P.913 was provided. Subjects were encour- 162

aged (1) to evaluate a part in front of them, (2) carefully 163

observe the entire clip before judging, (3) rate the general 164

quality of the video rather than the content, and (4) frankly 165

answer a query on video quality when they saw this clip on a 166

TV screen. 167

Subsequently, a training session was conducted, includ- 168

ing the highest and lowest quality 8K compressed 169

videos. Subjects evaluated five test items generated from 170

three sequences that differed from those introduced in 171

Section II-A, namely, the SteelPlant, Festival, and Water 172

polo(scrolling text) sequences from the UHD/WCG test 173

sequences A and B. 174

Eighteen video experts familiar with 8K videos for 175

research purposes participated in the evaluations. Each 176

of them assessed a 13-min session consisting of 80 test 177

videos ((16 compressed + 4 uncompressed videos)×4 178

sequences) under seven viewing conditions. Two sessions 179

were conducted simultaneously to relieve subjects’ fatigue 180

and increase the convenience of the executions, and observers 181
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FIGURE 3. Correlation coefficients for 18 subjects.

took at least a 30-min rest before the following sessions. Con-182

sidering the order effect, we prepared four types of playlists183

with distinct order of the test videos and randomly played184

one of the four for each session. Furthermore, each subject185

observed the test videos in a different order of the viewing186

conditions.187

III. EXPERIMENTAL RESULTS188

A. SCREENING OF SUBJECTS189

A screening method described in BT.500-14 [13]190

section A7-5.3 was applied. In this method, the rejection191

threshold was determined based on the Pearson linear cor-192

relation coefficient (PLCC) and the Spearman rank order193

correlation coefficient (SRCC) between individual scores and194

the mean scores of all 18 subjects for all 560 items (80 test195

videos × seven viewing conditions). Fig. 3 is the scatter196

plot of PLCCs and SRCCs of the 18 evaluators, distributed197

between 0.80 and 0.95. Because all the CCs are more sig-198

nificant than 0.70, the maximum correlation threshold of the199

SS method, no outlier was detected. Thus, all experimental200

results were used in the following sections.201

B. SUBJECTIVE EVALUATION RESULTS202

The mean opinion score (MOS), a subjective quality, was203

calculated from the results of 18 viewers. The four graphs204

in Fig. 4 denote the MOS values for each test sequence. The205

horizontal axis revealed the encoding resolution and bitrate206

in Mbps or the original video described as ‘‘ori.’’ The marker207

shapes indicate the screen sizes: triangle, diamond, and circle208

markers correspond to 31.5, 55, and 85 inches, respectively.209

The line shapes express the viewing distances: 0.75, 1.5, and210

3.0 H are represented by the dotted, dashed, and solid lines,211

respectively. The error bars denote a 95% confidence interval212

(CI) using Student’s t-distribution. The graph legends are213

sorted in the descending order of the viewing distance and the214

screen size ascending order, roughly the descending order of215

MOS values.216

Tables 4, 5, and 6 reveal the PLCC, SRCC, and the root-217

mean-square error (RMSE) between each combination of the218

seven types of viewing conditions, respectively.219

TABLE 4. PLCC between each combination of viewing conditions.

TABLE 5. SRCC between each combination of viewing conditions.

TABLE 6. RMSE between each combination of viewing conditions.

C. OBJECTIVE QUALITY METRICS 220

Four standard objective quality metrics, namely, peak signal- 221

to-noise ratio (PSNR), structure similarity index (SSIM) [21], 222

multi-scale SSIM (MS-SSIM) [22], and video multimethod 223

assessment fusion (VMAF) [23], were considered for com- 224

pressed videos (64 videos per viewing condition) and com- 225

pared to the subjective evaluation results. For the compu- 226

tations, we used VMAF v2.3.04 (October 2021) and the 227

v.0.6.1 model, intended for 2K videos. Since all the four met- 228

rics are full reference, loading both reference and distorted 229

images is necessary for the calculations. We used the 8K 230

original videos as a reference input of the metrics. 231

The performance of the objective metrics was evaluated 232

similarly to previous related studies [5], [24]. The consis- 233

tency between the metric values and the subjective evaluation 234

results was investigated by the logistic curve fitting based on 235

the least square method as follows: 236

ŷ = a+
b

1+ exp(−c(x − d))
, (1) 237

where x and ŷ denote the objective metric value and the pre- 238

dicted MOS, respectively. The true MOS y corresponding to 239

x was obtained from the subjective evaluation. The variables 240

4https://github.com/Netflix/vmaf
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FIGURE 4. Subjective evaluation results for each sequence.

a, b, c, and d are selected to minimize
∑

i(yi − ŷi)2 for all241

items i.242

We assessed the performance in terms of PLCC, SRCC, 243

and RMSE concerning the corresponding relationship 244
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TABLE 7. Correlations and RMSEs to objective quality metrics.

between yi and ŷi. Furthermore, we calculated the245

epsilon-insensitive RMSE (RMSE*) [25], which considers246

a 95% CI of MOS shown as the error bar in Fig. 4. The error247

between ŷ and y will become zero if ŷ is within the 95%248

CI of MOS y. PLCC, SRCC, and RMSEs measure linearity,249

monotonicity, and accuracy, respectively. The CCs should250

be 1, whereas the RMSEs should be 0.251

We calculated the performance results of the metrics as252

presented in Table 7. As subjective evaluation was conducted253

under the seven viewing conditions, seven MOS values were254

obtained for each test video. The viewing conditions are255

sorted in the same order as that of Fig. 4. The figures in bold256

and italic indicated the best and worst results in the seven257

conditions, respectively.258

IV. DISCUSSION ON EXPERIMENTAL RESULTS259

A. SUBJECTIVE EVALUATION RESULTS260

The experimental results in Fig. 4 and Table 6 exhibited261

a trend that complies with empirical rules. The MOS is262

increasing with the viewing distance for the same screen size263

and is decreasing with the screen size for the same viewing264

distance. Furthermore, the high SRCCs (0.938 or greater) in265

Table 5 imply the magnitude relationship of MOS is nearly266

consistent for each viewing condition.267

To investigate comprehensively, we plotted a bitrate ladder268

in Fig. 5 for each sequence at the lowest MOS case with269

0.75 H of 85 inches. In the graphs, the blue, red, green, and270

purple circle points indicate the MOS values for the 2K, 4K,271

6K, and 8K encoding resolutions at actual bitrates, respec-272

tively. The error bars denote a 95% CI using the Student’s273

t-distribution. The dashed lines in the same colors correspond274

to the MOS values of the original videos for each spatial275

resolution.276

The graphs revealed encoding resolution changes affect277

the perceived video quality and depend on sequences. For278

instance, for all four sequences, the MOS on the 2K original279

video in the blue dashed line is less than 3; thus, 2 (Poor)280

or 1 (Bad) was graded by some evaluators. Among them, the281

LayeredKimono sequence in Fig. 5 (c) is peculiar. Overall,282

the encoding complexity of this sequence is low as MOS283

values on 4K, 6K, and 8K encoding resolutions are more284

FIGURE 5. Bitrate ladder for each sequence at 85-0.75 H.

than 4 (the MOS for the 4K original video equals 6K). How- 285

ever, the MOS values drastically decreased on 2K, even in 286

the originally uncompressed video. Observers perceived the 287

aliasing on diagonal edges annoying, which is associated with 288
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FIGURE 6. Score distribution per MOS.

the down-conversion process from 8K to 2K. Furthermore,289

the down-conversion filter could be improved.290

In VVC, adaptive resolution change (ARC), which291

includes reference picture resampling (RPR), allowing the292

spatial resolution of intra- and inter-coded pictures to change,293

has been newly adopted. This technique can effectively294

improve coding efficiency [26]. For example, at bitrates295

between 4K, 6K, and 8K encoding resolutions (20–60Mbps),296

no significant difference between the experimental results297

was observed for all sequences (see Fig. 5). In contrast,298

as mentioned previously, the LayeredKimono sequence at 2K299

exhibited poor results. Such findings should help determine300

an appropriate spatial resolution for ARC at a target bitrate.301

B. SCORE DISTRIBUTION302

Subjective assessments on 8K compressed videos have typ-303

ically been conducted using a double-stimulus method [5],304

[17], [27]. For example, in the double-stimulus impairment305

scale (DSIS) method [13], a test image is presented after306

the corresponding reference image, and subjects evaluate the307

fidelity of the test image relative to the reference by using308

a five-Likert scale. In contrast, we adopted the SS method309

described in Section II-B. Thus, we anticipated expert view-310

ers familiar with the DSIS method to grade a score with a dis-311

tinct tendency when using the SS method. We hypothesized312

that they hardly choose ‘‘3,’’ which denotes ‘‘Fair,’’ because313

of the difficulty in grading at an absolute scale.314

We investigated the distribution of the scores as in our315

previous studies [27], [28] to verify the assumption. Fig. 6316

presents the relationship between theMOS values (horizontal317

axis) and the percentages of scores (vertical axis).318

From left to right, the circles in blue, red, green, and purple319

correspond to the score ranges of 2 or greater (2–5), 3 or320

greater (3–5), 4 or greater (4–5), and 5, respectively. The321

dotted line indicates the fitted curve of a logistic function for322

each score range using the least-squares method:323

ŷX =
1

1+ exp(−aX (x − bX ))
, (2)324

TABLE 8. Variables of the logistic functions (2).

where x and ŷX denote a MOS value and a predicted pro- 325

portion of scores X or greater, respectively. The actual pro- 326

portion yX corresponding to x is plotted as a circle in the 327

graph. The variables aX and bX are selected to minimize 328∑
all conditions i(yXi − ŷXi)2: aX determines the distribution 329

width of the scores, whereas bX indicates the MOS value that 330

results in ŷX = 0.5. Table 8 shows the specific values of the 331

variables aX and bX , X = 3 − 5. For comparison, we also 332

arranged those of the DSIS case from our previous study [27] 333

in the table. We did not show the values for X = 2 because 334

of the lack of MOS values less than 2 in the DSIS case, and 335

more than half of the evaluators overlapped in the two exper- 336

iments. The values in Table 8 revealed that the distributions 337

of scores 3–5 are like one another, which is contrary to our 338

prediction. 339

Recently, Pinson [29] proposed 1SCI , a novel method for 340

measuring the precision of subjective tests. In this method, 341

for each pair of stimuli A and B, the absolute difference of 342

MOS 1S (i.e., 1S = |MOS(A) − MOS(B)|) is measured, 343

and a Student’s paired t-test is conducted between individual 344

scores of A and B at a 95% confidence level. Then, bin 345

1S by 0.1 MOS intervals (0 to 0.05, 0.1 ± 0.05, 0.2 ± 346

0.05, . . . ) and compute π , the percentage of pairs A and B 347

that show the statistical difference. 1SCI is defined as the 348

1S that comes closest to producing π = 95%. Through the 349

investigations over various datasets mostly evaluated by non- 350

experts, 1SCI = 0.5 for 24 subjects and 1SCI = 0.7 for 351

15 subjects when the 5-level ACR scale was used. As our 352

previous studies indicated that expert results differ from those 353

of non-experts [27], [28], we calculated π for each 0.1 of1S 354

using our results obtained from 18 video experts: π = 88% 355

for 1S = 0.6 and π = 98% for 1S = 0.7. For comparison, 356

we randomly selected 15 subjects from the 18 subjects and 357

calculated the mean π of 100 trials: π = 92% for 1S = 358

0.7; and π = 98% for 1S = 0.8. We confirmed that our 359

experimental results follow the existing 1SCI rule. 360

C. OBJECTIVE QUALITY METRICS 361

As presented in Table 7, theMOS values of 85-3.0H exhibited 362

the best correlations with the four objective quality metrics 363

among the seven viewing conditions, and the results in the 364

viewing conditions with 0.75 H were inferior to others. This 365

phenomenon could be attributed to the following reasons. (1) 366

We applied the VMAF 2Kmodel trained by subjective evalu- 367

ation results observed from the viewing distance of 3 H [23], 368

and (2) the viewing distance of a dataset used to determine the 369

parameters of MS-SSIM was 32 pixels per degree of visual 370

angle [22], which should be more than 3 H considering the 371

test patches were 64 × 64 pixels. 372
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TABLE 9. Explanatory variables considered for the MOS modeling.

These findings proved the necessity of objective quality373

metrics suited to 8K observed from a viewing distance of374

0.75 H. For example, the VMAF 4K model, which predicts375

the subjective quality of video displayed on a 4K TV and376

viewed from 1.5 H, was developed [30]. Such an approach377

can be a solution.378

V. STATISTICAL MODELING OF MOS379

A. HIERARCHICAL LINEAR MODEL380

We conducted a regression analysis using the hierarchical381

linear model (HLM) [31] to investigate factors that affect the382

MOS values on compressed videos. This is also called the383

multi-level and mixed model, which can treat nested struc-384

ture data (e.g., students within classrooms within schools).385

Although such a model is a standard method in psychology386

or sociology, it is typically not applied to analyze subjective387

assessments, as pointed out in a previous related study [32].388

Conventionally, the general linear model, including t-test,389

F-test, and analysis of variance (ANOVA), has been used390

for statistical analyses on subjective evaluation results. For391

example, in a simple linear regression (3), the error term εi392

is assumed independent, and each sample is uncorrelated to393

others.394

Y = β0 + β1xi + εi. (3)395

However, nested data can stray from this independent396

assumption because samples in a group (for example, stu-397

dents in the same school)may have a similar tendency. In such398

a case, HLM is appropriate, but the general linear model is399

not suitable. HLM is applicable to analyze MOS values on400

compressed videos, which should be varied depending on401

sequences, encoding conditions, and subjects [32], [33].402

B. MODEL DERIVATION403

We considered five parameters for the modeling, as presented404

in Table 9 as explanatory variables of MOS. The above405

three are video coding conditions, and the following two are406

viewing conditions.407

In a regression model using HLM, regression coefficients408

can be expressed as a summation of fixed and random effects.409

The fixed effect denotes the expected value calculated from410

all data. The random effect differs from a fixed effect and411

varies with groups (e.g., sequences) or individuals.412

Firstly, we focused on the relationship between MOS413

and bitrate. MOS enlarges with the increasing bitrate. Sec-414

ondly, to investigate the necessity of HLM, we calculated415

TABLE 10. ICC results.

the intra-class correlation coefficient (ICC) that measures 416

the similarity within a group for the rest of the considered 417

variables in Table 9. Equation (4) is the definition of ICC, 418

where σ 2
b and σ 2

w is the between-group and within-group 419

variances, respectively. 420

ICC =
σ 2
b

σ 2
b + σ

2
w
. (4) 421

As denoted in Table 10, the ICCs of the encoding condi- 422

tions (sequence and encoding resolution) were more signif- 423

icant than those of the viewing conditions (screen size and 424

viewing distance). Thus, we applied HLM to the encoding 425

but not the viewing conditions. 426

We studied several candidate models using R5 ver.4.1.3 427

(March 2022) and selected a simple yet sufficient perfor- 428

mance model. The performance was measured by a good- 429

ness of fit in terms of Akaike’s information criterion (AIC), 430

Bayesian information criterion (BIC), and log-likelihood 431

(logLik). Appendix A outlines details of the candidatemodels 432

and their performance. 433

Equation (5) detailed the derived model in Wilkinson nota- 434

tion. In the formula, the MOS value on the left-hand side 435

is defined as a linear combination of intercept (denoted as 436

‘‘1’’), bitrate (br), the screen size (inch), and viewing distance 437

(dist). Furthermore, HLM is applied to the left-hand side 438

of the parenthesized terms, intercept and bitrate, and the 439

variances separated by ‘‘/’’ after ‘‘|’’ indicate levels: a level 440

of resolution (res) under that of sequence (seq) exists. 441

MOS ∼ 1+ br+ inch+ dist+ (1+ br|seq/res). (5) 442

Equation (6) describes the specific regression formula of 443

our model for estimating the MOS value for bitrate i, screen 444

size j, and viewing distance k . 445

MOSijk = β0 + β1i− 0.005j+ 0.332dk,D2 + 0.899dk,D3. 446

(6) 447

Here, we explain the terms on the right-hand side of (6) 448

from left to right. Table 11 details the specific values of β0 and 449

β1, which are the intercept and the slope of bitrate i, respec- 450

tively. In this model, β0 and β1 resulted in distinct values 451

depending on the sequence (seq) and encoding resolution 452

(res) because these were separately derived as the fixed effect 453

and the two types of the random effect that vary with seq and 454

res in seq (denoted as res:seq). We provided specific values 455

for the fixed and random effects in Appendix B, and the 456

5https://www.R-project.org/
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TABLE 11. Specific values of β0 and β1 in (6).

FIGURE 7. Relationship between predicted score and MOS.

figures in Table 11 were their summation. The bitrate i was457

centralized at 30 Mbps, e.g., i = −5, 0, and 10 correspond to458

25, 30, and 40 Mbps, respectively.459

Regarding the terms related to the viewing conditions,460

the screen size j was centralized at 55 inches. The viewing461

distance k was considered as a categorical value: D1, D2, and462

D3 are compatible with 0.75, 1.5, and 3.0 H, respectively.463

Equation (7) represents the dummy variable d , and the last464

two terms of (6) express the change amount of theMOSwhen465

the viewing distance has been altered from D1 to D2 and D3.466

dx,y =

{
1 (x = y)
0 (x 6= y)

(7)467

C. MODEL EVALUATION468

We evaluated the derived model’s performance. The scatter469

plot in Fig. 7 illustrates the relationship between predicted470

scores of the model (horizontal axis) and the true scores,471

MOS values (vertical axis). As described in the graph, PLCC,472

SRCC, and RMSE between the predicted and true scores473

were 0.976, 0.971, and 0.265, respectively. Note that these474

FIGURE 8. Example of the regression lines and MOS for a08, 55-0.75H.

similarities were calculated without the curve fitting of (1). 475

The evaluation results revealed that the proposed model can 476

predict MOS with sufficient accuracy. 477

VI. DISCUSSION ON DERIVED MODEL 478

We confirmed that the regression formula in (6) reflects the 479

empirical rules on viewing conditions. The regression coeffi- 480

cient of the display size j denotes MOS decreasing by 0.005 if 481

the display size increased one inch from 55 inches. The last 482

two terms in (6) related to the viewing distance k indicate the 483

MOS increases by 0.332 and 0.899 if the viewing distance 484

was expanded to 1.5 and 3.0 H from 0.75 H, respectively. 485

Also, β0 signifies MOS in the bitrate of 30 Mbps (i = 0) 486

viewing at 0.75 H (dk,D2 = dk,D3 = 0 for k = D1) with a 487

55-inch display (j = 0), and MOS increases by β1 if the 488

bitrate was increased 1 Mbps from 30 Mbps. 489

Although the MOS values for the original videos were not 490

used to derive (6), those values in each spatial resolution 491

should become the upper limit of MOS in the corresponding 492

encoding resolution. For example, Fig. 8 presents an example 493

of the regression lines (in solid lines), MOS+95%CI of 494

the original videos, the upper limit is 5.0, (in dotted lines), 495

and MOS values at actual bitrates (in circles). The lines 496

and circles in blue, red, green, and purple correspond to 497

the results of spatial resolutions at 2K, 4K, 6K, and 8K, 498

respectively, and both dotted lines of 6K and 8K are in 5.0. 499

In the graph, the slope of the 2K regression line in blue 500

is considerably steeper than others (also see β1 of a08 in 501

Table 11). However, the MOS values in the 2K encoding 502

resolution could be saturated at the bitrate crossed to the blue 503

dotted line, approximately 20 Mbps. A knee point will be 504

observed at approximately 20 Mbps if we conduct subjective 505

assessments at higher bitrates on the 2K encoding resolution. 506

In the proposed model, a simple linear combination works 507

well if the bitrate range is limited. 508

VII. CONCLUSION 509

We encoded four 8K sequences in 2K, 4K, 6K, and 8K encod- 510

ing resolutions at four bitrates for each resolution using VVC 511

and conducted subjective evaluation experiments under seven 512

viewing conditions with distinct screen sizes and viewing 513
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TABLE 12. Goodness of fit for each candidate model.

distances. The subjective results proved the empirical rules of514

the relationship between the perceived video quality, screen515

size, and viewing distance. The smaller the screen, or the516

further the viewing distance, the fewer artifacts are observed.517

Moreover, the results on encoding resolutions that vary in518

the sequences can be applied for ARC, a newly adopted519

technique of VVC.520

From the experimental results, we derived a simple regres-521

sion equation that predicts MOS using HLM, and MOS522

could be formulated by using a simple linear combination523

of the terms (intercept and bitrate associated with sequence524

and encoding resolution, screen size, and viewing distance).525

We evaluated the derived model’s performance regarding the526

similarities between the predicted and actual MOS values and527

confirmed the high accuracy as both PLCC and SRCC are528

more than 0.97 and RMSE is less than 0.30.529

From this study, we reconfirmed that subjects feel limited530

deterioration in the 31.5-inch 8K display than for the larger531

8K displays. However, with the smaller screen, observersmay532

feel less ‘‘sense of being there,’’ which is a feature of 8K [34].533

For our future study, we plan to extend our evaluation of534

the video quality to an evaluation of QoE on 8K compressed535

videos.536

APPENDIX A537

CANDIDATE MODELS538

In this Appendix, the goodness of fit for the seven candidate539

models M0–M6 was detailed. First, the models were denoted540

in Wilkinson notation as follows:541

• M0: MOS ∼ 1542

• M1: MOS ∼ 1+ (1|seq)543

• M2: MOS ∼ 1+ (1|seq/res)544

• M3: MOS ∼ 1+ br+ (1+ br|seq/res)545

• M4: MOS ∼ 1+ br+ inch+ dist+ (1+ br|seq/res)546

• M5: MOS ∼ 1 + log(br) + inch + dist + (1 +547

log(br)|seq/res)548

• M6: MOS ∼ 1 + log(br) + log(inch) + dist + (1 +549

log(br)|seq/res)550

Table 12 describes the goodness of fit for each model in551

terms of AIC, BIC, and logLik. The smaller AIC or BIC is,552

or the larger logLik is, the higher the goodness of fit.553

Among them, we selected M4 in Section V, though the554

goodness of fit for M5 and M6 were superior to that of M4.555

The reason for this was that M4 is simple, with effortlessly556

comprehended regression coefficients, and adequate accu-557

racy, as displayed in Fig. 7.558

TABLE 13. Fixed and random effects of β0 in (6).

TABLE 14. Fixed and random effects of β1 in (6).

APPENDIX B 559

FIXED AND RANDOM EFFECTS 560

In this Appendix, we present the fixed and random effects of 561

β0 and β1 in (6) in Tables 13 and 14, respectively. 562
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