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ABSTRACT The Region of interest (ROI) analysis is widely used in image analytics, video coding, computer
graphics, computer vision, medical imaging, nuclear medicine, computer tomography and many other areas
in medical applications. This ROI determination process using subjective method (e.g. using human vision)
often differ from the objective ones (e.g. using mathematical modelling). However, there is no existing
method in the literature that could provide a single decision when both methods’ ROI data is available.
To address this limitation, a robust algorithm is developed by combining the human eye tracking (subjective)
and the graph-based visual saliency modelling (objective) information to determine a more realistic ROI for
a scene. To carry out this process, in one hand, several different independent human visual saliency factors
such as pupil size, pupil dilation, central tendency, fixation pattern, and gaze plot for a group of twenty-two
participants are collected by applying on a set of publicly available eighteen video sequences. On the other
hand, the features ofGraph based visual saliency (GBVS) highlights conspicuity in the scene. Gleaned from
these two pieces of information, the proposed algorithm determines the final ROI based on some heuristics.
Experimental results show that for a wide range of video sequences and compared to the existing deep
learning based (MxSalNet) and depth pixel (DP) based ROI, the proposed ROI is more consistent to the
benchmark ROI, which was previously decided by a group of video coding experts. As the subjective and
objective options frequently create an ambiguity to reach a single decision on ROI, the proposed algorithm
could determine an ultimate decision, which is eventually validated by experts’ opinion.

18 INDEX TERMS Eye tracking, expert opinion, GBVS, region-of-interest, visual saliency.

I. INTRODUCTION19

Measurement of eye movements has been extensively20

employed in visual attention, region of interest (ROI) determi-21

nation and perception modelling including image and video22

analytics [1], mammography [2], classroom education [3]23

and many more [4]. The ROI analysis is seemingly used in24

image/video analytics, computer graphics, computer vision,25
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medical imaging, nuclear medicine, computer tomography 26

and many more areas in medical applications [5], [6], [7], 27

[8]. This ROI determination process could be carried out 28

by subjective and objective methods. The subjective esti- 29

mation involves human in the process, such as mean opin- 30

ion score (MOS) and eye maneuver (EMAN) for quality 31

detection, which is very similar to the use of eye-tracking 32

in saliency/ROI determination. The Objectives methods rely 33

more on mathematical and statistical modelling such as the 34

Statistical similarity (SSIM) for quality and graph based 35
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visual saliency (GBVS) for ROI detection. The subjective36

studies could yield valuable data to evaluate the performance37

of objective methods towards aiming the goal of matching38

human perception. The subjective estimation employs the39

utilization of human visual attention and its parameters such40

as pupil size, pupil dilation, timestamp data, central tendency,41

fixation pattern, and gaze plot [9], [10], [11], [12]. The objec-42

tive estimation, for example, Graph based visual saliency43

(GBVS), on the other hand, focuses on colour contrast,44

brightness and motion on spatiotemporal domain [13]. The45

objectively determined ROI is widely used for its simplicity46

of use, however, the human visual system is the ultimate47

assessor of determining the insights of a video and there is48

a growing demand of ROI determination using subjective49

method.50

Human visual attention regions can be recorded using51

remote screen or head-mounted eye tracking system while52

watching a given video clip. Moreover, the visual perception53

these days can also be captured and estimated by employ-54

ing the software-based gaze estimation simulator where the55

device itself is no longer needed [14]. In the literature,56

a number of research works have been proposed based on57

visual data analysis to predict gaze region in image and58

video [15], [16], [17], [18], [19]. Most of the contributions59

presented here use some statistical correlation to determine60

fixation mapping, saliency-based visual prediction, object61

tracking and human attention in a scene. However, literature62

shows that more accurate approach to determine the actual63

gaze locations is to use a gaze-tracking device (e.g. eye64

tracker) [20].65

Eye tracker recorded video data has been exploited by66

many researchers to serve several real-life purposes such as67

video summarization [21], [22], [23], cognitive model gen-68

eration and visual model fixation [24], [25], [26], [27], [28],69

[29], [30]. In the work of Zheng et al. [31], a fusion model70

was presented to improve the performance of emotion recog-71

nition by combining human pupillary responses (by using72

pupil diameter only) collected from eye tracker and electroen-73

cephalograph (EEG) signals. Hadizadeh et al. [32] provided74

an eye tracking database based on first and second viewings75

of fifteen individuals for twelve uncompressed standard video76

sequences. They compare average distance between the first77

and second viewings in pixels as well as percentage of frame78

diagonals and analyse the fluctuations of two viewings espe-79

cially for Foreman standard video sequence. In addition, they80

compared Itti-Koch-Niebur (IKN) [19] and Itti-Baldi (IB)81

[18] visual attention models and while observing that IKN82

showed better accuracy than IB based on the eye tracker data83

as the benchmark ground truth. Jia et al. [33] proposed a no-84

reference video quality assessment algorithm based on eye85

tracking data for four different videos.86

Dodge et al. [34] proposed a Visual Saliency Predic-87

tion Using a Mixture of Deep Neural Networks (MxSalNet)88

where the final saliency map is computed as a weighted89

mixture of networks. Zhou et al. [35] proposed depth pixel90

(DP) based ROI by characterizing the depth image fusion.91

Zhang et al. [36] proposed a co-saliency based ROI detection 92

system by using a manifold technique where image corre- 93

lation, energy function and fusion weights are considered. 94

This is a mathematical model-basedmethod to represent ROI, 95

which lacks the limitation of involving human opinion to 96

determine or verify final ROI. Ma et al. [37] proposed a ROI 97

extraction model based on unsupervised cross-domain adap- 98

tation. This process incurs high computation complexity as it 99

goes through some prior learning process and still focuses on 100

mathematical modelling and lacks visual perception. 101

Sun et al. [38] proposed a system that determines ROI 102

from eye tracker data using a monocular camera. To iden- 103

tify, ROI, He et al. [39] proposed Fourier Transform based 104

graph signal processing and clustering system to classify data 105

samples from noisy eye tracker data. Their tested results 106

claim competitive clustering accuracy of ROI; however, this 107

process suffers from determining a single ROIwheremultiple 108

number of ROIs exist in a complex scene. Others cluster- 109

ing approaches have been used to determine ROI, such as 110

Density-based spatial clustering of applications with noise 111

(DB-SCAN) [40], k-means and distance threshold [41], [42], 112

Distance-Threshold Identification (IDT) [43] and Mean-shift 113

[44]. They try to reduce noise and determine the ROI from 114

eye tracker data. 115

Therefore, our motivation is to draw a close comparison 116

between eye tracking and GBVS generated salient point, 117

acquire knowledge of their similarity-divergence relation- 118

ship, employ a number of visual sensitive features to highlight 119

conspicuous region in the scene, apply some heuristics to 120

determine the final ROI gleaned from subjective and objec- 121

tive information, and finally compare it to the benchmark 122

ROI determined by experts’ opinion to revive a more real- 123

istic ROI of a scene. Beside this, to demonstrate consis- 124

tency, the proposed method is compared with the recent deep 125

learning-based ROI and depth pixel-based ROI estimation 126

methods. This work can be applied in the areas of video 127

compression, medical image analysis, image segmentation 128

and many more. 129

The main contribution of this paper can be summarized as 130

follows: 131

(i) Carry out a comprehensive analysis on eye-tracking 132

data and associated parameters for visual saliency modelling. 133

(ii) Investigate similarity-divergence relationship by mak- 134

ing a close comparison between eye-tracking (i.e. subjective) 135

and graph-based visual saliency (i.e. objective) modelling 136

information to develop a robust ROI. 137

(iii) Mathematically analyze the parameters to fix in-focus 138

region by analyzing eighteen videos seen by twenty-two peo- 139

ple. 140

(iv) Develop an algorithm to determine a more realistic 141

ROI of a scene when both subjective and objective informa- 142

tion are available. 143

(v) Compare the proposed algorithm with the recent deep 144

neural network and depth pixel based ROI approaches. 145

(vi) Incorporate a group of video coding experts’ opinion 146

to justify and validate finally decided ROI. 147
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The remainder of the paper is organized as follows:148

Section-II focuses on proposed experimental set-up; Section-149

III presents the experimental detail; the experimental results150

are broadly discussed in Section-IV, while Section-V con-151

cludes the paper.152

II. PROPOSED EXPERIMENTAL SET-UP153

Voluntary participants (twenty male and two female) were154

recruited in the university through an open invitation dissemi-155

nated through emails and notice board posters which included156

a detailed ‘Participant Information Sheet’ about the project.157

They had normal or corrected-to-normal vision and did not158

suffer from any medical condition that might adversely influ-159

ence our project. The participants remain anonymous, i.e.160

they were known as person 1, person 2 and so on. Only their161

age and gender were recorded in order to identify any possible162

pattern emergence. They fall within the 20-45 age band who163

are undergraduate/postgraduate students, PhD students, and164

lecturers of the university. Technical details of Tobii eye165

tracker working, and safety standard were also conveyed.166

Publicly available and widely used eighteen video clips were167

sequentially shown to the participants at twice their normal168

size so that they could cover over 80% of the screen. The169

videos were demonstrated at a fixed order with a 2-s pause170

in between.171

The Tobii eye tracker (ET) uses a computer software172

known as Tobii Studio 2.0 to record information associated173

with eye gaze data i.e. the particular points where the users’174

focused on, their pupil sizes, eye blinking pattern during175

the experiments. There is no physical contact between the176

participants and the device. For displaying video 24-Inch full177

HD (1920 x 1080 pixel) monitor is used. Before starting178

experiment, eye tracker needed calibration with participant179

eye and the video display monitor. This calibration goes180

through a proper mapping process which eventually negate181

other factors, such as participant’s sitting position, distance182

from the monitor, and monitor size. As, the device collects183

data every 16.5 milliseconds on average, it can collect all sig-184

nificant gaze point. Thus, every chunk of second is important185

in data collection [45], [46]. Moreover, this system removes186

all scattered data by considering active vision [47]. The short187

movies employed are of different lengths (4 to 9 seconds),188

have common intermediate format (CIF- 352 × 288 resolu-189

tion), 30 frames per second and in 4:2:0 YUV format and are190

well known to the video research community.191

At a later time, a second group to people (6 participants)192

who are video experts and have detail knowledge about193

compression, transmission, and processing of multimedia194

watched the eighteen videos separately to opine about the195

most significant or attention point in each clip. The rationale196

behind selecting is its simplicity, having an appearance of197

ground truth, seemingly worthy of approval and its natural198

parallelism property. Different studies show that it performs199

better compared to other saliency models [48].200

FIGURE 1. Illustration of average pupil size for all participants over
eighteen videos.

III. EXPERIMENTAL DETAIL 201

The task of calculating the ROI is executed based on the 202

parameters entitled (i) Average pupil size (ii) Fixation pat- 203

tern (iii) Eye tracker recorded gaze point [47] (iv) Experts’ 204

opinion point and (v) GBVS salient point. We denote these 205

parameters as PSA, FP, GPA, OPE, VSP respectively where 206

the pupil sizes are measured in millimetre (mm), fixation 207

patterns in percentage (%) and the distances in pixels. The 208

eighteen sequences used in this experiment are Akiyo, Bus, 209

City, Coastguard, Container, Crew, Flower, Foreman, Hall- 210

monitor, Harbour, Mobile, Motherdaughter, News, Silent, 211

Soccer, Stefan, Tempete, and Waterfall with the resolution of 212

352× 288. 213

A. AVERAGE PUPIL SIZE 214

It is noticed from FIGURE 1 that for almost all the sequences 215

used in this experiment, regardless of considering its duration 216

and emotional sensitivity, the right eye pupil sizes are always 217

greater than left ones for all participants. It is also noticed 218

that almost in all videos, the average left and right pupil 219

size of each individual participant is equal or greater than 220

3.5 mm. The normal pupil size tends to range between 2.0 and 221

5.0 mm depending on the lighting. As the effect of lighting 222

was not taken into account in this experiment, the recorded 223

pupil sizes would be suitable to capture relevant information 224

while watching videos [9]. 225

B. FIXATION PATTERNS 226

Eye blinking pattern in this work has been broken down 227

into two different phases- the fixation and the unclassified. 228

Fixation is the period determined by the visual gaze on a 229

single location. In contract, unclassified visual data indicate 230

the time when participants’ eye traversal is not recognized 231

by the eye tracker due to the closure of eyes, movement 232

of head, or scattered vision outside of the visual display 233

region set during the set-up of the experiment. Please note 234

that the overall calculated unclassified data was less than 235

3% in the entire experiment. The collected data (see FIG- 236

URE 2) indicate participants had an average fixation rate 237

of 97%. [49]. 238
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FIGURE 2. Video wise average fixation percentage for all participants.

C. EYE TRACKER RECORDED GAZE POINT239

Data captured from the eye tracker can provide the individ-240

ual’s gaze points for all frames. At first the eye tracker gaze241

locations data that was collected for group 1 (12 participants)242

was averaged person wise and video wise separately to locate243

themost attentive points. An example of GPA for Akiyo video244

is calculated by averaging 300 fixation points. In this way, the245

fixation points of twelve participants over eighteen videos are246

calculated. Eight random videos from experimental eighteen247

videos are presented in FIGURE 3 where red marked point248

is the gazed point of different participant.249

D. EXPERTS OPINION POINT250

A second group to people (six in our experiment and sep-251

arate from the participants’ set) who are video experts252

and have detail knowledge about compression, transmission,253

and processing of multimedia watched the eighteen videos254

separately to opine about the most significant or attention255

point in each clip. Expert opinion point is represented in256

FIGURE 3 where black marked point is expert opinion257

point.258

E. GBVS SALIENT POINT259

GBVS is applied on the difference between two successive260

frames for the entire duration of the video to generate a num-261

ber of salient points and the final salient point is calculated262

by averaging the 20% maximum value of the GBVS gener-263

ated salient points. The GBVS saliency along with GBVS264

salient point of eight videos from our experiment is shown265

in FIGURE 4 where GBVS salient point is marked with red266

rectangle which cover 20% area around of salient point.267

F. MxSalNet SALIENT POINT268

MxSalNet is a deep neural network based visual saliency269

prediction method [34]. We apply this method for pre-270

dicting saliency of images and finally we determine the271

MxSalNet salient point by averaging first 20% of maximum272

values from MxSalNet generated saliency. The MxSalNet273

based saliency and salient point of eight different videos are274

depicted in FIGURE 5. Here, the salient point is marked275

with red color box which covers 20% surrounding of salient276

point.277

FIGURE 3. Human eye tracked recorder gaze points (Red marked) and
expert opinion (Black marked) in eight randomly selected videos from
experimental videos.

G. DEPTH PIXEL BASED SALIENT POINT 278

Depth pixel information of image is used to determine the 279

ground pane and filter out the probable non-ROI points from 280

image. Then it finds the candidate portions for ROI of image 281

using window sliding method. Finally among the candidate 282

portions, it selects one ROI using candidate option filter- 283

ing method [35]. We apply this method and carry out the 284

salient point by averaging maximum 20% of depth pixel 285

based salient points. Salient points of four different videos 286

are illustrated in FIGURE 6. Here, the boxes (Red color for 287

candidate, green color for final) of salient points are marked 288

which cover 20% around area of salient point. 289

H. DETERMINATION OF ROI FROM ETRD 290

FIGURE 7 demonstrates the ROI determination process 291

from the average gaze locations of twelve participants for 292

the City video. In FIGURE 7 (b), the second participant’s 293

average gaze location for the first half and second half is 294

presented pictorially. The reason of selecting the second 295

person is his highest concentration (100%) to this video. 296

The bottom-centre and top-left-centre squares show the way 297

of viewing for the first and second half of video duration 298
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FIGURE 4. GBVS saliency and GBVS salient region.

FIGURE 5. MxSalNet based saliency and MxSalNet salient point and
associated region.

respectively for this participant. Then the average gaze loca-299

tions for a single participant and all participants are calculated300

and shown inFIGURE7 (c)-(d). A fixation point is converted301

into the ROI by considering 20% surrounding pixels of that302

point for better visualization.303

Now, we analyse every video in the context of human304

visual system data, which is captured using eye tracker (repre-305

FIGURE 6. Depth pixel-based saliency point. Here red and green marked
points are candidate, but green marked area is finally selected saliency
region.

FIGURE 7. Determination of ROI from the average gaze locations.

sented as ETRD), mathematical model based GBVS, expert 306

opinion based EO, Deep learning based MxSalNet, and the 307

Depth pixel-based DP saliency model. From FIGURE 8, 308

is observed that the human visual system (i.e. subjective 309

estimation) for most of the videos is closely related to the 310

expert opinion while, MxSalNet, DP, and the GBVS do not 311

always become identical with the subjective ones because of 312

its operational dependency on high-contrast, object motion, 313

brightness, and resolution. 314

As human visual system data is closely related to expert 315

opinion as well as this group has specialization on video anal- 316

ysis, coding, compression, quality, image processing, we take 317

expert opinion as ground of our analysis. From the analysis 318

of a particular frame of videos, we observe that there is a 319

good co-relation between Human visual system and Expert 320

opinion, while DP, MxSalNet, and GBVS are far from Expert 321
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FIGURE 8. Video wise comparison among Eye Tracked Recorded Data (ETRD), Graph Based Visual Saliency (GBVS) and Expert Opinion (EO), Deep
learning (MxSalNet), Depth pixel (DP) based region of interest.
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FIGURE 8. (Continued.) Video wise comparison among Eye Tracked Recorded Data (ETRD), Graph Based Visual Saliency (GBVS) and Expert Opinion (EO),
Deep learning (MxSalNet), Depth pixel (DP) based region of interest.

opinion. Thus, it is obvious that software-based ROI is not322

always steadfast to define actual ROI of human.323

FIGURE 9 – FIGURE 12 present the ROI determination324

process from the experts’ opinion (EO), GBVS eye tracker325

recorded data (ETRD) generated gaze points, deep learning326

based MxSalNet, Depth pixel base saliency for Foreman,327

Bus, Soccer and Stefan respectively. FIGURE 9 (c) and328

FIGURE 9 (e) show ROI pattern perceived from EO and 329

ETRD based data, however, that differs from GBVS deter- 330

mined ROI (see FIGURE 9 (d)). Here, FIGURE 9 (f) and 331

FIGURE 9 (g) represent MxSalNet deep learning ROI and 332

depth pixel-based ROI for Foreman video. Their correspond- 333

ing ROI based coordinates are provided in FIGURE 9 (h). 334

Though the GBVS, Depth pixel, Deep Learning based model 335
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FIGURE 9. Determination of ROI from the EO, GBVS, ETRD, MxSalNet and
DP generated gaze points for Foreman video.

FIGURE 10. Determination of ROI from the EO, GBVS, ETRD, MxSalNet and
DP generated gaze points for bus video.

claims that they can predict human attention points effi-336

ciently, our experimental data does not always effectively337

reflect that. The reason might be due to the way this saliency338

model works where salient areas in an image may be con-339

sidered with high motion, resolution, colour region. In the340

video clip Bus, a long single-decker bus is seenmoving in and341

around the centre of the screen, while GBVS, Deep learning342

based saliency, depth pixel based ROI are concentrating to343

three colored dots (red, green, blue) visible on the bottom344

right of FIGURE 10 (d, f, g).345

Another example could be provided with the Soccer video346

clip where several soccer players are seen practicing with a347

football. The players are wearing colourful jerseys but the348

colour of the ball was somewhat not that bright. It is noticed349

that the GBVS picked up the coloured regions as the most350

FIGURE 11. Determination of ROI from the EO, GBVS, ETRD, MxSalNet and
DP generated gaze points for soccer video.

FIGURE 12. Determination of ROI from the EO, GBVS, ETRD, MxSalNet and
DP generated gaze points for Stefan video.

significant points shown in FIGURE 11 (d). Deep learning 351

based MxSalNet saliency, depth pixel-based ROI are concen- 352

trating in human faceFIGURE11 (f, g). In contrast, the video 353

experts and other participants’ attention points were primarily 354

focused nearby regions of the football. For the Stefan video 355

in FIGURE 12, all the three estimators (GBVS, ETRD, EO) 356

opine almost to the same points. Here, as previous deep 357

learning basedMxSalNet saliency, depth pixel-based ROI are 358

concentrating in human face FIGURE 12 (f, g). However, it 359

is noticed from the exemplified videos that in most cases, 360

GBVS predicts the salient points either concentrating to the 361

centre or any other coloured regions. Interestingly, video 362

content-based points obtained by EO and ETRD have an 363
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FIGURE 13. Distance from EO point to ETRD, MxSalNet, DP, and GBVS
salient points calculated for eighteen videos.

FIGURE 14. Video wise average pixel, Experts’ opinion, GBVS, Deep
Learning (MxSalNet) and Depth Pixel based ROI distances from the
videos’ centers.

identical relationship of selecting different attention points in364

different video clips.365

It could be seen from FIGURE 13 that the distance from366

video experts’ opinions i.e. human feedback, of the videos to367

the most significant salient points obtained from ETRD and368

GBVS differ for most of the video clips. The figure reveals369

that for eleven videos, ETRD shows the minimum distance370

with EO points, while for seven videos GBVS shows the371

minimum distance with EO. We further calculate the pixel372

distances from the video centres to all the salient points373

determined by three estimators for all videos as shown in374

FIGURE 14. For most of the videos the calculated distance375

from the centre to GBVS point is the maximum compared to376

ETRD or EO points.377

For further comparison, we apply three tyring approaches378

to the calculated distances compared to the centre as shown379

in FIGURE 15.380

The tyre closest to the centre is the first tyre, then second381

and so on. It is noticed that both EO and ETRD mainly382

focus on the first and second tyres. The reason may be image383

capturing technique where all the sensitive and salient points384

in the images are captured by keeping those points at the385

centre of the camera screen. Being unaware of the centre386

sensitivity the GBVS rather considers high motion and res-387

olution, or coloured regions in the videos.388

We develop a mathematical model for EO, ETRD and389

GBVS focusing tyre concept from eye tracker data i.e. pupil390

size ∀, fixation ∂ , distance from centre of gaze location µ and391

distance from salient point of gaze location ϕ. Focusing tyre392

8 from eye tracker data will be393

8ETRD = (∀∂)
1
γ (

1
µ
+

1
ϕ
)
γ

(1)394

FIGURE 15. Apply tyring concept on an image to determine center
sensitivity.

8EO =
1
5

[
∀∂(

1
µ
+

1
ϕ
)
2γ

]
(2) 395

8GBVS = (∀∂)
γ
2 (

1
µ
+

1
ϕ
)

γ
10

(3) 396

Here, γ = 0.125. The value of 8 range is 0 to 1 where 397

0 consider as centre of the image and 1 is the last outer 398

focusing tyre. When we provide the eye tracker data i.e. ∀, 399

∂ , µ and ϕ, it provides the tyre of focusing tyre 8 of ETRD, 400

EO and GBVS for that video. 401

Algorithm 1 Determination of a Realistic ROI From Graph
Based Visual Saliency and Eye Tracker Recorded Informa-
tion
1. Initialize,

← ROI based on ETRD
← ROI based on GBVS

f ← Fixation in millisecond
(x, y)← n-th frame size.

2. Calculate,
Centre of the frame, α← (x ÷ 2, y÷ 2)
Motion, ← n th frame – (n-1) th frame
Motion pixels count, ← count_non_zero_pixel( )
Motion compared to frame size ← ÷ (x× y)
Distance centre to ETRD-ROI, ρ ← |α − |
Distance centre to GBVS-ROI, = τ ← |α − |

3. IF ≤ 0.05 & f ≥ 50:
ROI←

ELSE IF 0.05 < ≤ 0.10:
ROI← +α

2
ELSE:

IF τ − ρ > 80:
ROI← +3

2
ELSE:

ROI← +α
2

END IF
END IF

Visual observant areas may not always stick to the center. 402

For any sports video like Soccer, position of the ball always 403

keeps changing while game is in continuation. Hence the 404

focal point needs to be considered; may be the surroundings 405

of the ball. Like GBVS, high motion and brightness dom- 406

inated areas, like red, yellow and green light symbols also 407

provide significant informationwhichmay also be considered 408
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FIGURE 16. Compare ROI of a random frame of videos with respect to proposed algorithm, eye track
recorded data, graph based visual saliency, deep learning based visual saliency, depth pixel based visual
saliency and expert opinion.
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FIGURE 16. (Continued.) Compare ROI of a random frame of videos with respect to proposed algorithm, eye
track recorded data, graph based visual saliency, deep learning based visual saliency, depth pixel based
visual saliency and expert opinion.

FIGURE 17. Distance from Experts’ Opinion (EO) based ROI to the ETRD, GBVS, MxSalNet, Depth pixel and proposed algorithm based
ROI (in pixels).

as in-focus regions. Moreover, context aware saliency can409

also be applied that may help to produce compact, appeal-410

ing, and informative summaries of the videos. Therefore,411

for compression purposes the following parameters would412

be considered for the determination of ROI with dominant413

salience (i) Center sensitivity, (ii) In-focus region, and (iii)414

Context.415

SM = f (SC ,RI ,CS ) (4)416

where SM denote the ROI modification parameters, SC , RI , 417

and Cs are the centre sensitivity, in-focus region, and context- 418

based saliency respectively. 419

Only GBVS cannot provide actual ROI of frame and 420

also when both GBVS and ETRD are available, there is 421

no method to reach ultimate single decision for actual ROI. 422

For this reason, a new algorithm is proposed in this paper 423

for determination of ROI based on subjective (ETRD) and 424

objective (GBVS) model which can meet the ROI of human. 425
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Here, distance from the centre of ROI i.e. distance centre426

to ETRD-ROI, ρ and distance centre to GBVS-ROI τ and427

tyring concept are used for satisfying centre sensitivity SC .428

To consider in focus region RI , fixation f is considered which429

is the measurement of when and how much time a participant430

gaze on a region. Beside this, motion detection is used to431

understand the context CS of the video.432

The determined point and its surrounding 20% area is433

considered as ROI for better visualization.434

IV. EXPERIMENTAL RESULT435

Using this algorithm, we can determine the ROI of an436

image/video frame which is more likely to the ROI based437

on EO than ROI based on ETRD and GBVS and those are438

depicted in FIGURE 16. Here, red marked area is the ROI439

according to the method mentioned in the column heading.440

To verify proposed algorithm’s output, the distance of441

ETRD and GBVS based ROI from EO based ROI for each442

video is presented in Figure 17.443

For the final result calculation, the deep learning approach444

MxSalNet, Object oriented approach depth pixel-based445

saliency (DP), GBVS, ETRD, and the proposed method446

have been compared to determine the close proximity of the447

ROIs determined by five different algorithms with the Expert448

opinion-based benchmark ROI. The outcome reveals that the449

proposed method outperforms the rest of the techniques in450

most cases, which is demonstrated in FIGURE 17. If we have451

available eye track data of any video, proposed algorithm can452

be used to select more effective ROI and it can be applied in453

the areas of video compression, computer vision, and image454

segmentation.455

V. CONCLUSION456

Region of interest (ROI) can be determined by using both457

human visual features (Subjective) and mathematical mod-458

eling (Objective). If both methods are applied to an image459

or video frame to determine ROI, technically they should460

provide the same output. However, in most cases, a clear461

disparity in result exists. As there is no existing method to462

determine a single solution when both options are available,463

in this work, a robust ROI decision algorithm is proposed464

to determine the ultimate ROI based on the knowledge of465

subjective and objective information. Experimental results466

show that for a wide range of video sequences and compared467

to the existing deep learning based (MxSalNet) and depth468

pixel (DP) based ROI, the proposed ROI is more consistent to469

the benchmark ROI, whichwas previously decided by a group470

video coding expert. As this work provides more accurate471

ROI, it can be applied in the areas of video compression472

to develop more compressed quality video, medical image473

analysis, image segmentation and such contemporary appli-474

cations.475
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