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ABSTRACT Collaborative filtering is the most widely used method in recommendation algorithms, but it
still faces the serious problem of data sparsity. Traditional collaborative filtering uses matrix decomposition
to learn the latent features of users and items. As an extension model of matrix decomposition, Funk-SVD
model has attracted wide attention due to its good scalability and easy implementation, but it is difficult
to extract the latent features of users and items from sparse rating information because it essentially learns
the linear relationship between users and items. To solve this problem, we propose a Dual auto-encoder
based Rating Prediction Recommendation Algorithm (DRPRA) model. The DRPRA model uses the strong
ability of deep learning in feature learning, which combines double auto-encoders with Funk-SVD. First, the
auto-encoder captures the latent features of users and items respectively. Then, the Funk-SVD combines the
user features with item features to reconstruct the rating matrix. After that, we minimize the error between
original rating matrix and reconstructed rating matrix, and to alleviate the problem of data sparsity and
improve the accuracy of rating prediction effectively. We conducted extensive experiments on Movielens-
100K, Movie Tweeting-10k, and Film Trust datasets, and the results show that the rating prediction model
based on dual auto-encoders has a superior recommendation performance.

15 INDEX TERMS Recommendation algorithm, auto-encoder, Funk-SVD, sparsity.

I. INTRODUCTION16

Nowadays, the exponential growth of information on the17

Internet has created the problem of information overload,18

which makes it difficult for users to obtain valuable informa-19

tion from the mass of content. Recommendation algorithms20

mine the user’s historical interaction with the item, predict21

the user’s preference for the item, and then recommend the22

content that the target users may be interested in, and to23

alleviating the information overloading [1].24

The most widely used recommendation algorithm is col-25

laborative filtering (CF). In general, CF can be divided into26

three types: user-based, item-based and model-based [2].27

User-based CF assumes that similar users have the same28

The associate editor coordinating the review of this manuscript and
approving it for publication was Pasquale De Meo.

preferences, so they may be interested in the same item. 29

By calculating the similarity between users, the historical 30

data of similar with high similarity to target users are used 31

for prediction [3]. Item-based CF is based on the similarity 32

between items and determines the similar items of historical 33

items according to the historical ratings, and recommends 34

the items with high similarity to target users [4]. Model- 35

based CF relies on matrix factorization (MF), Funk-SVD 36

and other machine learning models, uses existing sparse data 37

to predict missing user-item ratings, and recommends the 38

items with the highest predicted ratings to users [5]. Funk- 39

SVD learns the linear relationship between users and items. 40

In fact, the relationship between users and items is com- 41

plex and non-linear, so it is difficult for Funk-SVD to cap- 42

ture the complex interaction relationship between users and 43

items. 44
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Collaborative filtering has a good recommendation effect45

to some extent, but it has limitations in dealing with sparse46

data. To alleviate the problem of low accuracy caused47

by sparse data in rating prediction, some deep learning48

methods such as MLP [6], CNN [7], [8], RNN [9], [10]49

GAN [11], [12] and AE [13], [14] have been applied to50

recommendation systems due to their advantages in feature51

learning. Based on the above, we propose a rating predic-52

tion model combined with dual auto-encoder (DRPRA). the53

DRPRA model integrates rating, user attributes and item54

attributes, which enriches the feature space and alleviating55

the problem of low rating prediction accuracy caused by56

sparse data. Dong et al. [15] proposed the HCRDa model57

which combines MF with deep learning model for rating58

prediction. HCRDa model combines the latent features of59

users and items with MF to reconstruct the rating matrix,60

but the reconstructed rating matrix may not conform to the61

original rating matrix, which affects the accuracy of rating62

prediction.63

To solve these problems, we propose a rating prediction64

recommendation algorithm with dual auto-encoders, which65

integrates the rating and user-item attribute features. Dual66

auto-encoders capture the latent features of users and items67

respectively. The Funk-SVD is used to reconstruct the rating68

matrix to predict the missing values in the original rating69

matrix. The error between the reconstructed rating matrix and70

the original rating matrix is minimized to ensure the accu-71

racy of rating prediction. The advantages of deep learning in72

feature learning and the enhanced attribute features of users73

and items overcome the defects of sparse data processing by74

MF and improve the accuracy of rating prediction. We con-75

ducted extensive experiments on three real datasets, and the76

results show that the DRPRA model has better performance77

than other methods. The contributions of this paper are as78

follows:79

• W e propose a DRPRA model, which integrates the rat-80

ing and user-item attributes, further expands the fea-81

ture space, alleviates the problem of data sparsity and82

improves the accuracy of recommendation.83

• The powerful feature learning capability of the84

auto-encoder can fully learn the latent features of users85

and items, and the introducing of Funk-SVD makes the86

reconstructed prediction rating matrix fit better with the87

original rating matrix, which improves the accuracy of88

rating prediction.89

• The DRPRA model has been extensively tested on90

Movielens-100K, Movie Tweetings-10k and Film Trust91

datasets, and the results show that the DRPRA model is92

superior to other methods in rating prediction.93

The remainder of this article is as follows. In section 2,94

we describe how researchers have gone about mitigating the95

data sparsity problem, and the application of self-encoders96

to recommender systems. In section 3, we first defined the97

problem and then focused on the DRPRA model, which98

includes the overall structure of the model, the design of the99

loss function, etc. In section 4, the details of the experiments,100

the results of the experiments, and the analysis of the results 101

are presented. In section 5, we summarize the whole paper 102

and elaborate on some issues that need to be addressed in the 103

future. 104

II. RELATED WORK 105

Excellent recommendation algorithms can help users 106

find items of their interest among numerous items, and 107

therefore, the research on recommendation algorithms is 108

of great importance. We introduce the work related to the 109

research of recommendation algorithms. 110

A. APPLICATION OF AUXILIARY INFORMATION IN 111

RECOMMENDATION ALGORITHM 112

Nowadays, to solve the problem of low accuracy of rat- 113

ing prediction in recommendation algorithms, researchers 114

have added user and item features as auxiliary information 115

in the matrix decomposition, such as age and gender of 116

users; item production year and attributes of items, etc., and 117

obtained good rating prediction results.Moradi et al. integrate 118

cooperation relationships contained in social networks into 119

the matrix co-decomposition model to improve the predic- 120

tion accuracy [16]; Yorke-Smith et al. add ratings as the 121

main factor into the matrix co-decomposition model [17]; 122

Bostanci et al. use the method of calculating user-item rat- 123

ings into the matrix co-decomposition model. The method 124

of calculating and quantifying the similarity values of dif- 125

ferent users is proposed to weight the identification of mul- 126

tiple neighboring users, and the identified and calculated 127

neighboring users are applied to the rating prediction task 128

of the matrix decomposition model [18]; Al-Shamri et al. 129

argue that an unknown user rating value can be directly 130

predicted without finding and weighting similar users [19]. 131

The above models introduce objective features of users or 132

items as auxiliary information and search for possible asso- 133

ciations between users based on objective features, which 134

improves the rating prediction accuracy. PKER [20] intro- 135

duces knowledge graphs for item representation and feeds 136

them as auxiliary information into an extensible self-encoder 137

to alleviate the data sparsity problem; Agrec [21] treats the 138

rating matrix as a graph and extracts graphical features of 139

items as higher-level feature representations to improve rec- 140

ommendation accuracy; GraphRec [22] uses user-item sym- 141

biotic graphs (bipartite graphs) to construct generic user and 142

item attributes that do not require external information to 143

alleviate the sparsity problem and obtain higher recommen- 144

dation results. This graph does not require external infor- 145

mation to alleviate the sparsity problem and obtain higher 146

recommendation results; CAPR [23] uses autoencoders with 147

graph regularization to extract user features to construct 148

higher-level features to obtain better user-item interaction 149

features. 150

In this paper, we also use dual autoencoders to extract user 151

item features for recommendation, but we introduce more 152

important user item attributes, such as user zip code (which 153

contains the user’s geographic information), item name, and 154

97290 VOLUME 10, 2022



G. Xin et al.: Dual Auto-Encoder Based Rating Prediction Recommendation Algorithm

item topic (an important attribute to analyze the degree155

of association between items). The introduction of more156

important attributes can further extract user item features to157

obtain better user item features and eventually find quality158

user item interaction features to recommend more interesting159

items to users.160

B. APPLICATION OF DEEP LEARNING IN161

RECOMMENDATION ALGORITHM162

Since traditional collaborative filtering cannot extract non-163

linear features, deep learning shows strong performance in164

feature learning. Therefore, we apply deep learning to rec-165

ommendation algorithm to improve the accuracy of rating166

prediction of recommendation algorithm. Sedhain et al. [24]167

combined auto-encoders with collaborative filtering recom-168

mendation and proposed the AutoRec model, which utilizes169

a single-layer hidden auto-encoder to encode and decode the170

rating matrix and reconstruct the user’s predicted ratings of171

items, which is the first combination of auto-encoder and172

recommendation system; Wang et al. [25] proposed CDL173

to extract potential features of items from text information174

using stacked noise reduction auto-encoder and combined175

with PMF for recommendation, which solved the problem of176

low recommendation accuracy of rating prediction algorithm177

when data is sparse; Subsequently, Wu et al. [26] proposed178

to recommend items to users using RNN and applied it to179

NetEase with good results; subsequently, Zhang et al. [27]180

proposed an semi auto-encoder based HRSA model that181

introduces exploit auxiliary information for rating prediction182

and Top-k recommendation; Zhu et al. [28] proposed exploit183

dual auto-encoders in recommendation algorithms, employ-184

ing dual auto-encoders for multi-label feature learning, which185

achieves robust global feature learning by concatenating two186

different types of auto-encoders to obtain different features187

from the data; Wu et al. [29] proposed the CDAE algorithm188

to solve the Top-k recommendation problem, which is similar189

to the model structure of AutoRec, but the key difference is190

that CDAE introduces a user feature for each user to improve191

the recommendation effect. Zhuang et al. [30] proposed to192

use dual auto-encoders to learn the potential feature infor-193

mation of users and items separately, and then obtain the194

prediction values by the inner product of the potential feature195

vectors of users and items to improve the recommendation196

effect.197

III. DRPRA MODEL198

A. PROBLEM DEFINITION199

In this section, before presenting the proposed dual200

auto-encoder based rating prediction recommendation algo-201

rithm, introduce the rating prediction problem and the com-202

monly used parameters.203

Given M users and N items, R ∈ RM×N represents the204

rating matrix, rui ∈ R as the rating of user u ∈ {1, · · · ,M}205

for item i ∈ {1, · · · ,N }, ru ∈ {Ru1, · · · ,RuN } ∈ RN as206

the user’s rating vector, and the overall rating vector of all207

M users is denoted as RU ∈ RM×N ; the item rating vector is 208

denoted as r i ∈ {R1i, · · · ,RMi} ∈ RM , and the overall rating 209

vector of all the overall rating vector of N items is denoted 210

as RI ∈ RM×N ; Each user and item has unique attribute fea- 211

tures, such as the time of movie release, the time and type 212

of song composition; the age and occupation of the user, etc. 213

We take full account of the user and item attribute features 214

by one-hot coding them. The attribute feature vector of item i 215

is denoted as AI ∈ RW×N , and the attribute feature vector of 216

user u is denoted as AU ∈ RM×Y . 217

To refer to the auxiliary feature information, we fuse 218

the overall item rating vector RI with the attribute feature 219

vector AI of the item as the input of an auto-encoder to learn 220

the latent features of item i. The overall user rating vector 221

RU is fused with the user’s attribute feature vector AU as the 222

input of another auto-encoder to learn the latent features of 223

user u. The fusion of the overall item rating vector and the 224

item attribute feature vector as the overall feature vector of 225

the item is defined as cat
(
RI ;AI

)
; the fusion of the overall 226

user rating vector and the user attribute feature vector as the 227

overall feature vector of the user is defined as cat
(
RU ;AU

)
. 228

As shown in Eq.(1) and Ep.(2): 229

cat
(
RI ;AI

)
= concatenation of RI and AI (1) 230

cat
(
RU ;AU

)
= concatenation of RU and AU (2) 231

B. THE PROPOSED DRPRA MODEL 232

In recent years, as deep learning has demonstrated power- 233

ful performance in feature learning, MLP, CNN, RNN, and 234

AE have been applied to recommendation algorithms, etc. 235

To further alleviate the data sparsity problem and improve the 236

accuracy of recommendation algorithms when performing 237

rating prediction tasks, we designed Dual auto-encoder based 238

Rating Prediction Recommendation Algorithm framework is 239

shown in Figure 1. we utilize auto-encoders to learn potential 240

features of both users and items, and minimize the bias of 241

the training data through the user and item representations 242

learned by FUNK-SVD. 243

We combine the overall rating vector RI of items with 244

the item attribute feature vector AI as the input to the 245

auto-encoder to learn the implicit special of item i. We denote 246

cat
(
RI ;AI

)
∈ R(M+W )×N as the item features of RI and AI 247

in series, where RI denotes the rating vector of all N items 248

and AI denotes the attribute feature vector of the items. Using 249

cat
(
RI ;AI

)
as the input to the auto-encoder, the implicit 250

features of the learned items are denoted pi. The purpose of 251

the auto-encoder is to approximate the initial input, where 252

we use the auto-encoder to make the output approximate the 253

rating part of the input, while extracting the implicit features 254

of the items pi. The loss function of this part, as well as the 255

encoding and decoding are shown in Eq.(3) Eq.(4) and Eq.(5) 256

are shown. 257

pi = g
(
cat

(
RI ,AI

)T
· Qi + bi

)
(3) 258
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FIGURE 1. The above figure shows the Dual auto-encoder based rating prediction recommendation
algorithm.

R̂i = f
(
pi · Q′i + b

′
i
)

(4)259

Li =
argmin

Qi,Q′i, bi, b
′
i, r

ui

∥∥∥Ri − R̂i∥∥∥2 (5)260

In the above equation, Qi ∈ R(M+W )×Hand Q′i ∈ RH×M261

are used as the weight matrix, bi ∈ RH and b′i ∈ RM262

are the bias term, g(·) and f (·) are the activation functions,263

where the activation function g(·) uses Sigmoid and f (·) uses264

Identity.265

Here, the overall rating vector RU of the item is combined266

with the user attribute feature vector AU as the input of267

the auto-encoder to learn the latent features of user u. The268

cat
(
RU ;AU

)
∈ RM×(N+Y ) is represented as the user features269

of RU and AU in series, where RU denotes the rating vector270

of all M users, and AU denotes the attribute feature vector271

of users. Using cat
(
RU ;AU

)
as the auto-encoder input, the272

potential features of the user qu are learned. the purpose of273

the auto-encoder is to approximate the original input, and274

we use the auto-encoder to make the output approximate the275

rating part of the input, extracting the user implicit features276

qu. The loss function of this part, as well as the encoding and277

decoding, is as in Eq.(6) Eq.(7) and Eq.(8) are shown.278

qu = g
(
cat

(
RU ,AU

)
· Qi + bu

)
(6)279

R̂u = f
(
qu · Q′u + b

′
u
)

(7)280

Lu =
argmin

Qu,Q′u, bu, b
′
u, r

ui

∥∥∥Ru − R̂u∥∥∥2 (8)281

Above equation, Qu ∈ R(N+Y )×H and Q′u ∈ RH×N are 282

used as the weight matrix, bu ∈ RH and b′u ∈ RN are the 283

bias term, g(·) and f (·) are the activation functions, where the 284

activation function g(·) uses Sigmoid and f (·) uses Identity. 285

Algorithm 1 DRPRA

Require: The rating matrix R ∈ RM×N , the number of hid-
den neurons h, and the dimention of user and item attribute
vector.

Ensure: The prediction matrix R̂ui = qTu · pi
1: Get the attribute information vector au for each user;
2: Get the attribute information vector ai for each item;
3: Get the splicing vectors (RU ,AU ) and (RI ,AI ) of the
attribute vectors of the users and the items and the corre-
sponding rating vectors;
4: Initialize Qu, Q′u, Qi, Q′i by truncating a
normal-distributed random number, and set pi qu to
0 vectors. 5: Input (RU ,AU ), (RI ,AI ) to two semi-
autoencoders; 6: Minimize Eq. (11) using a stochastic
gradient descent algorithm until the algorithm converges;
return R̂ui = qTu · pi

Here, the potential features of users and items are obtained 286

separately using auto-encoder, and the high-dimensional 287

sparse data are mapped to the low-dimensional potential 288

space by the auto-encoder model, and the prediction rating 289

matrix qTu · pi is reconstructed in the low-dimensional space 290
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using the potential features of users and items using the Funk-291

SVD technique, so that the final prediction matrix qTu · pi has292

the lowest deviation from the original rating matrix, where293

the loss function is shown in Eq.(9)294

LF =
∥∥∥Rui − R̂ui∥∥∥2+γ (‖pi‖2 + ‖qu‖2) (9)295

The overfitting problem is a common problem in the train-296

ing process of recommendation algorithm models, and to297

avoid this problem, we introduce the regularization term of298

the auto-encoder weight matrix. As shown in Eq.(10).299

Lnorm = ‖Qi‖2 + ‖Q′i‖
2
+ ‖Qu‖2 + ‖Q′u‖

2 (10)300

From this we obtain the loss function of theDRPRAmodel,301

as shown in Eq.(11).302

L = LF + α · Li + β · Lu + γ ·Lnorm (11)303

Considering the problem of model overfitting, and utilize304

the regularization term of the weight matrix here and regu-305

larize the weight matrix to `2 parametric as the fourth term306

of the objective function, α, β, γ as the weight parameters.307

Among them, α and β are used as the weight parameters308

of the auto-encoder to learn potential features to control the309

importance of potential features of users and items, and when310

the value is larger, it indicates that we pay more attention311

to the learning of the auto-encoder; γ is used as the weight312

parameter of the regularization term to avoid overfitting of313

the model. In this algorithm, we use the auto-encoder to learn314

both user and item potential features, and we can also use315

SGD to training the parameters and optimize the objective316

function. When the model converges, the predictive rating317

matrix R̂ui is obtained, as shown in Eq.(12). The pseudo code318

for this article is shown in Algorithm 1.319

R̂ui = qTu · pi (12)320

IV. EXPERIMENT321

In this section, the proposed Dual auto-encoder based Rating322

Prediction Recommendation Algorithm is experimented on323

three real datasets and compared with other algorithms to324

verify recommendation effect of the DRPRA model. Here325

we use three datasets, Movielens-100K, Movie Tweetings-326

10K, and Film Trust, which have different sparsity, so that327

we can analyze the accuracy of the algorithm under different328

evaluation metrics in the face of datasets with different spar-329

sity. We first present specific information on the dataset and330

evaluation metrics, and secondly analyze the experimental331

comparison of the DRPRA algorithm with other algorithms332

on different datasets.333

A. DATASET AND EVALUATION INDICATORS334

1) DATASETS335

We used three datasets with different sparsity,336

Movielens-100K, Movie Tweetings-10K and Film Trust.337

As shown in Table 1, specific information about the dataset338

is presented in detail. In these datasets, we use not only the339

rating matrix of the user’s project, but also the user’s age, 340

gender, occupation, zip code (which implicitly contains the 341

user’s location information), year, type, theme, and name of 342

the project (these are the key factors influencing the user’s 343

preferences and play an important role in the training). 344

TABLE 1. The table shows the statistics for the three datasets.

Movielens-100K includes 100000 ratings for 1682 movies 345

from 943 users. The user data provides demographic data 346

for three domains: gender, age, and occupation; movie data 347

includes movie title and genre; and the rating data includes 348

the user ID of each rating, the movie ID of the rating, and the 349

timestamp, with a rating range of 1 to 5. 350

The Movie Tweetings-10K dataset is an extremely sparse 351

dataset with ratings ranging from 1 to 10. In the experiments, 352

the dataset we processed to retain users with at least 10 items, 353

and this dataset contains only item attribute information, and 354

without user attribute information. 355

Film Trust dataset contains 35497 ratings of 2071 movies 356

by 1508 users, with ratings ranging from 0.5 to 4. There are 357

no attribute features of users and items in this dataset, so we 358

exploit rating information in advance, while comparing the 359

proposed algorithm with the trust-based algorithm model. 360

2) EVALUATION INDICATORS 361

In recommendation Algorithms, the evaluation criteria of the 362

recommendation algorithm as an important concern in assess- 363

ing the accuracy of the prediction. The accuracy evaluation 364

criteria measured by the root mean square error (RMSE) 365

and the mean absolute error (MAE), revealing the deviation 366

between the predicted values of the values in the experimental 367

results and the corresponding values in the validation dataset. 368

Thusminimizing the error value and thusmaking the best pre- 369

diction performance, which is calculated as shown in Eq.(13) 370

and Eq.(14). 371

RMSE =

√√√√∑
(u,i)∈R

(
Ru,i − R′u,i

)2
|R|

(13) 372

MAE =

∑
(u,i)∈R

∣∣∣Ru,i − R′u,i∣∣∣
|R|

(14) 373

Above formula, Ru,i is the global rate matrix, and R′u,i 374

the prediction matrix. Obviously, the values of MAE and 375

RMSE are the smallest and the algorithm recommends the 376

best performance. 377

B. THE METHOD OF COMPARISON 378

This section, contrast the DRPRA model with the following 379

baseline methods to verify its recommended accuracy: 380

VOLUME 10, 2022 97293



G. Xin et al.: Dual Auto-Encoder Based Rating Prediction Recommendation Algorithm

NMF [31] Evaluation and prediction based on non-negative381

matrix decomposition.382

PMF [32] Probability matrix Factorization algorithm.383

BPMF [33] Probability matrix decomposition of rating384

prediction.385

SVD++ [34] The algorithm uses explicit and implicit feed-386

back data together and supplements the set of item hidden387

factors over evaluated by users with their hidden factors.388

ReDa [30] Based on the representation learning model of389

double auto-encoders.390

HRSA [27] An algorithm for rating prediction and top-k391

recommendation using semi-auto-encoder.392

HCRDa [15] A novel dual auto-encoder to learn user and393

item features.394

TrustMF [35] Matrix decomposition technique based on395

user ratings and social trust network data.396

TrustSVD [36] A trust-based matrix decomposition397

technique.398

C. EXPERIMENTAL RESULTS399

We randomly sampled the dataset according to a certain400

proportion, divided the dataset into train sets and test sets,401

and repeatedly verified them through multiple experiments,402

and all the experimental results were conducted five times403

independently, and the average value was taken as the final404

experimental results, as shown in Tables 2-4, which are the405

experimental results of the DRPRA model on Movielens-406

100K, Movie Tweetings-10K, and Film Trust datasets for407

comparison respectively.408

TABLE 2. The table shows rmse and mae on movielens-100K.

TABLE 3. The table shows rmse and mae on movie tweetings-10K.

In the experiments about parameter settings, we set the409

learning rate to lr = 1E − 4, the regularization parameter410

γ = 0.5 for three datasets, the number of hidden layer411

neurons is 512, and the optimization method in this paper412

TABLE 4. The table shows RMSE and mae on film trust.

TABLE 5. The table shows impact of auxiliary information on
MOVIELENS-100K.

is a small batch SGD with a batch size of 128. As shown 413

in Figure 2 and Figure 3, we use a histogram to show the 414

experimental results of the data DRPRA algorithm more 415

visually. 416

Here, we tested the effect of the parameters α, β and 417

γ in Eq.(11) on the dataset by subjecting the dataset to a 418

random sampling at a ratio of 80%. Initially, α = 0.5, 419

β = 0.5 and γ = 1. Next, we utilized the control variable 420

method to Choose optimal parameters of the model, specif- 421

ically, all three parameters α,β and γ were sampled from 422

0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 5 to test one param- 423

eter, and the remaining two parameters were kept constant. 424

As shown in Figure 4, we analyse the effects of the parameters 425

α, β, and γ on the dataset. 426

D. PERFORMANCE ANALYSIS OF DRPRA 427

From the above experiments and comparisons, the following 428

conclusions are drawn: 429

• The experiments were carried out on three datasets with 430

different sparsity, in which the deep learning-based algo- 431

rithms ReDa, HRSA and HCRDa were able to obtain 432

better results than the traditional models, indicating that 433

the deep learning-based models have powerful feature 434

learning ability, and meanwhile, the DRPRA algorithm 435

proposed was able to achieve better results compared 436

with other algorithms. 437

• The sparsity of Movielens-100K, Film Trust and Movie 438

Tweetings-10K datasets used during the experiment 439

decreases sequentially, and the DRPRA model achieves 440

good results on all three datasets with different sparsity, 441

which also proves that the DRPRA model can solve the 442

problem of poor recommendation accuracy due to data 443

sparsity. 444

• Since Film Trust does not contain attribute features of 445

users and items, comparing DRPRA with trust-based 446
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FIGURE 2. Which shows the RMSE at Movielens-100K, movie tweetings-10K and film trust.

FIGURE 3. Which shows the mae at movielens-100K, movie tweetings-10k and film trust.

FIGURE 4. Which shows the the impact of parameter.

collaborative recommendation algorithms, DRPRA is447

less effective compared with the traditional trust-based448

model TrustMF and TrustSVD when the percentage of449

training set in the dataset is low, which may be due to450

the fact that deep learning models require massive data451

to enrich the training of the models.452

• As shown in Table5, we compare the addition of aux-453

iliary information with and without the addition of454

auxiliary information. The experimental results show 455

that DRPRA can achieve better results when auxil- 456

iary information is utilized, indicating that utilizing 457

user and item attribute features as auxiliary information 458

to the model can alleviate the data sparsity problem 459

and improve the recommendation performance of the 460

algorithm. Since only Movielens-100K contains both 461

user and item attribute features in the three datasets, 462
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the comparison experiments are conducted on the463

Movielens-100K dataset only.464

• Overall, the comparison experiments demonstrate that465

the recommendation performance of the DRPRA model466

outperforms other algorithms.467

V. CONCLUSION468

In this paper, we review the collaborative filtering-based469

rating prediction recommendation algorithm, and provide470

a detailed introduction to the traditional collaborative fil-471

tering recommendation algorithm and deep learning-based472

recommendation algorithm in recommendation systems, and473

then propose a dual auto-encoder based rating prediction474

recommendation algorithm, where the attribute features of475

users and items are fused with the rating features, and476

the low-dimensional nonlinearities of users and items are477

extracted by the auto-encoder respectively features, and in478

addition, we introduce the Funk-SVD model in the objec-479

tive function to minimize the difference between the recon-480

structed rating matrix and the original rating matrix. This481

not only solves the problem that the traditional collaborative482

filtering algorithm cannot extract the potential features of483

users and items well, but also solves the problem of low484

recommendation accuracy due to sparse data to a certain485

extent, so that the performance of the recommendation algo-486

rithm can be improved. We have conducted rich experiments487

on Movielens-100K, Movie Tweetings-10K and Film Trust488

datasets, and found that the DRPRAmodel can achieve better489

effect through comparison experiments. Next step, we can490

utilize multiple dimensions of evaluation metrics, such as491

prediction accuracy, item recall, and other evaluation metrics492

in the subsequent research.493
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