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ABSTRACT Multi-radio Multi-channel Wireless Mesh Networks (MRMC WMNs) implemented on IEEE
802.11 standards are widely used owing to their adaptability in practical network scenarios. The channel
assignment problem inMRMCWMNs has been extensively studied. However, in most of the existing works,
only orthogonal wireless channels are considered owing to the complexity of the channel assignment prob-
lem, which results in a low level of spatial utilization. This paper introduces partially overlapping channels
into the CSMA-aware interference and shared link capacity models to fully exploit the spectrum resource
and improve network capacity, utilizing both orthogonal channels and partially overlapping channels in IEEE
802.11 2.4 GHz bands. We formulate this problem as a mixed-integer linear program (MILP). We propose
a traffic-demand-aware collision-free partially overlapping channel assignment (TAC-POCA), which uses
all the available channels and achieves collision-free end-to-end flow transmissions to attain load balance.
Simulation results show that TAC-POCA leads to better utilization of the spectrum resource and throughput
improvement in both grid and random topology networks than in the case of using only orthogonal channels.
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INDEX TERMS Partially overlapping channels, MRMC WMNs, channel assignment, collision-freedom,
MILP.

I. INTRODUCTION15

WirelessMesh Networks (WMNs) are widely used in surveil-16

lance, building automation, remote health care delivery, smart17

grids, and so on, owing to their convenience in ease of18

implementation, low cost, and immense adaptability in prac-19

tical scenarios [1], [2]. Especially, area coverage via Wi-Fi20

with stationary or drone infrastructure is a promising usage21

of WMNs. With WMNs, data collection and distribution22

without wired infrastructure is enabled, and various IoT23

applications will work on it. Here, with the growing demand24

for multimedia applications, WMNs are expected to sup-25

port heterogeneous traffic types (e.g., voice, video, and data26

traffic) with various quality-of-service (QoS) requirements27

[3], [4]. Interference from adjacent parallel transmissions28

The associate editor coordinating the review of this manuscript and
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decreases capacity, which becomes a major problem in 29

WMNs. An efficient way to minimize this problem is to 30

use multiple interfaces configured on distinct channels per 31

node, which is called multi-radio multi-channel (MRMC) 32

technology [5], [6], [7], [8], [9], [10], [11]. InMRMCWMNs, 33

channel assignment becomes a critical issue, which requires 34

the assignment of each radio of each node to an appropriate 35

channel to maximize the network performance. 36

The IEEE 802.11 standards are currently the most com- 37

monly used radio protocol for MRMC WMNs, and MRMC 38

WMNs based on IEEE 802.11 2.4 GHz standards can uti- 39

lize 13 distinct channels. However, these channels partially 40

overlap rather than entirely orthogonal, and only three out 41

of the 13 can be chosen as orthogonal channels (OCs). Typ- 42

ically, we assign three OCs for WMNs, which results in a 43

low level of spatial utilization. It is difficult to support the 44

rapid increase in IEEE 802.11 devices and wireless traffic 45
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demands. Since the claim that partially overlapped chan-46

nels can markedly improve frequency utilization has been47

posed by Mishra [12], [13], much effort has been devoted48

to designing efficient channel assignment schemes using par-49

tially overlapped channels (POCs) [14]. The use of POCs in50

channel assignment in wireless networks has received some51

attention.52

As the interference among POCs affects communications53

between nodes, channel assignment aims to eliminate the54

interference in the network. Generally, channel assignment55

can be formulated either as an independent problem that takes56

into consider action interference among links [15], [16], [17],57

[18], [19], [20], [21] or as joint problems combined with58

other constraints. Routing would be one of the most effec-59

tive ways to minimize collisions among links and improve60

the performance of networks because routing and channel61

assignment are highly dependent on each other. Channel62

assignment aims to reduce collisions, whereas routing also63

contributes to reducing collisions by removing potential inter-64

ference among links, i.e., by avoiding a portion of links used65

as routing paths so that they do not cause interference. The66

combination of channel assignment and routing is effective67

because it can achieve collision-free scheduling with only68

three orthogonal channels by using a CSMA-aware interfer-69

ence model [22]. Development of joint channel assignment70

and routing schemes using OCs has been in progress for71

decades. However, the current literature has not applied POCs72

to joint channel assignment and routing schemes. The poten-73

tial of channel assignment and routing combination under74

POCs in MRMC WMNs has not been sufficiently explored.75

In [24], [25], [26], and [27], the authors considered routing76

as a factor combined with channel assignment using POCs.77

Still, they all assumed that routing paths are predetermined,78

which lacks flexibility in traffic engineering. Optimal routes79

combined with channel assignment should be explored in the80

optimization scheme.81

In [27], we proposed a combination of channel assign-82

ment and routing scheme traffic-demand-aware collision-free83

channel assignment (TACCA), which achieved collision-free84

transmission in 802.11-based MRMC WMNs. However,85

TACCA deals with channel assignment with OCs, result-86

ing in a low level of spatial utilization. On the other87

hand, due to the difference in interference estimation88

between OCs and POCs, TACCA does not work when89

using POCs. Therefore, this paper proposes a new traffic-90

demand-aware collision-free partially overlapping channel91

assignment (TAC-POCA) scheme, introducing POCs into92

the CSMA-aware interference and the CSMA-aware shared93

capacity models TACCA to achieve collision-free transmis-94

sion while considering traffic engineering. Note that the95

base channel assignment problem is NP-hard [22]. As a96

first and straightforward step, we mathematically formulate97

the situation as a mixed-integer linear optimization problem98

(MILP). By exploiting the excellent property of the spa-99

tial reuse of POC in combination with route optimization,100

we achieve a higher number of simultaneous transmissions101

than when using only OCs. We make the following 102

contributions: 103

(1) We introduce POCs into the collision-free channel 104

assignment scheme TACCA [27], which is based on the 105

CSMA-aware interferencemodel and the shared link capacity 106

model, and design a reasonable channel assignment scheme 107

to ensure the effectiveness of POCs. 108

(2) We jointly solve the channel assignment and routing 109

problems using POCs, i.e., channel assignment and routing 110

are treated simultaneously. We show that POCs are signifi- 111

cantly effective in improving spatial reuse in WMNs. 112

Our new scheme significantly improves channel reuse and 113

efficiently improves the network capacity.Withoutmodifying 114

the IEEE 802.11 protocol, we employ all channels in MRMC 115

WMNs, and partially overlapped channels collaboratively 116

work without collision. To the best of our knowledge, our 117

scheme is the first joint channel assignment and routing 118

scheme using POCs that achieve collision-free transmission. 119

This paper is the extended version of the preliminary 120

paper [28] for which we not only complete the full descrip- 121

tion, including related work to improve the clarity in detail 122

but also extend the problem and the model to consider the 123

protocol model thoroughly and significantly expand the eval- 124

uation part to clarify the performance and contribution of our 125

method. 126

To avoid ambiguity, let us note that the term ‘‘colli- 127

sion freedom’’ represents the zero-collision schedule (i.e., 128

the channel assignment and routing) just under the rational 129

interference model proposed in this paper. In this paper, 130

we introduce an interference model based on the behavior of 131

physical radio and the CSMA MAC protocol, and we obtain 132

a zero-collision schedule through our MILP formulation. 133

In theory, this schedule may not be precisely collision-free 134

in the natural environment due to the gap between our model 135

and reality. 136

The rest of this paper is organized as follows. We present 137

related works in Sec. II. We describe the system model, 138

interference model, shared link capacity model, and some 139

assumptions in Sec. III. We formulate the problem in Sec. IV. 140

Performance evaluations are given in Sec.V. Conclusions are 141

given in Sec. VI. 142

II. RELATED WORK 143

For channel assignment, most existing research studies are 144

confined to transmission to OCs and focused on mitigating 145

co-channel interference by combining other aspects such as 146

routing and QoS [29], [30], [31], [32], [33], [34], [35], [36], 147

[37], [38], [39], [40], [41]. There are joint routing and link 148

scheduling [29], [30], [31], [32], [33], [34], joint power con- 149

trol [35], [36], [37], joint QoS multicast routing [38], [39], 150

etc. Among them, the joint routing approach may be one of 151

the most promising ones for reducing collisions because rout- 152

ing directly controls the interference patterns. However, since 153

a certain bandwidth should separate two adjacent orthogonal 154

channels, orthogonal separation wastes spectrum resources. 155

To enhance spectral utilization, the concept of POCs was 156
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introduced. Mishra [12], [13] put forward the pioneering157

idea of using POCs. They showed that POC utilization could158

improve spectrum utilization and throughput by designing a159

practical interference model using POCs and demonstrating160

its application to channel assignment. After that, researchers161

successively carried out further investigations of the model.162

As mentioned earlier, routing is the most effective way to163

reduce collisions among links and improve the performance164

of networks. Two approaches are proposed for the surveyed165

channel assignment. In one method, channel assignment is166

viewed as a lower-layer mechanism and does not consider the167

traffic load. In contrast, routing is viewed as an upper-layer168

mechanism and is fully responsible for distributing the traffic169

load, i.e., routing is independent of channel assignment [15],170

[16], [17], [18], [19], [20], [21]. In the other approach, chan-171

nel assignment and routing are mutually dependent, so they172

are combined to obtain optimal network performance. This173

study focuses on this combined channel assignment and rout-174

ing with POCs to achieve collision-free transmission.175

The routing configuration can effectively reduce inter-176

ference among links because it can ‘‘inactivate’’ a portion177

of links by making no traffic use them, which removes178

potential interference to be considered in channel assign-179

ment. However, only a few studies on channel assignment180

using POCs considered the routing factor. Yang et al. [23]181

designed a POC assignment scheme with effective inter-182

ference avoidance and load balancing for WMNs, but they183

assumed that the AODV routing protocol predetermines rout-184

ing paths. Wang et al. [24] explored ways to exploit POCs185

to perform end-to-end channel assignment to achieve effec-186

tive end-to-end flow transmissions and the proposed end-187

to-end load-aware partial channel assignment (ELIA-POCA)188

for MRMC WMNs. They also assumed that routing paths189

are pre-determined by the shortest routes. Liu et al. [25] pro-190

posed two load-aware channel assignment schemes, chan-191

nel assignment exploiting partially overlapping channels192

(CAEPO) and load-aware CAEPO-G, to use the POCs for193

wireless mesh networks under the IEEE 802.11 standards.194

However, they used bandwidth-aware AODV to determine195

the routing paths, which are based on the shortest routes, and196

thus the performance in collision avoidance is limited.197

Mohsenian-Rad et al. [26] proposed a joint channel assign-198

ment, interface assignment, and a scheduling algorithm for199

MRMC WMNs when all OCs and POCs are being used.200

The problem with this combination is formulated as a linear201

mixed-integer program with a few integer variables. Their202

method adopts an SINR-based interference model and con-203

siders pairwise interference between links. Simulation results204

show a significant performance improvement in achiev-205

ing high network capacity and a low level of bottleneck206

link utilization when all the POCs within the IEEE 802.11207

2.4 GHz frequency band are used. Although this work is208

somewhat similar to ours, there are three drawbacks. First,209

Mohsenian-Rad et al. also assumed that the routing paths are210

pre-determined. Second, although they used an SINR-based211

interferencemodel, their model simply considers the pairwise212

effect between two links and does not consider the effects 213

among multiple links, which is a partial consideration of 214

the SINR model. Third, they do not consider the hidden- 215

terminal effects; they assume that nearby links assigned with 216

the same channel can share their capacity even if they are in a 217

hidden-terminal relationship. As mentioned above, currently, 218

no scheme simultaneously optimizes channel assignment 219

and routing in the context of POC studies. We show the 220

comparison of the above POC-based channel assignment 221

methods in Table 1. 222

On the other hand, regarding OCs, several advanced joint 223

channel assignment and routing schemes have been proposed. 224

Some proposed joint solutions with other aspects such as 225

routing, link scheduling, power control, and QoS. In addition, 226

interference models used in the channel assignment have 227

also been primarily developed. The most basic interference 228

model is called the protocol model, in which the commu- 229

nication range and the interference range are defined as a 230

circle, respectively [42]. Jia et al. [37] used the SINR model 231

in a joint power control and channel assignment formulation. 232

Chaudhry et al. used the SINR model with a shadowing 233

effect [32] in a joint routing and channel assignment for- 234

mulation, and proposed a heuristic algorithm that considers 235

the cumulative nature of SINR interference model [33]. They 236

further introduced a beam-forming effect in their formu- 237

lation [34]. However, the number of channels required is 238

not reduced enough, and 8-10 OCs are still needed for a 239

collision-free channel assignment. 240

To reduce the number of required channels, we proposed a 241

joint channel assignment and routing scheme called TACCA, 242

which achieves collision freedom with 3-5 OCs in IEEE 243

802.11 2.4 GHz based MRMC WMNs by incorporating the 244

CSMA-aware interference model [27]. In addition, to pro- 245

vide good load-balancing performance, TACCA minimizes 246

the network-wide utility in a given traffic demand matrix. 247

However, TACCA deals with channel assignment under OCs, 248

resulting in low spatial utilization. Owing to the difference 249

in interference estimation between OCs and POCs, POCs 250

are not directly applicable to TACCA in WMNs. Therefore, 251

this paper proposes a new scheme, TAC-POCA, that intro- 252

duces POCs into the CSMA-aware interferencemodel and the 253

CSMA-aware shared capacity model to achieve collision-free 254

transmissionwhile considering traffic engineering. This is the 255

first study incorporating the CSMA-aware interferencemodel 256

into POC-based channel assignment. 257

III. DEFINITION 258

In this section, we first introduce our network model and 259

assumptions. After that, basic interference models among 260

POCs are defined. Then, we extend the CSMA-aware inter- 261

ference model and shared link capacity model by intro- 262

ducing POCs, which specify our TAC-POCA scheme’s key 263

characteristics. 264

A. NETWORK MODEL AND ASSUMPTIONS 265

We model an MRMC WMN as nodes V connected by 266

directed links E . Then, digraph G = (V ,E) represents the 267
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TABLE 1. Comparison of POCs assignment techniques based on the combined routing.

FIGURE 1. Network model.

network. We assume that each node in V is equipped with Nv268

classic NICs built on IEEE 802.11 technology, and each NIC269

operates on a distinct frequency channel. A link l ∈ E that270

goes from node u to node v using channel c ∈ C is written271

as l = (u, v, c), where C is a set of channels. Then, there are272

potential 2|C| available links for communications between273

each pair of neighboring nodes u and v in V . Fig.1 illustrates274

the model of our network G, where c1 . . . cn represents the275

channel of the n (= |C|) potential links from a sender node276

to a receiver.277

We are given a traffic demand matrix D, which represents278

the amount of traffic demand from node s to d for each pair279

(s, d) ∈ V × V . We write D(s, d) to denote the amount280

of traffic demand from s to d . For each non-zero demand281

D(s, d), we set a path for the traffic to move forward. Then,282

with each pair (s, d) and each link l, we associate a variable283

P(s,d)l ∈ {0, 1} that indicates whether the traffic flow for284

demand (s, d) goes through link l or not, i.e., P(s,d)l = 1 when285

the routing path from s to d includes the link l, and P(s,d)l =286

0 otherwise.287

Neighboring nodes must be assigned to the same channel288

to communicate with each other. Then, if a link l = (u, v, c)289

is used to transmit frames, the channel c must be assigned to290

one of the NICs of both u and v. We call the link used as a291

path of some flow the active link. To represent this, a variable292

Al ∈ {0, 1} is defined, where Al = 1 indicates that link l293

is active and Al = 0 inactive. On the other hand, we define a294

variable Rcv ∈ {0, 1}, which indicates whether an NIC on node295

v is assigned with the frequency channel c or not, i.e., Rcv =296

1 if there is an NIC on node v assigned with the frequency297

channel c, and Rcv = 0 otherwise. Naturally, if A(u,v,c) = 1,298

then Rcu = Rcv = 1.299

In this study, we minimize the maximum link utilization to 300

achieve a good load balancing in the network.We assume that 301

all links communicate at the same speed and have the same 302

capacity defined as 2. Then, the link utilization is the ratio 303

of traffic amount to the link capacity2, i.e., the utilization of 304

link l ∈ E is expressed as
∑

(s,d)∈V×V D(s, d)P
(s,d)
l /2. Thus, 305

we define the variable Umax where 0 ≤ Umax ≤ 1, which 306

represents the maximum link utilization among all links. 307

We sometimes use the term (u, v, c) in place of link l, 308

where u and v are the terminal nodes of link l, and c is the 309

assigned channel with link l. We provide additional defini- 310

tions to introduce the collision-free and capacity constraint 311

in the following sections. Problem formulation will be given 312

in Sec. IV. 313

B. INTERFERENCE AMONG POCs 314

On the IEEE 802.11 2.4 GHz band, there are 13 available 315

channels, each of which has a spread of about 22 MHz, and 316

the center frequencies of channels are 5 MHz apart, as shown 317

in Fig. 2. Therefore, any two channels separated over five 318

channels are called OCs, e.g., channels 1, 6, and 11 are OCs, 319

among which signals do not overlap. Otherwise, they are 320

POCswhose signals overlap; e.g., channels 1 and 3 are POCs. 321

Hoque et al. [18] classified the interference of IEEE 802.11- 322

basedMRMCWMNs into three types: (i) When two in-range 323

transmitters operate on the same channel, they interfere with 324

each other, and such interference is called co-channel inter- 325

ference (CCI). (ii) When two transmitters operate on rel- 326

atively close channels that partially overlap, they cause a 327

lesser degree of interference, referred to as adjacent channel 328

interference (ACI). (iii) Transmissions on a NIC at a node 329

interfere with those of another NIC at the same node if those 330

two nodes are assigned with the same or non-orthogonal 331

channels, which is defined as self-interference (SI). These 332

three types of interference have to be eliminated to achieve 333

collision-free transmission. It is known that an interference 334

model is utilized for estimating the interference level among 335

nodes. Therefore, designing an accurate interference model 336

is essential to achieving collision-free transmission. 337

In this paper, interference is modeled based on a simple 338

disk model (called the protocol model) [42], i.e., the inter- 339

ference range (1 + 1)R is defined, where R indicates the 340

communication range and 1 > 0 is a constant. Then nodes 341
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FIGURE 2. IEEE 802.11 2.4 GHz ISM band.

FIGURE 3. Interference ranges depending on the channel distance.

within the range (1+1)R of a transmitter fail to receive any342

frame. This disk model is defined for CCI, and we extend it343

for POCs.344

In Fig.3, in which two links (u1, v1, c1) and (u2, v2, c2)345

are located close to each other. If c1 = c2, then it is a CCI346

case; transmission on (u1, v1, c1) collides with (u2, v2, c2)347

and v2 fails to receive frames because the distance between348

u1 and v2 is smaller than J , where J = (1 + 1)R. If the349

separation between c1 and c2 is 1, i.e., |c1 − c2| = 1,350

then it is an ACI case, and the interference range becomes351

slightly smaller than J . However, since v2 is still within the352

interference range, v2 still fails to receive frames. Similarly,353

as the separation between c1 and c2 becomes smaller, the354

interference range decreases accordingly, and v2 can receive355

frames when the channel separation is 3. Finally, when the356

channel separation is larger than 4, the interference range is 0,357

and even SI does not happen.358

To express the reduction in the interference range along359

with the level of channel separation, the range reduction360

ratio Irrr (c1, c2) is introduced, which takes the range [0,1]361

that indicates the reduction ratio of the interference range,362

i.e., JIrrr (c1, c2) is the interference range under two channels363

c1 and c2. When a node receives signals with the channel364

c2, the interference ranges from other nodes depending on365

the transmitting channel c1. Specifically, the interference366

TABLE 2. Reduce interference range ratios.

range decreases as the distance in frequency between c1 and 367

c2 increases, and the range is zero (i.e., no interference) 368

when the channel distance is more significant than 4. This 369

interference model is introduced in [16], and similar models 370

are commonly used in many studies. The values of Irrr (c1, c2) 371

used in [16] are shown in Table 2, and in this paper, we also 372

use these values. 373

C. CSMA-AWARE INTERFERENCE MODEL WITH POCs 374

The CSMA-aware interference model was proposed in [25], 375

which significantly reduces collisions among frames in 376

CSMA-based WMNs by considering the behavior of CSMA. 377

However, it assumes to use OCs, and its performance is 378

limited. This section introduces POCs into the CSMA-aware 379

interference model to further improve the spatial reuse in 380

WMNs. 381

Recall that the interference distance depends on both 382

physical and channel separation distances, as described in 383

the previous section. In our new CSMA-aware interference 384

model, we simply apply this considering the property of 385

CSMA. Specifically, we regard J as the interference range 386

of the CCI case. Using the definition of the disk model, 387

we also regard R as the communication range of the CCI 388

case, within which two nodes can exchange frames with each 389

other, and as the carrier-sense range of the CCI case, within 390

which a node senses the other node’s transmission in CSMA. 391

As for the carrier-sense range, we apply a special treatment 392

that the carrier-sense range is assumed to be far smaller 393

than the interference range in the ACI case. This is our 394

heuristic approach considering the real difference between 395

the carrier-sense range and the interference range; when the 396

signal received is weak, the interference is affected markedly 397

by the nature of the SINR-based reception. Because we 398

designed our model based on the disk model and the reduced 399

interference range ratio Irrr (c1, c2) introduced from [16] 400

is designed based on the interference effect, this heuris- 401

tic approach is practical and makes capacity sharing more 402

efficient. 403
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Based on these assumptions, we now introduce three cases404

in which frames collide in our CSMA-aware interference405

model with POCs. Let d(u, v) be the Euclidean distance406

between nodes u and v. Also, let l1 = (u1, v1, c1) and l2 =407

(u2, v2, c2) be a pair of two directed links in E , i.e., both408

d(u1, v1) < R and d(u2, v2) < R hold. Then, transmission on409

l1 prevents communication on l2 owing to collision if either410

of the following cases is met:411

Case 1: Data frames collided with Data frames.412

(1) d(u1, v2) ≤ JIrrr (c1, c2),413

(2) d(u1, u2) > RIrrr (c1, c2).414

Case 2: Ack frames collided with Data frames.415

(1) d(v1, v2) ≤ JIrrr (c1, c2),416

(2) d(u1, u2) > JIrrr (c1, c2),417

(3) d(u1, v2) > JIrrr (c1, c2).418

Case 3: Data frames collided with Ack frames.419

(1) c1 6= c2 ∧ u1 6= u2,420

(2) d(u1, u2) ≤ JIrrr (c1, c2).421

Case 1 provides the conditions for the transmission of Data422

frames on l1 interferes with the reception of Data frames on423

l2. See Fig. 4(a). Node v2 is within the interference range424

JIrrr (c1, c2) of node u1, but nodes u1 and u2 are not within the425

carrier-sense range RIrrr (c1, c2) which results in collision of426

Data frames when two Data frames are transmitted simulta-427

neously on both l1 and l2. Note that nodes v1 and v2 may be428

the same node.429

In Case 2 shown in Fig. 4(b), the transmission of Ack430

frames on l1 interferes with the reception of Data frames on l2.431

In this case, the reception nodes v1 and v2 are located within432

the interference range JIrrr (c1, c2), whereas the distances433

between u1 and u2, and between u1, and v2 are both larger434

than the interference range JIrrr (c1, c2), respectively. Then,435

u1 and u2 may transmit Data frames simultaneously, and Ack436

frames transmitted by v1 interfere with Data frame reception437

of v2.438

In Case 3 shown in Fig. 4(c), Data frames on l1 interfere439

with the reception of Ack frames on l2. This occurs only in440

the case of ACI (i.e., c1 6= c2), and we assume u1 6= u2 to441

exclude self-interference (SI). Here, u1 and u2 are within442

the interference range JIrrr (c1, c2), but we assume that they443

cannot sense carriers of the other according to the special444

treatment for POCs stated in this section. In this case, both445

u1 and u2 transmit Data frames, and the returned Ack frames446

are interfered by the Data frames.447

Note that the fourth case where two Ack frames collide448

is ignored because of its low probability of occurring. Even449

if this case is included in our channel assignment results, its450

effect on communication performance is sufficiently small.451

According to the above definition of interference, we452

introduce a set of interference link pairs SILP that should453

be excluded from the solution of our channel assignment454

problem. Note that the interference is asymmetric, i.e., even455

if link l1 prevents communication on l2, l2 may not prevent456

communication on l1. Thus, we write an interference link pair457

under the above definition of three cases as l1 → l2, and458

FIGURE 4. Interference model.

the set of interference link pairs in the network is defined as 459

follows. 460

SILP = {(l1, l2)|l1, l2 ∈ E, l1→ l2} (1) 461

SILP is computed from the given network topology, and used 462

in the MILP formulation of our joint channel assignment and 463

routing problem. 464

D. SHARED LINK CAPACITY MODEL WITH POCs 465

The above CSMA-aware interference model enables us to 466

prevent collisions that occur under the system of CSMA. 467

On the other hand, CSMA’s carrier sensing behavior also 468

prevents collisions in CCI and SI cases. Combining those two, 469

all collisions are eliminated in our scheme TAC-POCA. 470

However, we must note that CSMA’s collision prevention 471

mechanism based on carrier sensing enables a set of links 472

to share the common communication resources. To balance 473

the load within limited network resources, the total amount 474

of traffic load on all the shared capacity links should not 475

exceed the capacity 2. In wireless networks, a channel as a 476

resource is shared by nodes within the carrier-sense range; 477

thus, the links around the nodes share the capacity. Therefore, 478

we define the set of shared capacity links for each combina- 479

tion of node v and frequency channel c as follows. 480

Scv = {(v, u, c
′)|(v, u, c′) ∈ E, 0 < Irrr (c, c′)} 481

∪{(u, a, c)|(u, a, c) ∈ E, d(u, v) < R} (2) 482

In Fig. 5, u ∈ V is a node within the carrier-sense 483

range of node v ∈ V under CCI, and a ∈ V is within the 484

communication range of u. Note that v and amay be the same 485

node. The dotted arrow indicates that an NIC on node v is 486

assigned with channel c. If another NIC on v is assigned with 487

c′ and link (v, u, c′) exists, and c and c′ are not orthogonal 488
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FIGURE 5. Shared link capacity model.

TABLE 3. Notations for TAC-POCA.

(i.e., 0 < Irrr (c, c′)), they show the SI relationship and share489

the capacity2 of Scv . Also, if link (u, a, c) exists, it also shares490

the capacity 2 of Scv . Here, note again that the transmission491

of u on channel c′ is not sensed by v on channel c owing to the492

special treatment of POCs. Thus, if link (u, a, c′) where c 6= c′493

exists, the link is not included in Scv . Rather, it is treated as the494

collision link as in Case 3 of the CSMA-aware interference495

model, and a channel that does not collide with v’s links is496

assigned to the link as a result.497

The definitions in Sec III are summarized as notations in498

Table 3.499

IV. PROBLEM FORMULATION500

In this section, we formulate a joint channel assignment501

and routing problem in MILP based on the definition and502

assumptions provided in Sec III.503

min Umax (3)504

Subject to
∑
c∈C

Rcv ≤ Nv, ∀ v ∈ V , (4)505

Rcv ≤
∑

(v,u,c)∈E

A(v,u,c) +
∑

(u,v,c)∈E

A(u,v,c),506

∀ c ∈ C , ∀ v ∈ V , (5)507

A(u,v,c) ≤ Rcv, A(u,v,c) ≤ Rcu, ∀ (u, v, c) ∈ E,508

(6)509

Al1 + Al2 ≤ 1, ∀ (l1, l2) ∈ SILP, (7) 510∑
(u,v,c)∈E

P(s,d)(u,v,c)D(s, d)−
∑

(v,w,c)∈E

P(s,d)(v,w,c)D(s, d) 511

=


−D(s, d), if v = s,
D(s, d), if v = d,
0, otherwise,

∀ (s, d) ∈ V×V , (8) 512

∑
(s,d)∈V×V

P(s,d)l ≤ MAl, ∀ l ∈ E, (9) 513

∑
(s,d)∈V×V

P(s,d)l ≥ Al, ∀ l ∈ E, (10) 514

∑
(s,d)∈V×V ,l∈Scv

D(s, d)P(s,d)l 515

≤ Umax2+ (1− Rcv)W , 516

∀ v ∈ V , ∀ c ∈ C, (11) 517∑
l∈E

P(s,d)l ≤ δs→d + k, ∀ (s, d) ∈ V × V , 518

(12) 519

where 520

0 ≤ Umax ≤ 1, (13) 521

Rcv ∈ {0, 1}, ∀ c ∈ C, ∀ v ∈ V , (14) 522

Al ∈ {0, 1}, ∀ l ∈ E, (15) 523

P(s,d)l ∈ {0, 1}, ∀ (s, d) ∈ V × V , ∀ l ∈ E . (16) 524

Load balancing is of utmost importance to avoid hot spots 525

and increase network utilization. To balance the traffic in the 526

network and prevent overloading of any link, we set (3) as 527

the objective function to minimize the most significant link 528

utilization in the network. 529

Our network topology is defined as multiple graphs in 530

which two neighboring nodes havemultiple links correspond- 531

ing to each channel in C . To decrease interference, we allow 532

the removal (i.e., inactivation) of some of the links from 533

the topology. Therefore, the number of distinct frequency 534

channels allocated to one node must be less than or equal to 535

the number of NICs on each node. To represent this, we give 536

the constraint (4). 537

Next, we manage the relationship among assigned chan- 538

nels and active links. For each node v, (v, u, c) ∈ E denotes 539

the output links of node v, and (u, v, c) ∈ E denotes the input 540

links where node u is the other terminal node of links. Then, 541

if an NIC on node v is assigned with channel c, i.e., Rcv = 1, 542

then
∑

(v,u,c)∈E A(v,u,c) +
∑

(u,v,c)∈E A(u,v,c) ≥ 1 must hold. 543

This means that at least one connecting link (regardless of 544

whether it is an output or input link) must be activated. This 545

constraint is given as (5). Conversely, as indicated by (6), 546

if none of the NICs on node v is assigned with channel c, then 547

A(u,v,c) = 0, i.e., link (u, v, c) must be inactive. To achieve 548

collision-free transmission, we set (7) to ensure that the inter- 549

fering links are not used for communication simultaneously. 550

Specifically, pair of links (l1, l2) ∈ SILP cannot be activated 551

simultaneously, i.e., if Al1 = 1, then Al2 = 0 must stand, and 552

vice versa. 553
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Traffic flows in the network must meet the conservation554

conditions. In (8), P(s,d)(u,v,c) and P(s,d)(v,w,c) denote whether the555

route of traffic demand (s, d) goes through the input link556

(u, v, c) and output link (v,w, c) of v, respectively. For each557

traffic demand pair (s, d), we refer to s and d as the source558

and destination nodes of the demand, respectively. In terms of559

flow conservation, the total volumes of flows sent by s must560

be equal to that received by d . Also, the total input and output561

volume of flows on every intermediate node must be equal.562

Therefore, if node v is the source node, i.e., v = s, the value563

of (8) is equal to −D(s, d). If node v is the destination node,564

i.e., v = d , the value of (8) is equal to D(s, d). Otherwise,565

the node is an intermediate node, and the value of (8) is566

equal to 0. This constraint ensures that not only the traffic567

flow is properly routed from s to d , but also each demand568

is satisfied with a single explicit route. Constraint (9) means569

that, when at least one traffic flow goes through link l, i.e.,570 ∑
(s,d)∈V×V P

(s,d)
l ≥ 1, then the link l must be activated,571

whereM is a constant and is sufficiently large. Constraint (10)572

means that if there is no traffic flow through link l, the link l573

must be inactivated. Those two constraints (9) and (10) keep574

the relationship between the traffic flow and the activated575

links.576

Recall our shared link capacity model described in577

Sec III-D, where the total traffic load on the links in Scv cannot578

exceed the link capacity2. Therefore, if channel c is assigned579

to node v, i.e., Rcv = 1, then
∑

(s,d)∈V×V ,l∈Scv
D(s, d)P(s,d)l ≤580

2must be satisfied for c and v. Otherwise, if channel c is not581

assigned to node v, there is no capacity constraint on these582

links. Constraint (11) covers both of the cases. Specifically,583

if Rcv = 1, (1 − Rcv)W is equal to zero, and the capacity584

constraint is activated; otherwise, (1 − Rcv)W is equal to W ,585

where W is a constant and is sufficiently large, meaning that586

the capacity constraint is inactivated. Here, we put Umax2 in587

place of 2 to minimize the largest link utilization Umax as588

the optimization function. As 0 ≤ Umax ≤ 1 defined in (13),589

inserting Umax does not violate the capacity constraint. Also,590

by minimizing Umax in (3), we can explore the solution for591

the best load balancing performance.592

On the other hand, ourmodel allows longer routing paths to593

enhance load balancing performance. Longer courses enable594

us to compute more flexible path scheduling and improve595

optimality in load balancing. However, very long routes will596

waste the capacity and increase communication delays. Thus,597

we enforce each of the traffic flows from s to d to use rela-598

tively short paths. Our path length constraint is (12), where599

δs→d indicates the minimum hop count to reach d from s,600

i.e., the shortest path length from s to d in G. k(≥ 0) is the601

path stretch in integer, then δs→d + k in (12) means that602

length of every path is limited by the shortest path length603

plus k . The lengths of all paths are controlled by adjusting604

k . Constraints (13), (14), (15), and (16) define the domains605

of variables described previously.606

With the above formulation, our problem can assign607

a single path for every non-zero traffic demand pair608

(s, d) in D using all the available channels. Both the609

link capacity constraint and the collision-free constraint 610

are fulfilled, and the most significant link utilization is 611

minimized. 612

V. EVALUATION 613

We evaluated the performance of our TAC-POCA method 614

with two different network topologies, i.e., the grid topology 615

and the random topology. We conducted two parts of the 616

evaluation. In the first part, we evaluated the optimization 617

performance using a MILP solver. In the second, we carried 618

out a traffic simulation using an up-to-date network simulator. 619

We describe the details in the following sections. 620

A. OPTIMIZATION PERFORMANCE EVALUATION 621

In this evaluation, we tested the optimization performance 622

of TAC-POCA using various values of parameters such as 623

the path stretch k , the number of NICs, and the traffic load 624

provided. One of the critical objectives is to examine the 625

effect of introducing POCs. Another is to determine whether 626

TAC-POCA has better performance than TACCA. There is 627

no joint routing and channel assignment schemewith POCs in 628

the literature, and no scheme except for TACCA has achieved 629

collision-free transmission with OCs in MCMR WMNs. 630

Thus, all past schemes except TACCA are not suitable for 631

comparison. Since TACCA reaches a collision-free schedule 632

but only considers OCs, we can see that the performance 633

gain of TAC-POCA compared with TACCA comes from 634

considering POCs. Both are examined in two scenarios with 635

grid and random topologies. 636

1) METHOD 637

We solved our MILP problem using IBM CPLEX Opti- 638

mizer version 12.10 [43] executed on a computer with Intel 639

(R) Xeon (R) CPUE5-2698 (2.20 GHz) and 256 GBmemory. 640

As typical scenarios in WMNs, we supposed two differ- 641

ent types of network topology, i.e., grid and random lay- 642

out of wireless nodes. For the grid topology, we designed 643

a 5 × 5 square grid with 400 intervals in both horizontal 644

and vertical directions. For the random topology, we located 645

20 nodes with random coordination in a 1, 500 × 1, 500 m 646

square field. We assumed that each node has a communica- 647

tion range R of 530 m that corresponds to 20 dBm Tx power, 648

and we take1 = ε, where ε is a tiny number. Each NIC oper- 649

ated IEEE 802.11g with a communication speed of 6 Mbps; 650

thus, the link capacity 2 was also assumed as 6 Mbps. All 651

13 channels defined in IEEE 802.11 2.4 GHz were used for 652

channel assignment. 653

Note that the number of nodes in this scenario may be 654

relatively small compared to the network size expected in 655

practice. However, we choose this network size in consid- 656

eration of the enormous computational complexity, which 657

requires considerable time to test a variety of parameter 658

values. We believe that 20-25 node scenarios enable us to 659

demonstrate all the principles and reveal the performance 660

of our method. Additionally, it will be possible to apply 661
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TABLE 4. Configuration in optimization evaluation.

our method to more extensive networks using more capable662

computers in parallel.663

As a traffic demand, we generated flows with highly col-664

liding traffic that covers the entire area of the field. We gen-665

erated 12 bidirectional constant bit rate (CBR) flows in the666

grid topology. We generated 10 CBR flows with randomly667

selected source and destination nodes in the random topology.668

We show the traffic pattern of the grid topology in Figs. 6(a)669

and (b), and the random topology in Fig. 6(c). Note that for670

the grid topology, our evaluation results were obtained as the671

average of these two traffic patterns.672

Note that the computational complexity of the TAC-POCA673

problem is NP-hard, and the CPLEX computation for674

TAC-POCAwill take longer than TACCAbecause of its more675

significant number of variables in the MILP formulation.676

To obtain the best possible solution, we set the relative MIP677

gap tolerance to 1e − 04 (default value) and set the limita-678

tion of computational time of CPLEX optimization to 48 h.679

The entire configuration described above is summarized in680

Table 4.681

2) RESULTS682

In Table 5, we show the effect of path stretch k on the683

maximum network link utility Umax , where each traffic flow684

volume is equal to 500 Kbps, and each node is equipped685

with 2 NICs. We set k = 0, 2, 4, 6 for the grid topology686

and k = 0, 1, 2, 3 for the random topology. Note that, for687

example, k = 3 in the grid topology is the same as k =688

2 because any detour path in the grid topology is the length of689

the corresponding shortest path plus an even number of hops.690

All the results are the average of five executions. We will691

discuss them separately in the following.692

First, we focus on the grid topology. See Table 5(a).693

When k = 0, both TACCA and TAC-POCA provide no694

solution because of the tight constraint to finding solutions,695

which implies that TAC-POCA has no apparent advantage696

in the shortest-path case. When k = 2, TAC-POCA pro-697

vides solutions, but TACCA cannot offer solutions, which698

means that POCs enable TAC-POCA to find solutions easier699

than TACCA when detouring paths are allowed. When k =700

4, we see that TAC-POCA provides better solutions than701

TACCA, which shows that the traffic load is balanced better702

in TAC-POCA than in TACCA, and the efficiency of POCs703

decreases the link utilization. Unfortunately, when k = 6,704

TABLE 5. The maximum network link utility Umax (Avg.) with path
stretch k .

TABLE 6. The value of relative MIP gap (Avg.) with path stretch k .

TAC-POCA does not provide better solutions than TACCA 705

within a limited time because of its sizeable computational 706

complexity. 707

Next, in Table 5(b) for the random topology, we see that 708

TACCA does not provide solutions when k = 0. However, 709

TAC-POCA provides solutions for each value of k because 710

the diversity in node distances in the random topology enables 711

POCs to exploit more efficient spatial reuse of channels. 712

We also see that TAC-POCA provides better solutions (i.e., 713

lower link utility Umax) than TACCA, which means that the 714

network capacity can also be improved by using POCs. Note 715

that in both grid and random topologies, TAC-POCA with 716

lower k sometimes provides better solutions than that with 717

higher k . This is because the size of the problem (i.e., the 718

number of variables in the MILP formulation) in TAC-POCA 719

is more significant than that in TACCA, and near-optimal 720

solutions are not always obtained within a limited time. 721

To see the complexity of the problems, we show the relative 722

MIP gap values at the end of each computation in Table 6. 723

Here, ‘‘finished’’ means that the calculation had finished 724

within 48 h so that the gap value is small enough. The gap 725

value is generally smaller in TACCA than in TAC-POCA, 726

meaning that TAC-POCA is more complicated to solve than 727

TACCA. Also, the gap values increase as k increases because 728

the search space expands as k increases to allow longer 729

routing paths. Especially in several cases, the gap keeps 730

100%, which means that in TAC-POCA, it is tough to find 731

the optimal solution even though better solutions (i.e., Umax 732

values) than TACCA had been found in most of the cases. 733

In Table 7, we show the effect of the number of NICs with 734

the maximum network link utility Umax , where each traffic 735

flow volume is equal to 500 Kbps. We set k = 4 for the 736

grid topology because this is the most miniature k with which 737

both TAC-POCA and TACCA provided reasonable solutions. 738

Similarly, we put k = 2 for the random topology. Table 7 739

shows that the number of NICs has no noticeable effect on 740

the performance, which means that 2 NICs are sufficient for 741

achieving efficient spatial reuse of channels. 742

VOLUME 10, 2022 96703



Y. Tian, T. Yoshihiro: Channel Assignment Based on CSMA-Aware Interference Model

FIGURE 6. Traffic patterns.

TABLE 7. The maximum network link utility Umax (Avg.) with number of
NICs.

As shown above, in the optimization evaluation, we con-743

firmed the property of TAC-POCA under parameter varia-744

tions. TAC-POCA computes a collision-free channel assign-745

ment combined with routing configuration. Compared with746

TACCA, TAC-POCA efficiently uses all channels and747

improves the network capacity. Comparedwith the grid topol-748

ogy, which has a fixed node distance, TAC-POCA is more749

effective in random networks because the diversity in node750

distance leads to better spatial reuse of channels. On the751

other hand, we see that the performance of TAC-POCA752

has more considerable fluctuation because the complexity of753

the problem is more significant. TAC-POCA requires more754

considerable computational resources than TACCA to obtain755

stable results.756

B. COMMUNICATION PERFORMANCE EVALUATION757

1) METHOD758

The simulation configuration was designed based on that759

of the optimization evaluation, as shown in Table 8.760

We equipped each node with 2 NICs that operate IEEE761

802.11g at 6 Mbps speed and 20 dBm transmission power.762

In our preliminary experiment, 2 NICs per node were suffi-763

cient for obtaining a good schedule. Moreover, we use the764

IEEE 802.11g standard because it provides essential CSMA765

functions without additional mechanisms to increase effi-766

ciency. We chose the two-ray-ground model as the radio767

propagation model. The identical topologies as those in the768

optimization evaluation were used: a 5×5 grid topology with769

400 m intervals and a 1, 500× 1, 500 m square field random770

topology with 20 nodes. We generated 12 bidirectional CBR 771

flows in the grid topology and ten flows with a random source 772

and destination selection in the random topology. A com- 773

mercial network simulator, Scenargie version 2.1 [44] was 774

used for simulation, which implements up-to-date PHY and 775

MAC models and adopts equivalent-level models with the 776

commonly used network simulators ns-3 and Qualnet. Their 777

simulation performance was verified by calibration. 778

We used a channel assignment and routing sched- 779

ule obtained in the optimization evaluation. Specifically, 780

we chose the schedule computed with k = 4 for the grid 781

topology, k = 2 for the random topology, and the pro- 782

vides traffic load of 500 Kbps per flow. We targeted the 783

mesh networks built with IEEE 802.11 technologies, so all 784

the 13 channels in the 2.4 GHz band are used. Gener- 785

ally, the 2.4 GHz band is regarded as more valuable than 786

the 5 GHz band for mesh infrastructure in many cases mainly 787

because the 2.4 GHz band is more robust against obstacles 788

than the 5 GHz band and easier to maintain wireless link 789

connection. 790

We compare the performance of TAC-POCA with those 791

of TACCA and [26], which we call Mohsenian-Rad-POCA 792

(MR-POCA). There is no joint POC assignment and routing 793

scheme for CSMA-based MRMC WMNs. Thus, most of 794

the past schemes in the literature are not comparable to our 795

scheme in terms of performance. Since TACCA achieves a 796

collision-free schedule but uses OCs, we can see that the per- 797

formance gain of TAC-POCA comes from considering POCs. 798

Therefore, TACCA schedules with the same parameters were 799

used in the comparison. In MR-POCA, we used the shortest 800

path as its predetermined route.We set the appropriate param- 801

eters of the SINR-based interference model that matched our 802

simulation parameters, such as the transmission power and 803

IEEE 802.11 channel bandwidth. 804

We used the same scenarios as those for the optimization 805

evaluation (shown in Figs.6(a) - (c)) and ran the simula- 806

tor for 5000 s. We measured the average communication 807
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performance of five repeated executions, and we compared808

the performance in terms of packet delivery ratio, throughput,809

end-to-end delivery delay, and frame drop. In this study,810

frame drop was included to show the network’s state of811

collision and interference. In both scenarios, we applied flow812

volume variations to determine the networks’ capacity.813

2) RESULTS814

We show the results of the grid topology in Figs. 7(a) - (d).815

The results are the average of the two different scenarios816

shown in Figs. 6(a) and (b).817

In Fig. 7(a), we show the packet delivery ratio as a func-818

tion of the offered traffic volume on the horizontal axis.819

Here, we see that both TAC-POCA and TACCA maintain820

an almost 100% packet delivery except where the traffic821

volume reaches their network capacity, meaning that the822

collision-freedom property in the schedule persists in the sim-823

ulation. We found that the delivery rate of TACCA decreases824

earlier, i.e., with a lower traffic load than TAC-POCA. This825

is because TAC-POCA has a more efficient spatial reuse of826

channels, resulting in reducing the maximum link utiliza-827

tion. In contrast, in MR-POCA, the delivery ratio gradually828

decreases as traffic volume increases, even when the traffic829

volume is relatively low. We confirmed that this is mainly830

caused by the collision of RTS/CTS frames due to hidden831

terminal problems.832

In Fig. 7(b), we show the aggregated throughput of the833

two schemes as a function of the offered traffic volume in834

the horizontal axis, where the aggregated throughput is the835

sum of the data rates delivered to all terminals in a network.836

It showed good performance when the offered load is low837

in both TACCA and TAC-POCA, which proves that the load838

balancing function worked well to increase network capacity.839

Owing to its high efficiency in channel utilization, TAC-840

POCA provided extra capacity space to support more con-841

siderable traffic, which improved the aggregate throughput.842

Therefore, the unexpected increase in traffic often seen in843

natural environments is more likely to be accommodated and844

can be accepted by TAC-POCA. In MR-POCA, a consider-845

able number of packets became stuck at source nodes. This is846

becauseMR-POCAuses the shortest path routing. As a result,847

MR-POCA shows far lower performance than TACCA and848

TAC-POCA in network capacity.849

We show the packet delivery delay in Fig. 7(c). We see850

that the delivery delay rapidly increases when the network851

saturates (i.e., when the traffic load exceeds the capacity of852

some links) in MR-POCA; this is due to the shortest path853

routing. In TAC-POCA and TACCA, the delay growth rate is854

relatively low. However, a more flexible channel assignment855

enables TAC-POCA to choose shorter paths, leading to a856

minor delay than in the case of TACCA.857

Fig. 7(d) shows the status of frame loss in the MAC layer858

due to collision or interference. In MR-POCA, the frame859

loss increases as the volume of traffic increases. We see860

many dropped frames when the limit of retransmission count861

is exceeded, and most of them are due to the collision of862

the hidden terminal problem. In contrast, we see that the 863

number of dropped frames is minimal in both TAC-POCA 864

and TACCA. Through the log files, we observed only a few 865

dropped frames; although there were several cases of interfer- 866

ence or simultaneous backoff expiration among frames, most 867

of them were recovered by CSMA’s frame retransmission. 868

As a result, TAC-POCA and TACCA have almost no frame 869

loss due to interference. This implies that the interference 870

model in TAC-POCA performed well in reducing the inter- 871

ference among nodes. In theory, TAC-POCA and TACCA 872

are both collision-free transmission schemes, which achieve 873

100% packet delivery without collision under their interfer- 874

encemodel. On the other hand, in the simulation running with 875

the SINR interference model, although we observed a certain 876

level of the collision caused by interference, the collision 877

among frames is recovered by frame retransmissions. 878

In Figs. 7(e) - (h), we show the same set of results in the 879

random topology scenario. Note that the result is the average 880

of five different random scenarios. Although the performance 881

is slightly better than the grid scenario, the general trend is the 882

same as the grid scenario. Namely, TAC-POCA has higher 883

network capacity under the given traffic demand and keeps an 884

almost 100% packet delivery with a higher offered load than 885

TACCA and MR-POCA. Taking together, we conclude that 886

TAC-POCA outperforms TACCA and MR-POCA in both 887

grid and random scenarios, and it can keep the number of 888

collisions is minimal with a higher offered load than TACCA. 889

3) DISCUSSION 890

Finally, we will discuss the value of1. We additionally show 891

the evaluation results with various values of1 in TAC-POCA. 892

Table 9 shows the results of the optimization evaluations, 893

which are executed with the same parameter values as are 894

used in Sec. V-A. except that the values of 1 takes 0.0, 895

0.25, 0.50, 0.75, and 1.00. In both grid and random scenarios, 896

the results show that smaller 1 achieves better optimization, 897

which is natural because larger1means a larger interference 898

range. We could not obtain any solution with 1 = 1.00 in 899

the grid and 1 ≥ 0.75 in the random scenario because 900

the interference range was too large to find feasible solu- 901

tions. We also show the simulation results in Fig. 8, which 902

are obtained with the same parameter values as are used 903

in Sec. V-B except for varying the values of 1. Figs. 8(a)- 904

(d) shows the results of the grid scenario, in which we see 905

that the performance is better when 1 is smaller. We also 906

see that the frame drop rate is always meager. This means 907

that TAC-POCA works ideally to avoid collisions of frames 908

with any values of1, and thus the optimization performance 909

directly reflects on the communication performance. Note 910

that the performance for 1 = 0.25 and 1 = 0.50 cases 911

occur because their schedules are precisely the same; In the 912

grid scenario, the interference ranges of both cases include the 913

same set of nodes because of the regularity of the node loca- 914

tions. Figs. 8(e)-(h) shows the results of the random scenario, 915

in which similar trends to the grid scenario are seen. The 916

performance with smaller 1 is better because of the better 917
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FIGURE 7. Communication performance evaluation.

performance in the optimization part. In the random scenario,918

a slightly larger number of frame drops than in the grid919

scenario were observed, as shown in Fig. 8(h), but it was tiny920

and negligible. We confirmed that the smaller 1 performs921

better in grid and random scenarios and the low frame drop 922

rate. Since we had an excellent result on frame drops, we can 923

conclude that the value1 = ε is the best in our scenarios with 924

TAC-POCA. 925
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FIGURE 8. Communication performance evaluation of different interference range.
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TABLE 8. Configuration in traffic simulation.

TABLE 9. The maximum network link utility Umax (Avg.) with the
value of 1.

VI. CONCLUSION926

By exploiting all the channels defined in IEEE 802.11927

2.4 GHz band channels, we designed a new joint channel928

assignment and routing scheme using POC interference mod-929

els. The proposed scheme called TAC-POCA significantly930

improved the spatial reuse of radios. It achieved collision931

freedom combined with the CSMA-aware interference model932

and the shared link capacity model extended for POCs.933

Although TACCA has already attained a collision-free chan-934

nel assignment and routing using OCs, TAC-POCA signif-935

icantly improved the spatial reuse of radios and network936

capacity by applying POCs.937

We conducted two evaluations, i.e., optimization and sim-938

ulation evaluations, and showed that POCs significantly939

improve the spatial reuse in joint channel assignment and940

routing. In particular, we found that the variations of distance941

in the random layout exploit the ability of POCs. Further-942

more, we confirmed that TAC-POCA keeps a very low level943

of collision even in-network simulations with the SINR-based944

interference model. The proposed CSMA-aware interference945

model with POCs works in networks.946

As a limitation, due to many variables in MILP formula-947

tion, TAC-POCA requires more considerable computational948

resources to achieve stable output results. Since the channel949

assignment problem is NP-hard, designing a good heuristic950

algorithm will be a future task. Introducing the SINR-based951

interference model to the joint routing and channel assign-952

ment schemes will be another enjoyable future task.953
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