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ABSTRACT The novel coronavirus (nCOV) is a new strain that needs to be hindered from spreading by
taking effective preventive measures as swiftly as possible. Timely forecasting of COVID-19 cases can
ultimately support in making significant decisions and planning for implementing preventive measures.
In this study, three common machine learning (ML) approaches via linear regression (LR), sequential
minimal optimization (SMO) regression, and M5P techniques have been discussed and implemented for
forecasting novel coronavirus disease-2019 (COVID-19) pandemic scenarios. To demonstrate the forecast
accuracy of the aforementioned ML approaches, a preliminary sample-study has been conducted on the
first wave of the COVID-19 pandemic scenario for three different countries including the United States of
America (USA), Italy, and Australia. Furthermore, the contributions of this study are extended by conducting
an in-depth forecast study on COVID-19 pandemic scenarios for the first, second, and third waves in India.
An accurate forecasting model has been proposed, which has been constructed on the basis of the results
of the aforementioned forecasting models of COVID-19 pandemic scenarios. The findings of the research
highlight that LR is a potential approach that outperforms all other forecasting models tested herein in the
present COVID-19 pandemic scenario. Finally, the LR approach has been used to forecast the likely onset
of the fourth wave of COVID-19 in India.
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INDEX TERMS Death forecasting, linear regression (LR), M5P, machine learning (ML), novel coronavirus
(nCOV), COVID-19 forecasting, SMO regression.

I. INTRODUCTION18

According to real-time data, most countries around the world19

witnessed a rapid increase in the confirmed coronavirus20

disease-2019 (COVID-19) cases [1]. Human-to-human infec-21

tion is evident from its rapid spreading ability, and global22

efforts have been concentrated on mitigating the spread-23

ing rate of the virus. The implementation of the mitigation24

measures affected the normal functioning of society through25

its consequences on travel, event cancellation, employment26
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opportunities, food supply chain, academic, and hospital 27

capacity. Altogether, the pandemic has imposed extraordinary 28

pressure on theworld economy, healthcare, and globalization. 29

The healthcare systems in several countries such as Italy 30

and Spain were overburdened by the pandemic leading to 31

the increased loss of human lives [2]. According to several 32

reports, COVID-19 originated in Wuhan, China [3] and it 33

spread to almost all the countries and emerged as a pan- 34

demic within a short span [4]. COVID-19 was discovered 35

to be closely related to severe acute respiratory syndrome 36

(SARS) [5], however, its infection spreads faster than the 37

infection of SARS. The severity of community transmission 38
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of this disease can be found in WHO e-reports [6], which39

show that more than 469million people across the world have40

been infected with COVID-19, with 6 million deaths reported41

as of March 21, 2022. In the absence of a vaccine or anti-42

drug for the novel COVID-19, governments were forced to43

use non-drug prevention strategies such as social distancing,44

use of masks, non-touch measures and sanitizing agents etc.45

Further, [7] sheds light on the different technologies that46

have been put in place to help the healthcare systems, the47

government, and the general public in various ways in the48

fight against COVID-19. Also, [8] has explained a distinctive49

viewpoint to the research community and imparted greater50

information in relation to sustainability, while the solutions51

to post-COVID impacts were demonstrated for the guidance52

of policy and decision-makers.53

A. MOTIVATION54

The initial reporting of COVID-19 as a pandemic disease55

corresponds to the period when no major preventive mea-56

sures, even in the health systems of most industrialized and57

developed countries were being implemented.Most countries58

prioritized economic performance over the prevention of this59

unpredictable community-transmitted disease until it became60

a life-threatening disease for their citizens. When the first61

suspect was detected in India, the new coronavirus had taken62

uncontrollable roots around the world.63

As of 2020, India is the second-most populous country in64

the world, accounting for about 18% of the global population.65

In India, there is a wide gap between existing healthcare con-66

ditions when compared to the affluent countries. Therefore,67

adherence to the control measures was most likely to fail.68

In addition, human mobility, which is the most supportive69

element in COVID-19 disease transmission, was higher in70

India’s metro cities than in any other populated city across the71

world due to higher population density. Drawing inspiration72

from China’s experience in [9], the Indian government took73

several steps toward setting up dedicated COVID-19 isolation74

units in existing hospitals and quarantine centres as well as75

increasing the number of beds to provide quality healthcare76

for infected people.77

Firstly, it is imperative to educate government and health78

experts about what to anticipate and what steps to take.79

Secondly, to encourage the general public to follow the80

preventive measures to moderate the spread of the disease,81

proper awareness is of the utmost [10], [11]. For most coun-82

tries, it is crucial to develop an accurate model to predict the83

spread of COVID-19 [12], [13]. which can ultimately help in84

making important decisions and planning for implementing85

preventivemeasures. In statistical physics [14], investigations86

of pandemic systems have a long and fruitful history. There is87

a need for mathematical and statistical approaches for short-88

term forecasting of the transient rise of COVID-19 cases in89

order to augment the resources to deal with the pandemic.90

Such a timely forecast would help in better management of91

health care measures to restrain the pandemic.92

B. OVERVIEW OF RELATED RESEARCH 93

Simple mathematical models that capture the fundamentals 94

of epidemic spread can be used to fit data using a large 95

number of parameters, and the resulting values can be used 96

to generate accurate forecasts. In recent years, the scientific 97

community has gathered significant justification for diverse 98

and complex social network connection patterns [15], [16]. 99

These are important in defining the behavior of equilibrium 100

and non-equilibrium systems in general, as well as the spread 101

of pandemics and the development of effective prevention 102

measures. Digital epidemiology and the theory of epidemic 103

processes on complex networks are the results of interdisci- 104

plinary studies at the intersection of statistical physics, net- 105

work science and epidemiology, driven by the vast amounts 106

of data documenting our health status and life style. 107

Various dynamic models were used to investigate and eval- 108

uate epidemiological parameters such as incubation period, 109

transmissibility period and many others in prior pandemic 110

outbreaks [17], [18]. Machine learning (ML)-based forecast- 111

ing methods have proven to be effective in analyzing post- 112

operative outcomes and making better decisions about future 113

activities [19]. ML models have long been used in numer- 114

ous domains, including detecting and prioritizing aversive 115

aspects of a threat. Several studies used simple techniques 116

to estimate the number of COVID-19 cases, assuming that 117

government data is reliable and accurate. Auto regressive 118

integratedmoving average (ARIMA) andHolt’s simple expo- 119

nential method have been used in [20] for short-term fore- 120

casting of COVID-19 spread in India. For Italy, China and 121

France, simple mean-area models and susceptible–infected– 122

recovered–death models, the Gompertz model, the logis- 123

tic model and the Bertalanffy model have been utilized 124

[21], [22]. Researchers have applied the Gompertz model 125

to predict the growth of tumors and many others, whereas, 126

the logistic growth model has been used to model the out- 127

break of COVID-19 and predict its global spread. Similarly, 128

the exponentially escalating model was used to forecast the 129

final size and spread of COVID-19 in Italy, as well as the 130

total number of confirmed COVID-19 cases in China, Italy, 131

South Korea, Iran, and Thailand [23], [24]. Other nations, 132

such as the United States, Iran, Slovenia, and Germany were 133

expected to have COVID-19 instances betweenMarch 29 and 134

April 12, 2020, according to the prediction in [25]. In addi- 135

tion, the number of new confirmed cases, recovery, and mor- 136

tality numbers for Algeria, Australia, and Canada have been 137

assessed [26]. 138

Furthermore, in [27], the authors used ML and evolution- 139

ary computing methods with regression for the COVID-19 140

virus spread prediction and control model. In addition, [28] 141

systematically reviewed forecasting models to identify key 142

factors in the spread of the COVID-19 pandemic. In a study 143

described in [29], artificial neural networks (ANNs) were 144

used to make a real-time predictor model for COVID-19 145

spread. Ahmadini et al. [30] proposed the Kalman filter 146

model to predict COVID-19 infections for the four most 147

affected countries, namely the United States, India, Brazil 148
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and Russia. Zeroual et al. [31] applied five deep learning149

methods to the global forecast of daily new confirmed and150

recovered cases of COVID-19 based on a small volume151

of data. Yasminah et al. [32] and Dairi et al. [33] developed152

new methods to predict how COVID-19 will spread.153

Five ML algorithms were used to forecast the amount154

of COVID-19 confirmed cases, fatalities, and cured cases155

for Indian states [34]. For India, [35] described the Holt-156

Winters technique for predicting incident cases, death cases,157

and active cases from September 28, 2020 to November 15,158

2020, and the results were found to be comparable with the159

basic susceptible-infectious-recovered model. Even today,160

any model including real-time short-term forecasts cannot161

accurately confirm the natural behavior of any pandemic,162

natural phenomenon or tragedy. In [36], the performance of163

different ML approaches has been evaluated for predicting164

the COVID-19 outbreak for the world based on publicly165

accessible data on daily deaths, recovered and confirmed166

cases from January 22, 2020 to August 18, 2021. In the167

present study, three common and well-known machine learn-168

ing (ML) approaches via linear regression (LR), sequential169

minimal optimization (SMO) regression, and M5P tech-170

niques have been discussed and implemented for forecasting171

novel coronavirus disease-2019 (COVID-19) pandemic sce-172

narios. Unlike [36], this forecast study has been conducted173

not only for the first wave of COVID-19 scenarios in three174

countries (United States, Italy, and Australia) but an extensive175

forecast analysis has also been conducted for the first, second176

and third waves of COVID-19 scenarios in India.177

The purpose of this research is to identify an effec-178

tive model that yields maximum accuracy in forecasting179

COVID-19 scenarios. The findings of this study would direct180

future research towards more complex and accurate forecast-181

ing models for various unprecedented situations.182

C. SCOPE OF THE WORK183

Table 1 shows the scope of the work described in this study184

and highlights the works described in recently published185

study. In the present study, an extensive forecast analysis186

has been carried out for three countries (the USA, Italy, and187

Australia) for the first wave of COVID-19 and is extended to188

first, second and third waves of COVID-19 scenarios in India189

which is not performed in recently published studies.190

Furthermore, since forecasting the upcoming wave will be191

highly supportive in making important decisions and plan-192

ning for implementing preventive measures, the authors have193

also attempted to forecast the likely onset of the fourth wave194

of COVID-19 in India.195

D. MAIN CONTRIBUTIONS196

The present work has the following contributions.197

• Three of the most commonly used ML approaches viz.198

linear regression (LR), M5P, and sequential minimal199

optimization (SMO) regression have been implemented200

for a sample study in three different countries, i.e.,201

USA, Italy, and Australia, to predict the first wave of 202

the COVID-19 pandemic scenario (daily new cases and 203

deaths). In this study, a day ahead forecasting model 204

has been considered to predict the daily confirmed 205

COVID-19 cases and daily deaths. 206

• Based on the sample study conducted on the first wave 207

of the COVID-19 pandemic scenario in three coun- 208

tries, the forecast accuracy of the above-mentioned 209

ML approaches has been exemplified using several 210

error measures such as MAPE, SMAPE, MAE, RMSE 211

and MSE. 212

• The above-mentioned ML approaches have then been 213

employed for an extensive forecast analysis of the 214

COVID-19 scenarios for the first, second, and third 215

waves in India. 216

• Based on the key findings of the forecast analyses for 217

the first, second, and third waves of the COVID-19 pan- 218

demic scenarios in India, an accurate forecasting model 219

has been proposed. 220

• Lastly, the proposed forecasting model was used to pre- 221

dict when the fourth wave of COVID-19 is likely to hit 222

India. 223

E. ORGANIZATION OF THE STUDY 224

The successive contents of this research have been organized 225

as follows—-The LR, SMO regression and M5P approaches 226

of forecasting have been briefly explained in Section 2. 227

Section 3 presents the results of the preliminary sample study 228

on the first wave of the COVID-19 pandemic scenario per- 229

formed for three different countries namely, the USA, Italy, 230

and Australia. Section 4 presents the results of an in-depth 231

forecast study of COVID-19 pandemic scenarios for the first, 232

second, and third waves in India. Based on the proposed 233

forecasting model, the likely onset of the fourth wave of 234

COVID-19 in India is also hinted in Section 4. Finally, the 235

conclusion has been drawn out in Section 5. 236

II. TECHNIQUES USED TO FORECAST NOVEL COVID-19 237

With the ever-increasing amount of data availability, ML has 238

become an emerging technology for comprehensive data 239

analysis over the past two decades and has become more 240

widespread as an essential component of technological 241

advancement. In this work, three common ML-based fore- 242

casting approaches viz. LR, SMO regression and M5P 243

techniques have been employed to predict the COVID-19 244

scenarios. To predict the COVID-19 scenario in India, the 245

authors aim to employ machine learning algorithms, which 246

are an emerging tool nowadays and are increasingly being 247

used in forecasting studies. All three methods are well-known 248

and commonly used by the researchers in their recently 249

reported literature; therefore, the authors used LR, SMO, and 250

M5P in this study. In addition, several error measures have 251

also been used for the assessment of the forecast accuracy of 252

these techniques. 253
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TABLE 1. Scope of work reported in this study vs. work reported in recently published study—At-a-glance.

A. LINEAR REGRESSION254

The LR technique involves recognizing independent or inci-255

dental demand variables that influence and continue to influ-256

ence the forecast/dependent variables, as well as expressing257

the forecaster’s belief in the inter dependencies of all such258

variables as an equation or series of equations. The inde-259

pendent variables of any system can be internal or external.260

If there is only one dependent variable, the regression model261

will be linear; if there are multiple dependent variables, the262

model will bemultivariate. The regression technique provides263

the ability to forecast not only the demand for the depen-264

dent variable, but also the forces and events that cause the265

dependent variable to change. The steps involved to produce266

forecasts for a given problem using a common LR technique267

have been comprehensively explained in [26] and [46].268

There are two factors (x; y) involved in linear regres-269

sion analysis.The equation below shows the relation between270

y and x which is called regression. 271

y = β0 + β1x + ε (1) 272

or equivalently 273

E(y) = β0 + β1x (2) 274

where ε is the error term of the linear regression. Here the 275

error term takes into account the variability between both 276

x and y, β0 represents the y-intercept and β1 represents the 277

slope. 278

B. SMO REGRESSION 279

SMO regression is a simplified technique for rapidly solving 280

the support vector machine (SVM) quadratic programming 281

(QP) issue without any additional matrix storage or numerical 282

QP optimization. To achieve convergence, SMO regression 283

decomposes the overall QP issue into QP sub-problems. 284
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TABLE 2. Comparison of forecast accuracy of daily cases for the first wave of COVID-19 in the USA using different error measures.

TABLE 3. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the first wave of COVID-19 in USA.

Unlike previous techniques, SMO regression chooses to285

tackle the lowest optimization problem possible at each step.286

Since Lagrange multipliers must satisfy a linear equality287

requirement, the least feasible optimization issue for the typ-288

ical SVM QP problem comprises two Lagrange multipliers.289

SMO regression picks two Lagrange multipliers to jointly290

optimize at each step, determines their ideal values, and291

then updates the SVM to reflect the new optimal values.292

Furthermore, the advantage of SMO regression is that it293

allows solving two Lagrange multipliers analytically. As a294

result, numerical QP optimization is completely avoided.295

Even though the method solves more optimization sub-296

problems, each sub-issue is handled swiftly that the overall297

QP problem is addressed quickly. Since SMO regression does298

not need any additional matrix storage, even very large SVM299

training problems can fit into the random access memory300

(RAM) of a standard computer or workstation. A detailed301

methodology for implementing SMO regression to produce302

forecasts for a given problem has been described in [47].303

The implementation of SMO regression has the following304

steps:305

Step 1: Break large QP problems into a series of306

smallest possible QP problem. Find the most promising307

pair (µ1 and µ2).308

Step 2: Solve small QP problems in promptly when com-309

pared to the QP optimization process. It is cardinal to consider310

that it requires memory in proportion to the smallest possible311

samples taken under Step 1. This enables it to handle numer-312

ous training sets, i.e., very large QP problems. Optimize313

µ1 and µ2 keeping other µ’s fixed.314

C. M5P TECHNIQUE 315

The M5P technique is a numeric prediction tool based on 316

classification and regression analysis and is a modified ver- 317

sion of the originalM5 tree algorithm, which enables it to deal 318

with enumerated attributes and attribute missing values. M5P 319

is more sensitive to data segmentation and gives better results 320

with longer data set as input. The following steps are involved 321

in implementing the M5P technique to produce forecasts for 322

a given problem as detailed in [48] and [49]: 323

Step 1: Take the input data (enumerated attributes), then 324

convert it into binary variables and apply the algorithm to 325

maximize standard deviation reduction (SDR). 326

SDR = δ(Cs)−
∑

k

|Csk |
|Cs|

.δ(Csk ) (3) 327

where Cs is the set of cases, Csk is the k th subset of cases 328

that result from the tree splitting process, δ(Cs) is the stan- 329

dard deviation of Cs, and δ(Csk ) is the standard deviation of 330

k th subset as a measure of error 331

Step 2: Use these binary variables to construct a tree (as the 332

tree grows over fitting increases). 333

Step 3: Perform tree pruning process (which reduces the 334

problem of over-fitting) and compensation for discontinuities. 335

Step 4: Carry out tree smoothing process to compensate 336

for sharp discontinuities that occur between linear adjacent 337

models at end nodes (leaf) of pruned tree. 338

Step 5: Produce tree model as the output. 339
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D. ERROR MEASURES USED FOR THE ASSESSMENT OF340

FORECAST ACCURACY341

In this study, several error measures such as mean absolute342

error (MAE), mean square error (MSE), root-mean-square343

error (RMSE), mean absolute percentage error (MAPE),344

and symmetric mean absolute percentage error (SMAPE)345

have also been used for the assessment of forecast accu-346

racy of novel COVID-19 scenarios. These error measures347

[50], [51], [52] are mathematically defined as follows:348

MAE =
1
K

K∑
p=1

|(Ap − Fp)| (4)349

MSE =
1
K

K∑
p=1

(Ap − Fp)2 (5)350

RMSE =

√√√√√ 1
K

K∑
p=1

(Ap − Fp)2 (6)351

MAPE =
100
K

K∑
p=1

|(Ap − Fp)|
Ap

(7)352

SMAPE =
100
K

K∑
p=1

|(Ap − Fp)|
(Ap + Fp)/2

(8)353

where Ap and Fp are the actual and forecasted values of the354

novel COVID-19 scenario; and K is the length of the forecast355

horizon.356

III. FORECAST ANALYSIS OF COVID-19 SCENARIOS FOR357

USA, ITALY AND AUSTRALIA: A PRELIMINARY358

SAMPLE-STUDY359

A preliminary sample study has been presented in this section360

to illustrate the forecast accuracy of LR, SMO regression and361

M5P techniques for the first wave of COVID-19 scenarios362

in three different countries (USA, Italy and Australia). The363

authors selected three countries, taking into account the fol-364

lowing: (1) Countries should be from different continents,365

and (2) they should be the most or least affected. The United366

States and Italy were the most affected countries during the367

first wave of COVID-19, and Australia was the least affected.368

These are the only specific criteria for selecting these coun-369

tries in this study. The forecast of daily cases for the first370

wave of COVID-19 scenario in the above-mentioned coun-371

tries has been analyzed for the sample-period 01-28 April372

2020. To accomplish the forecast analysis, the data has been373

adopted from the official website of the World Health Orga-374

nization (WHO) [6]. After creating the training and testing375

data set, the forecast accuracy has been computed. It is worth376

noting that the forecasting model applied in this study does377

not consider the parameters such as the number of lockdowns,378

the number of people vaccinated, social distancing and self-379

isolation behavior.380

Table 2 and Table 3; Table 4 and Table 5; and Table 6 and381

Table 7 depict the results of the preliminary sample study382

FIGURE 1. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the first wave of COVID-19 in
the USA for the duration—(a) 01-07 April, 2020 (b) 08-14 April, 2020
(c) 15-21 April, 2020 (d) 22-28 April, 2020.

conducted to forecast daily cases for the first wave of 383

COVID-19 in the USA, Italy, and Australia, respectively. 384

These results have been obtained to exemplify the fore- 385

cast accuracy of LR, SMO regression, and M5P techniques 386

and have been grouped on a weekly basis for ease of 387

understanding. 388

Table 2 compares the LR technique with the SMO regres- 389

sion and M5P techniques by evaluating error measures such 390

as MAPE, SMAPE, RMSE, MAE and MSE for the USA. 391

It can be observed that the averageMAPE of LR is 0.81which 392

shows superior results relative to M5P and SMO regression. 393

Moreover, the average SMAPE, MAE, RMSE, and MSE 394

of LR have been evaluated as 0.81, 3690.95, 4872.83 and 395

24477000, respectively, depicting superior results when com- 396

pared to M5P and SMO regression. 397

VOLUME 10, 2022 95111



A. K. Srivastava et al.: Machine Learning Approach for Forecast Analysis of Novel COVID-19 Scenarios in India

TABLE 4. Comparison of forecast accuracy of daily cases for the first wave of COVID-19 in Italy using different error measures.

TABLE 5. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the first wave of COVID-19 in Italy.

TABLE 6. Comparison of forecast accuracy of daily cases for the first wave of COVID-19 in Australia using different error measures.

TABLE 7. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the first wave of COVID-19 in Australia.

The MAPE is one of the most commonly used key perfor-398

mance indicators to measure forecast accuracy (i.e., the lower399

the MAPE, the higher is the forecast accuracy). However, it is400

interesting to note that the values ofMAPE can exceed 100%,401

which would mean that the errors are ‘‘much higher’’ than the402

actual values [53]. On the other hand, setting arbitrary fore-403

cast performance targets without reference to the forecast data404

(e.g., MAPE<10% is excellent, MAPE<20% is good, etc.)405

is irrational [54]. Table 3 summarizes daily MAPE of LR, 406

SMO regression and M5P techniques to compare the forecast 407

accuracy of daily cases for the first wave of COVID-19 408

in the USA and the same has been illustrated graphically 409

in Figure 1. 410

It can be observed that the average of daily MAPE values 411

corresponding to LR, M5P and SMO regression techniques 412

have been evaluated as 1.44, 2.33 and 4.19, respectively, for 413
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TABLE 8. Daily MAPE of LR, SMO regression and M5P techniques to compare the accuracy of daily death forecast for the first wave of COVID-19 in the
USA, Italy and Australia.

TABLE 9. Comparison of the present study with other methods reported in recently published papers in terms of MAPE.

TABLE 10. Comparison of forecast accuracy of daily cases for the first wave of COVID-19 in India using different error measures.

TABLE 11. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the first wave of COVID-19 in India.

the duration 01–07 April 2020; 0.67, 2.03 and 1.71, respec-414

tively, for the duration 08–14 April 2020; 0.79, 0.74 and 1.0,415

respectively, for the duration 15–21 April 2020; and 0.32,416

0.48, 0.72, respectively, for 22–28 April 2020. The daily417

MAPE, as summarized in Table 3 and illustrated in Figure 1,418

clearly indicates that the LR technique for forecasting daily 419

cases for the first wave of COVID-19 in the USA outperforms 420

the M5P and SMO regression. 421

On the other hand, Table 4 compares the LR technique 422

with the SMO regression and M5P techniques by evaluating 423
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TABLE 12. Comparison of forecast accuracy of daily cases for the second wave of COVID-19 in India using different error measures.

TABLE 13. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the second wave of COVID-19 in India.

TABLE 14. Comparison of forecast accuracy of daily cases for the third wave of COVID-19 in India using different error measures.

TABLE 15. Daily MAPE of LR, SMO regression and M5P techniques to compare forecast accuracy of daily cases for the third wave of COVID-19 in India.

error measures MAPE, SMAPE, RMSE, MAE and MSE424

for Italy. It can be observed from Table 4 that the average425

MAPE of LR is 0.39 which again demonstrated a superior426

result to M5P and SMO regression. Moreover, the average427

SMAPE, MAE, RMSE and MSE of LR have been evalu-428

ated as 0.39, 601.48, 634.98 and 477855 respectively, which429

depicts superior results once again when compared to M5P430

and SMO regression. Furthermore, Table 5 summarizes the 431

daily MAPE of LR, SMO regression and M5P techniques 432

to compare the forecast accuracy of daily cases for the first 433

wave of COVID-19 in Italy and the same has been illustrated 434

graphically in Figure 2. 435

It can be observed that the average daily MAPE values 436

corresponding to LR, M5P and SMO regression techniques 437
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TABLE 16. Daily MAPE of LR, SMO regression and M5P techniques to compare the accuracy of daily death forecast for the first, second, and third waves
of COVID-19 in India.

FIGURE 2. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the first wave of COVID-19 in
Italy for the duration—(a) 01-07 April, 2020 (b) 08-14 April, 2020
(c) 15-21 April, 2020 (d) 22-28 April, 2020.

have been evaluated as 0.65, 1.4, and 0.88, respectively, for438

the duration 01–07 April 2020; 0.43, 0.63, 0.65, respec-439

tively, for the duration 08–14 April, 2020; 0.24, 0.43, 0.47,440

FIGURE 3. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the first wave of COVID-19 in
Australia for the duration—(a) 01-07 April, 2020 (b) 08-14 April, 2020
(c) 15-21 April, 2020 (d) 22-28 April, 2020.

respectively, for the duration 15–21 April, 2020; and 0.24, 441

0.26, 0.35, respectively, for 22–28 April, 2020. The daily 442

MAPE, as summarized in Table 5 and illustrated in Figure 2, 443
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FIGURE 4. Forecast of daily cases using LR, SMO regression and M5P
techniques for the first wave of COVID-19 in (a) USA (b) Italy (c) Australia.

clearly indicates that the LR technique for forecasting daily444

cases for the first wave of COVID-19 in Italy outperforms the445

M5P and SMO regression techniques once again.446

Likewise, Table 6 compares the LR technique with the447

SMO regression and M5P techniques by evaluating different448

error measures for Australia. It can be found from Table 6449

that the average MAPE of LR is 0.71 which again demon-450

strated the ability of LR to produce superior results than M5P451

and SMO regression. Moreover,the average SMAPE, MAE,452

RMSE, and MSE of LR have been evaluated as 0.70, 42.35,453

49.32 and 3425.52, respectively, which onceagain shows454

superior results to M5P and SMO regression. Furthermore,455

Table 7 summarizes daily MAPE of LR, SMO regression456

and M5P techniques to compare the forecast accuracy of457

FIGURE 5. Daily MAPE for the duration of 22-28 April, 2020 of LR, SMO
regression and M5P techniques to compare the accuracy of daily death
forecast for the first wave of COVID-19 in (a) USA (b) Italy (c) Australia.

daily cases for the first wave of COVID-19 in Australia 458

and the same has been depicted graphically in Figure 3. 459

It can be observed that the average of daily MAPE values 460

corresponding to LR, M5P, and SMO regression techniques 461

have been evaluated as 1.48, 2.8 and 2.78, respectively, for 462

the duration 01–07 April, 2020; 0.71, 1.61, 0.96, respec- 463

tively, for the duration 08–14 April, 2020; 0.46, 0.65, 0.54, 464

respectively, for the duration 15–21 April, 2020; and 0.18, 465

0.24 and 0.56, respectively, for 22–28 April, 2020. The daily 466

MAPE, as summarized in Table 7 and illustrated in Figure 3, 467

clearly implies that the LR technique again outperforms M5P 468

and SMO regression for forecasting daily cases for the first 469

wave of COVID-19 in Australia. Forecast of daily cases 470

for April 01-28, 2020 using LR, SMO regression and M5P 471

techniques for the first wave of COVID-19 in the USA, Italy 472

and Australia have been depicted in Figure 4. A comparison 473

has been made with the actual data which depicts the vari- 474

ations between the forecasted values and the actual values. 475

Table 8 summarizes daily MAPE for the duration range of 476

Apr 22-28, 2020 of LR, SMO regression andM5P techniques 477

to compare the accuracy of daily death forecast for the first 478

wave of COVID-19 in the USA, Italy and Australia and the 479

same has been depicted graphically in Figure 5. The average 480
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FIGURE 6. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the first wave of COVID-19 in
India for the duration—(a) 01-07 July, 2020 (b) 08-14 July, 2020
(c) 15-21 July, 2020 (d) 22-28 July, 2020.

daily MAPE values corresponding to LR, M5P, and SMO481

regression techniques have been evaluated as 0.84, 3.73, and482

1.17 respectively, for the USA; 0.16, 0.43, 0.31 respectively483

for Italy; and 1.99, 11.25 and 2.52, respectively, for Australia.484

This again suggests that the LR technique outperforms M5P485

and SMO regression for death forecast for the first wave486

of COVID-19 in the USA, Italy and Australia. The authors487

have also compared the MAPE values of the several other488

methods reported in [35] and [41] with the MAPE values of489

the forecast models presented in this paper (viz. M5P, SMO,490

and LR), considering similar data sets. Table 9 compares491

FIGURE 7. Forecast of daily cases for the duration from June 01, 2020 to
Jan 31, 2021 for the first wave of COVID-19 in India.

FIGURE 8. Daily MAPE for the duration 08-14 July, 2020 of LR, SMO
regression and M5P techniques to compare the accuracy of daily death
forecast for the first wave of COVID-19 in India.

the work presented with other methods reported in recently 492

published papers. 493

IV. EXTENSIVE FORECAST ANALYSIS OF COVID-19 494

SCENARIOS FOR INDIA 495

The various error measures are summarized in Table 2— 496

Table 8 indicate that all three approaches viz. LR, SMO 497

regression and M5P employed in the preliminary sample 498

study presented in the previous section have acceptable fore- 499

cast accuracy and the LR technique outperforms M5P and 500

SMO regression techniques. Although the LR technique out- 501

performed during the first wave in three different coun- 502

tries, using the LR technique alone would not be sufficient 503

for extensive forecast analysis in the Indian scenario since 504

ML algorithms rely heavily on quality data to learn future 505

trends and build better performing forecasting models.This 506

prompted the authors to continue their extensive forecast 507

analysis on the first, second and third waves of the COVID-19 508

pandemic scenarios in India using all three techniques. 509

A. FORECAST ANALYSIS OF COVID-19 SCENARIO FOR 510

FIRST WAVE IN INDIA 511

In this sub-section, the authors have conducted a complete 512

forecast study on the first wave of the COVID-19 pan- 513

demic scenario in India. Table 10 compares the LR technique 514

with SMO regression and M5P techniques by evaluating 515

error measures MAPE, SMAPE, RMSE, MAE and MSE 516

for forecasting daily cases for the first wave of COVID-19 517

in India. Table 10 shows that the average MAPE of LR 518
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FIGURE 9. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the second wave of
COVID-19 in India for the duration—(a) 01-07 May, 2021 (b) 08-14 May,
2021 (c) 15-21 May, 2021 (d) 22-28 May, 2021.

is 4.25, indicating that LR outperformed M5P and SMO519

regression (with MAPE of 4.27 and 4.94 respectively). More-520

over, the average SMAPE, MAE, RMSE, and MSE of LR521

have been evaluated as 4.28, 1490, 1832.85, and 4247828,522

respectively. Hence, LR has higher forecasting performance523

when compared to M5P and SMO regression. As stated in524

the previous section, MAPE is one of the most commonly525

used key performance indicators to measure forecast accu-526

racy. Therefore, Table 11 has been prepared to summarize527

the daily MAPE of LR, SMO regression and M5P tech-528

niques to compare the forecast accuracy of daily cases for529

the first wave of COVID-19 in India and the same has been530

FIGURE 10. Forecast of daily cases for the duration 01 Feb,
2021 to 31 Oct, 2021 for the second wave of COVID-19 in India.

FIGURE 11. Daily MAPE for the duration 08-14 May, 2021 of LR, SMO
regression and M5P techniques to compare the accuracy of daily death
forecast for the second wave of COVID-19 in India.

graphically represented in Figure 6.It can be observed that 531

the average of daily MAPE values corresponding to LR, 532

M5P and SMO regression techniques have been evaluated 533

as 4.12, 4.20 and 4.52, respectively, for the duration 01–07 534

July 2020; 2.56, 2.56 and 2.98 respectively, for the duration 535

08–14 July 2020; 5.12, 5.12 and 6.18 respectively for the 536

duration 15–21 July 2020; and 5.18, 5.19, 6.06 respectively 537

for 22–28 July 2020. The daily MAPE values, as summarized 538

in Table 11 and shown in Figure 6, clearly indicate that 539

the LR technique for forecasting daily cases for the first 540

wave of COVID-19 in India outperforms the M5P and SMO 541

regression. 542

A forecast of daily cases for the duration from 01 June 2020 543

to 31 Jan 2021, using the LR technique for the first wave of 544

COVID-19 in India has been depicted in Figure 7. A com- 545

parison has been made with the actual data which clearly 546

shows how closely the forecasted values match the actual 547

data. On the other hand, the first part of Table 16 summarizes 548

daily MAPE for the duration 08-14 July 2020 of LR, SMO 549

regression and M5P techniques to compare the accuracy of 550

daily death forecast for the first wave of COVID-19 in India 551

and the same has been depicted graphically in Figure 8. The 552

average of daily MAPE values corresponding to LR, M5P 553

and SMO regression techniques have been evaluated as 3.76, 554

12.43 and 8.38 respectively, for the first wave of COVID-19 555

in India. It can be concluded that the LR techniques provide a 556

better forecasting outcome when compared to M5P and SMO 557

regression techniques for death forecast for the first wave of 558

COVID-19 in India. 559
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FIGURE 12. Daily MAPE of LR, SMO regression and M5P techniques to
compare forecast accuracy of daily cases for the third wave of COVID-19
in India for the duration—(a) 15-21 Dec, 2021 (b) 22-28 Dec, 2022
(c) 01-07 Jan, 2022 (d) 08-14 Jan, 2022.

B. FORECAST ANALYSIS OF COVID-19 SCENARIO FOR560

SECOND WAVE IN INDIA561

In this sub-section, the authors have conducted a complete562

forecast study on the second wave of the COVID-19 pan-563

demic scenario in India. Table 12 compares the LR technique564

with SMO regression and M5P techniques by evaluating565

error measures MAPE, SMAPE, RMSE, MAE and MSE for566

forecasting daily cases for the second wave of COVID-19 in567

India. Table 12 shows that the average MAPE of LR is 6.13,568

indicating that LR supersedesM5P and SMO regression (with569

MAPE of 8.42 and 7.14 respectively). Moreover, the average570

SMAPE, MAE, RMSE, and MSE of LR have been evalu-571

ated as 6.14, 18775, 22525, and 551750000, respectively;572

hence, confirming superior results relative to M5P and SMO573

regression.574

Table 13 has been prepared to summarize daily MAPE575

of LR, SMO regression and M5P techniques to compare576

the forecast accuracy of daily cases for the second wave577

FIGURE 13. Forecast of daily cases for the duration from 01 Nov,
2021 to 14 Feb, 2022 for the third wave of COVID-19 in India.

FIGURE 14. Daily MAPE for the duration from 22 Dec, to 28 Dec, 2021 of
LR, SMO regression and M5P techniques to compare the accuracy of daily
death forecast for the third wave of COVID-19 in India.

of COVID-19 in India and the same has been illustrated 578

graphically in Figure 9. It can be observed that the average 579

of daily MAPE values corresponding to LR, M5P, and SMO 580

regression techniques have been evaluated as 6.72, 9.85 and 581

7.92, respectively, for the duration 01–07 May 2021; 6.61, 582

11.68 and 7.30, respectively, for the duration 08–14 May 583

2021; 4.40, 4.78 and 5.11, respectively, for the duration 584

15–21 May 2021; and 6.79, 7.39 and 8.24, respectively, 585

for 22–28 May 2021. The daily MAPE, as summarized in 586

Table 13 and shown in Figure 9, clearly indicates that the LR 587

technique for forecasting daily cases for the second wave of 588

COVID-19 in India outmatch the M5P and SMO regression. 589

A forecast of daily cases for the duration from 01 Feb 590

2021 to 31 Oct 2021 using the LR technique for the second 591

wave of COVID-19 in India has been depicted in Figure 10. 592

A comparison has been made with the actual data which 593

clearly shows that the forecasted dataset matches with the 594

actual dataset. On the other hand, the mid-part of Table 16 595

summarizes daily MAPE for the duration 08-14 May 2021 of 596

LR, SMO regression and M5P techniques to compare the 597

accuracy of the daily death forecast for the second wave of 598

COVID-19 in India and the same has been depicted graph- 599

ically in Figure 11. The average daily MAPE values corre- 600

sponding to LR, M5P, and SMO regression techniques have 601

been evaluated as 7.46, 10.04 and 7.56, respectively, for the 602

second wave of COVID-19 in India. It can be concluded 603

that the LR techniques again provide a better forecasting 604

outcome when compared to M5P and SMO regression tech- 605

niques for death forecast for the second wave of COVID-19 606

in India. 607
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FIGURE 15. Comprehensive illustration of COVID-19 forecast of daily new cases for first, second, and third waves
in India from 01 June 2020 to 14 February 2022.

FIGURE 16. Box plot of daily MAPE of new cases during First, Second and Third waves of COVID-19 in India.

C. FORECAST ANALYSIS OF COVID-19 SCENARIO FOR608

THIRD WAVE IN INDIA609

In this sub-section, the authors have conducted a com-610

plete forecast analysis on the third wave of the COVID-19611

pandemic scenario in India. Table 14 compares the LR tech-612

nique with SMO regression and M5P techniques by eval-613

uating different error measures for forecasting daily cases614

for the third wave of COVID-19 in India. Table14 indicates615

that the average MAPE of LR is 10.25, indicating that LR616

outmatches M5P and SMO regression. Furthermore, the 617

average SMAPE, MAE, RMSE and MSE of LR have 618

been evaluated as 10.36, 9271.75, 10576.50 and 238226750, 619

respectively, therefore, reaffirm superior results to M5P and 620

SMO regression. 621

Table 15 has been prepared to summarize daily MAPE 622

of LR, SMO regression and M5P techniques to compare 623

the forecast accuracy of daily cases for the third wave 624

of COVID-19 in India and the same has been depicted 625
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FIGURE 17. Forecasting of likely onset of the fourth wave of COVID-19 in India.

graphically in Figure 12. It can be observed that the aver-626

age daily MAPE values corresponding to LR, M5P, and627

SMO regression techniques have been evaluated as 5.06,628

6.51 and 6.51, respectively, for 15–21 December 2021;629

10.63, 11.28 and 12.51, respectively, for 22–28 Decem-630

ber 2021; 12.58, 13.56 and 21.66, respectively, for 01–07631

January, 2022; and 12.71, 15.11, 13.67, respectively, for632

08–14 January, 2022. The daily MAPE, as summarized in633

Table 15 and shown in Figure 12, clearly indicates that the634

LR technique for forecasting daily cases for the third wave of635

COVID-19 in India outmatch the M5P and SMO regression.636

Forecast of daily cases for the duration from 01 Nov 2021,637

to 14 Feb 2022 using the LR technique for the third wave of638

COVID-19 in India has been plotted in Figure 13.639

A comparison has been made with the actual data which640

indicates that the forecasted values match the actual dataset.641

On the other hand, the last part of Table 16 summarizes the642

daily MAPE of LR, SMO regression and M5P techniques for643

the duration 22-28 December 2021 to compare the accuracy644

of the daily death forecast for the third wave of COVID-19645

in India and the same has been illustrated graphically in 14.646

The average daily MAPE values corresponding to LR, M5P,647

and SMO regression techniques have been evaluated as 10.75,648

10.75 and 12.02 respectively, for the third wave of COVID-19649

in India. It can be concluded that the LR technique once more650

yields better forecasting outcomewhen compared toM5P and651

SMO regression techniques for death forecast for the third652

wave of COVID-19 in India.653

D. CLOSING REMARKS ON ALL THREE WAVES OF654

COVID-19 IN INDIA AND FORECASTING OF655

LIKELY ONSET OF THE FOURTH WAVE656

Figure 15 comprehensively illustrates the results of forecast657

analysis for daily new cases of COVID-19 using the LR658

technique for the first, second and third waves in India for the659

duration from 01 June 2020 to 14 Feb 2022. The comparison660

has been made with the actual dataset of daily cases of661

COVID-19 obtained for all three waves in India. In this study,662

the authors used bar charts to represent MAPE values that 663

allow a visual check of the accuracy of the forecast and the 664

rationality of the calculations. In addition, the authors have 665

also included the box plots showing the distribution ofMAPE 666

values for the prediction of daily COVID-19 cases during 667

the first, second, and third waves of COVID-19 in India. 668

Figure 16 depicts the box plot of daily MAPE of new cases 669

during first, second and third waves of COVID-19 in India. 670

On analyzing the combined plot of the daily cases of 671

COVID-19 for all three waves in India, it is evident that the 672

duration of the first wave of COVID-19 in India was longer 673

than that of the second wave. However, the number of daily 674

new cases of COVID-19 was the lowest for the first wave 675

compared to the second and third waves. On the other hand, 676

the duration of the third wave was the shortest among the 677

three waves of COVID-19 in India. Nevertheless, the number 678

of daily new cases of COVID-19 for the third wave in India 679

was slightly lower than for the second wave. It is a matter 680

of fact that the second wave of COVID-19 infected people 681

more severely than the first and third waves of COVID-19 682

in India. However, the people of India are fortunate that the 683

Indian government took action against COVID-19 before it 684

could get worse, which was a concern for many experts, given 685

India’s large population. 686

Forecasting the likely onset of the fourth wave will be of 687

great help in making important decisions and planning for 688

the implementation of preventive measures. Therefore, based 689

on the extensive analysis conducted for the first, second and 690

third waves of COVID-19 in the Indian scenario, the LR tech- 691

nique alone would be sufficient to forecast the likely onset of 692

the fourth wave of COVID-19 in India. The forecast result 693

using the LR technique for daily new cases for the period 694

27 March, 2022 to 28 July, 2022 is shown in Figure 17 695

which shows the upswing in daily new cases after May 2022. 696

Looking at the rapidly increasing daily new cases during 697

June-July 2022, it seems that India is likely to witness a fourth 698

wave of COVID-19 in the coming days if preventivemeasures 699

are not taken. 700
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V. CONCLUSION701

The ML approach has proven to be a potential strategy to702

forecast the current COVID-19 pandemic scenarios. Three703

commonly used ML approaches, namely LR, M5P and SMO704

regression techniques were used in this study for forecast705

analysis of the COVID-19 pandemic scenarios.706

• A preliminary sample study was conducted using707

LR, M5P and SMO regression techniques, to forecast708

COVID-19 pandemic scenarios for the three countries709

(USA, Italy and Australia) from different subcontinents710

for the first wave of COVID-19.711

• Forecast results obtained for three countries in the712

preliminary sample study showed satisfactory forecast713

accuracy.714

• Based on a preliminary sample study conducted for three715

countries from different subcontinents, it has been estab-716

lished that the LR technique outperformed M5P and717

SMO regression in forecasting the COVID-19 pandemic718

scenarios for the first wave.719

• In addition, the comprehensive analysis conducted for720

the first, second and third waves of COVID-19 in India721

also established that the forecast accuracy of LR was722

better than that of M5P and SMO regression.723

• This way, the LR technique can be suggested as the most724

suitable model for forecasting COVID-19 pandemic sce-725

narios in India.726

• Accordingly, the LR technique has been used to forecast727

the likely onset of the fourth wave of COVID-19 in728

India from the perspective of better-advanced decision-729

making about the future course of action730

• As forecasted in this study, it seems that India may731

witness a fourth wave of COVID-19 in the coming days732

if preventive measures are not taken. The Government733

of India should keep an eye on the increase in daily new734

cases and take appropriate steps as needed to prevent its735

spread.736

• The people of India are also advised not to be negligent737

and follow the instructions given by the Government738

of India from time to time to fight against the possible739

fourth wave of COVID-19.740

The authors believe that the findings of this paper will741

certainly inspire further studies to develop more accurate742

forecasting models of the COVID-19 pandemic scenarios.743
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