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ABSTRACT Stereoscopic 3D displays (S3D), the most popular consumer display devices for 3D presenta-
tion, have a few problems that degrade the natural visual experience, such as unnatural relationships between
eye vergence and accommodation, and severe image blurring (ghost) for viewers without stereo glasses.
To simultaneously solve these problems, we combine gaze-contingent disparity remapping with Hidden
Stereo in a manner that mutually compensates for their respective shortcomings. Gaze-contingent disparity
remapping can reduce the vergence-accommodation conflict by shifting the disparity distribution around the
gaze position to be centered on the display plane. Hidden Stereo can synthesize 2D-compatible 3D stereo
images that do not produce any ghosting artifacts when the images for the two eyes are linearly fused. Thus,
by using our new gaze-contingent display, while one viewer with glasses enjoys natural 3D content, many
other glassless viewers enjoy clear 2D content. To enable real-time synthesis, we accelerate Hidden Stereo
conversion by limiting the processing to each horizontal scanline. Through a user study using a variety of
3D scenes, we demonstrate that Hidden Stereo can effectively hide disparity information to glassless viewers
despite the dynamic disparity manipulations. Moreover, we show that our method can alleviate the limitation
of Hidden Stereo—the narrow reproducible disparity range—by manipulating the disparity so that the depth
information around the gaze position is maximally preserved.

INDEX TERMS Stereoscopic 3D, backward compatible stereo, gaze-contingent display.

I. INTRODUCTION coming from the screen to the corresponding eyes. While

Stereoscopic 3D (S3D) displays can convey 3D depth infor-
mation by presenting two images of a stereo pair separately
to the left and right eyes. Typical S3D displays present stereo
images either in a spatial or temporal multiplexing way.
Spatial multiplexing presents the left and right images in odd
and even rows of the screen, respectively, while temporal
multiplexing temporally alternates the left and right stereo
images. In both cases, specialized 3D glasses are required in
order to deliver the left and right images of the stereo image
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there are other types of S3D displays, such as autostereo-
scopic displays and head-mounted displays, S3D displays
that use 3D glasses have advantages such as higher spatial res-
olution or support for multiple viewers [1]. However, the S3D
displays using 3D glasses have the backward compatibility
problem that when the viewer does not wear 3D glasses, the
left and right images appear to be overlapped on the screen,
producing ‘““ghost’ or image blur. Therefore, viewers without
3D glasses cannot enjoy image content presented on S3D due
to degraded image quality [2].

In addition to the lack of backward compatibility,
S3D displays have a limitation in their ability to reproduce
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FIGURE 1. Vergence and accommodation under three different viewing
conditions. (a) Under natural viewing conditions, vergence and
accommodation present consistent cues about the distance to the
viewing object. (b) Under viewing with S3D displays, vergence and
accommodation cues are decoupled because the accommodation
distance is fixed to the screen plane. (c) Gaze-contingent disparity
remapping techniques resolve this issue by dynamically changing the
disparity so that the vergence distance to the currently viewed object is
the same as the distance to the screen plane. As a trade-off, however, the
number of viewers is limited to only one.

natural binocular viewing. When looking at an object nat-
urally, our eyes rotate to allow the object to be seen in
the fovea of each eye (vergence) while at the same time,
focal distances of the lens in our eyes are adjusted to get
sharp retinal images (accommodation). Under natural view-
ing conditions, vergence and accommodation change coop-
eratively depending on the depth of the object being focused
on (Fig. 1 (a)). In S3D, however, this relationship is broken,
and while the accommodation is fixed on the display plane,
the vergence changes according to the disparity (Fig. 1 (b)).
As the vergence and accommodation act as depth cues in
the visual system, this conflict of information can produce
problems such as visual discomfort and visual fatigue for
3D viewers [3], [4]. To tackle this problem, gaze-contingent
disparity retargeting techniques have been proposed [5], [6],
[7], [8]. These techniques reproduce the natural viewing
condition by shifting disparity values around the gaze point
to be centered on the display plane (Fig. 1 (c)). However,
gaze-contingent disparity manipulation makes the backward
compatible problem even more pronounced because for sec-
ondary viewers without glasses, the image ghost appears
to change dynamically and unexpectedly depending on the
gaze behavior of the primary viewer. Furthermore, since the
gaze-contingent technique can only deal with one viewer,
the number of viewers who can view the content (either in
3D or 2D) is limited to just one. This completely eliminates
the advantage of S3D displays over goggle-type displays of
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FIGURE 2. Stereo image synthesis by Hidden Stereo. Hidden Stereo
generates the left/right stereo images by adding/subtracting the disparity
inducer pattern to/from the input cyclopean view. When viewed without
glasses, the left and right images appear to be linearly combined on a
S3D display. The linear fusion of the Hidden Stereo images cancels out
the disparity inducer components and brings the image back to the
original image.

being not fully personalized, allowing additional users to
share visual experiences in the same place.

Therefore, in this work, we propose to incorporate a
recently proposed technique, Hidden Stereo (HS), into
gaze-contingent disparity manipulation. HS is a technique
to achieve perfect backward compatibility on existing S3D
devices [9] (Fig. 2). Presenting stereo images in Hidden
Stereo format allows an unlimited number of viewers to
enjoy the 2D version of the same content without any ghost-
ing artifacts and dynamic image distortions caused by the
gaze-contingent image manipulations (Fig. 3). In addition to
the above advantage, our method can mitigate the limitation
of HS in the reproducible disparity range by manipulating the
disparity so that the depth information around the gaze point
is maximally represented within this effective range (see the
next section for details).

In order to realize the above idea, we have to significantly
accelerate the HS algorithm, and we do so by restricting the
computation to a single dimension (i.e., horizontal scanline)
and parallelizing it on GPU. This enables real-time synthesis
that is necessary for gaze-contingent retargeting. To ensure
the smooth transition of the retargeting state across fixations,
we use the seamless gaze disparity manipulation technique
proposed by Kellnhofer et al. [8]. Through a user study
using a variety of 3D scenes, we confirmed that the perfect
backward compatibility of HS is preserved even when the
disparity is dynamically changed by gaze-contingent retarget-
ing. We also ensured that the proposed method could enhance
depth impressions of HS while maintaining binocular image
quality at an acceptable level under the effective disparity
range.

A. BACKGROUND: HIDDEN STEREO

In HS, a stereo image pair is generated in such a way that
when the left and right images are linearly combined, it results
in a ghost-free 2D image representing the view from the

94779



IEEE Access

T. Fukiage, S. Nishida: HiddenGazeStereo: Hiding Gaze-Contingent Disparity Remapping

(a) Overview of proposed method

Gaze-based disparity manipulation

(b) Appearance for 2D viewers
Hidden Stereo (Ours)

Effective disparity range Gaze point
of Hidden Stereo

:------’

Hidden Stereo
image synthesis

2D viewers

3D viewer

FIGURE 3. Overview of our method. (a) We retarget the disparity map based on the current gaze position such that the disparity
information around the attended region is maximally preserved within the effective range of Hidden Stereo. Then, the stereo images
synthesized by Hidden Stereo are presented on a S3D display. As a result, we achieve ghost-free viewing of stereo images for glassless 2D
viewers while maintaining depth impressions superior to the original Hidden Stereo without gaze-contingent disparity manipulation.

(b) Comparison of appearance for 2D viewers with our method (top) and a standard stereo synthesis method that explicitly shifts the

input view (bottom).

intermediate point between the left and right eyes (i.e., cyclo-
pean view). This is achieved by generating left/right images
by adding/subtracting a disparity inducer pattern to/from the
cyclopean view image (Fig. 2). The disparity inducer pattern
is generated by shifting the spatial phase of the cyclopean
image by m/2 with appropriate weights applied, such that
after the addition / subtracting of the pattern, the phase of
the cyclopean image is shifted to produce apparent dispar-
ities. In practice, the phase manipulation is operated in the
multiscale bandpass representation [10]. Because the same
disparity inducer pattern is either added to or subtracted from
the cyclopean image to generate the left or right stereo image,
linear fusion of the two images cancels out the disparity
inducer components and brings the image back to the original
cyclopean image. The detailed algorithm will be presented
later in Section III-A.

In exchange for perfect backward compatibility, HS has a
limitation in the reproducible disparity size because it relies
on the principle of additive phase shift. Specifically, the
higher the spatial frequency of the image, the more difficult it
becomes to add a large disparity. Fortunately, the sensitivities
of disparity detectors in the human visual system (HVS)
are tuned to the mid-frequency range and limited in high
frequency bands [11]. Thus, HS is still capable of adding
a modest amount of depth to natural images, which usually
contain broad-band frequency information.

The effective range of HS is close to Panum’s fusion
area of 10 min, that is, the maximum disparity size
that humans can binocularly fuse without vergence eye
movements [12], [13]. Under a natural viewing environ-
ment or using the standard stereo presentation method, for
large disparities beyond Panum’s fusion area, a vergence eye
movement will help the viewer perceive the binocular image
clearly. In our proposed method, gaze-contingent disparity
manipulation replaces the functional role of the vergence
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eye movements, thereby allowing representation of a wider
range of scene disparity beyond the effective range of the
original HS display.

Il. RELATED WORK

A. GAZE-CONTINGENT BINOCULAR IMAGE
MANIPULATION

Since the vergence eye movement is made in the direction
of reducing the disparity of the gazing target, the histogram
of the disparity around the gaze position becomes a distribu-
tion centered on zero under natural viewing conditions [14].
To reproduce the natural disparity distribution on S3D dis-
plays, techniques have been proposed that shift the zero dis-
parity plane to the depth of the current gaze position [5], [6],
[7], [15]. In [8], additional nonlinear disparity compression
was performed to ensure that the disparity falls within the
comfort zone. It was also confirmed that the gaze-driven
disparity manipulation improves visual comfort in terms of
both objective [6] and subjective measures [7].

A challenge that the gaze-driven techniques face is that
the dynamic change in disparity mapping may be noticed by
the viewer during eye movements. To overcome this issue,
Kellnhofer et al. [8] developed a model that can predict
the limits of the HVS to detect transient disparity changes,
allowing for seamless disparity manipulation. In this work,
we also rely on their visible disparity change predictor to
achieve seamless disparity remapping for our system.

As an approach complementary to manipulating dispar-
ity, Maiello et al. [16] proposed to simulate dioptic blur
on the peripheral retina based on the depth differences
between the gaze position and the other image region. They
reported that the peripheral blurring could facilitate binoc-
ular fusion when disparity was large. However, we do not
incorporate gaze-contingent image blurring in our technique
because it inevitably eliminates the backward compatibility to
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FIGURE 4. Process overview of the proposed method. The diagrams indicated by light blue, orange, and green represent the processing for the
disparity inducer synthesis from an image-disparity pair (Section 111-A2), the disparity inducer synthesis from a standard stereo pair
(Section 111-A3), and gaze-contingent disparity remapping (Section 111-B), respectively.

2D viewers. In addition, since our technique only provides the
disparity range where sensory fusion is possible, the benefits
of blurring to facilitate binocular fusion are considered to be
marginal.

B. PHASE-BASED VIEW SYNTHESIS TECHNIQUES

The stereo image synthesis algorithm used in the proposed
method is based on the recent development of phase-based
view synthesis techniques. When generating a view based
on a modified disparity map, the most common approach
is grid-based warping of an original view image [17], [18],
[19]. However, warping an image based on per-pixel dispar-
ity representation cannot correctly handle complex scenes
containing specularity, defocus/motion blur, or transparency,
where multiple depth can present at the same image region.
As an alternative approach, Didyk et al. [20] proposed a
phase-based disparity manipulation technique. In this tech-
nique, the left-right input stereo images are decomposed into
multi-scale bandpass pyramids, and disparity is represented
as phase differences between the left-right pair in the corre-
sponding bands. Then, novel views are generated by inverting
the pyramid representation after interpolating/extrapolating
the phase differences. This technique can better represent
scenes with complicated depth structures because of its abil-
ity to simultaneously represent different disparities for each
frequency band as well as the sub-pixel accuracy.

However, the phase-based approach has a limitation in
the supported disparity range. To overcome this limitation,
Kellnhofer er al. [21] proposed to combine both approaches:
they first compute a per-pixel disparity map as a rough
estimate and then refine this map based on the phase-based
approach to obtain per-band per-pixel disparity represen-
tation. A novel view is generated by translating bandpass
images based on the manipulated disparity map in the corre-
sponding band. Their technique retains the advantages of the
phase-based approach while being capable of handling large
disparities as in the image warping method.

Hidden Stereo (HS), which we use to generate ghost-free
stereo images, is similar in essence to the phase-based tech-
nique, as both manipulate disparity by shifting the phase
information. The key difference between them is that HS uses
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a linear operation (i.e., the addition of a disparity inducer) to
shift phase in order to achieve perfect backward compatibility
to 2D viewing. When converting a standard stereo pair into
HS format, we also utilize Kellnhofer et al.’s technique [21]
to accurately represent large disparities in the input stereo
pair without potential mismatches in high-frequency bands
(Section ITI-A3).

lil. METHOD

In this section, we describe the realization of the proposed
method in detail. The overview of the process is presented
in Fig. 4. We assume either a pair of an image and corre-
sponding disparity map or a standard stereo image pair for
input. Additionally, the current gaze position, represented
as x-y coordinates in screen space, is assumed to be given.
The input images are used to compute a per-band disparity
representation as well as to generate a disparity inducer pat-
tern, which is then used to synthesize a Hidden Stereo (HS)
image pair. The gaze position is used to compute a disparity
remapping function that shifts and compresses the original
disparity maps.

In the following, we first describe the basic algorithm
of HS, and then explain how to generate disparity induc-
ers from general image inputs. After that, we describe how
gaze-contingent disparity retargeting is applied during the
above process.

A. VIEW SYNTHESIS BY HIDDEN STEREO
1) BASIC ALGORITHM
The basic algorithm we use is the same as the original
method in [9]. However, we restrict the computation to one-
dimension (i.e., horizontal scanline of the image) to make it
feasible for real-time disparity manipulation.

Let us assume a simple example where the original image
is a sinusoidal pattern with a spatial frequency of w (Fig. 5).
Although the actual image does not take negative intensity,
we can think of this example as a single frequency com-
ponent after Fourier decomposition. To produce disparity
(i.e., horizontal displacement) in this pattern, we add/subtract
a quadrature(r /2)-phase-shifted version of the original pat-
tern, scaled by a weight A. According to the basic formula
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FIGURE 5. The basic mechanism to produce disparity in Hidden Stereo.
Here we assume an image whose intensity profile is a sinusoidal wave in
a horizontal scanline (a). The disparity inducer (b) is generated by shifting
the original phase by = /2. The left and right stereo images, (c) and (d), are
generated by addition of (b) to (a) and subtraction of (b) from (a),
respectively. The resulting phase shift size § in (c) and (d) can be
controlled by multiplying a weight A to the disparity inducer. Linear
fusion of the pair (c) and (d) cancels out the disparity inducer (b) and
makes the intensity profile the same as the original wave (a).

for composite trigonometric functions, the above operation
yields a pattern of the same spatial frequency with its phase
shifted by ¢ = arctan A:

sin wx + A sin(wx + %) = V1 4+ AZsin(wx + ¢),
sin wx—A sin(wx + %) =14+ A%sin(wx —¢), (1)

Therefore, we can control the amount of disparity by
adjusting the weight A. When we want to produce a disparity
of size d, the required phase shift size is ¢ = wd/2. The
required weight value is thus

wd
A =tan —. 2
an — (2)

It should be noted that there is a limit in the reproducible
disparity size. In theory, a sinusoidal pattern cannot be dis-
placed beyond half of its wavelength. Thus, the maximum
disparity that can be achieved is 7 /w.

2) SYNTHESIS FROM AN IMAGE-DISPARITY PAIR
In practice, we apply the above operation after decompos-
ing an image into multiple bandpass components as shown
in Fig. 6. Inspired by [21], we use 1D versions of filters
employed in the complex steerable pyramid [10]. However,
we do not use the lowpass residual component in the pyramid
as it is not necessary to construct disparity inducer patterns.
Here, we assume that a single 2D image / and a cor-
responding disparity map D are given. Positive and nega-
tive disparity values in D represent the disparity closer to
(i.e., crossed disparity) and farther away from the viewer
than the screen plane (i.e., uncrossed disparity), respectively.
We first decompose the input image by applying a series of
filters ¥ to discrete Fourier transform (DFT) of the /. When
applying DFT, we use the Periodic Plus Smooth Decomposi-
tion technique [22] to efficiently remove artifacts caused by
the periodic boundary condition imposed by DFT. Let F and
F~! be the DFT and its inverse function, respectively, the
complex bandpass responses of I in the f-th spatial frequency
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band are
By = F ' (Y F()). 3)

Then, we get the quadrature-phase shifted responses B by
taking the imaginary part:

By = Im[By]. 4)

Next, we compute the weight values A that are applied
to the quadrature-phase components. The weights are deter-
mined based on the input disparity map D. To prevent alias-
ing, we first construct a multiscale pyramid representation of
the disparity map, G?, so that G? in the f-th level (G]? ) only
contains spatial frequency bands less than and equal to Bf.
To compute G?, we average disparities in its local neighbor-
hood along the horizontal scanline over a range equal to the
wavelength of each band f, following [21]. Then, according
to Eq. 2, the weight function A can be written as:

D
Ay = tan waGf , (@)

where wy denotes the peak frequency of the f-th frequency
band. Note that the above operation preserves the signs of
disparity values, and if the weight A is positive, the resulting
disparity inducer produces crossed disparity, while if the
weight A is negative, the resulting disparity inducer shifts
the image in the opposite direction, producing uncrossed
disparity.

The weight values computed by the above equation can
become infinitely large as the input disparity value is close to
a half of the wavelength of each frequency band. Therefore,
following [9], we limit the maximum absolute weight to one
as:

A} = min(max(As, —1), 1), (6)

This means that the maximum phase shift of each bandpass
component is limited to 7 /4. Although limiting the weight
values in this way can cause inconsistency in disparity sizes
across spatial frequencies, it does not produce significant
problems as long as the disparity sizes do not exceed a cer-
tain limit (which was subjectively measured as the effective
disparity range of HS in [9]). This is because the HVS has
independent disparity detection mechanisms, each tuned to
various ranges of spatial frequencies [12], [23]. A small
inconsistency across disparity detected by those mechanisms
will be resolved later in the integration process (please refer
to Appendix in [9] for details).

Finally, we can obtain the disparity inducer /° by recon-
structing the weighted quadrature-phase components. The
reconstruction can be easily performed by summing up all
the band-pass components after applying the same filters as
used in the decomposition:

P =F "> v FarB) | 7
!
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FIGURE 6. Process of generating a disparity-inducer at a horizontal scanline (i.e., the red horizontal line in the

input/output images).

3) SYNTHESIS FROM A STANDARD STEREO PAIR

In another practical scenario, one may want to convert stan-
dard stereo images into ghost-free HS images. A simple
solution to achieve this is to compute a disparity map and
generate a disparity inducer for one of the input stereo
images as described in Section III-A2. As an alternative way,
Fukiage et al. [9] directly computed phase differences
between bandpass components of the input stereo pair and
used them to obtain weight values A for each bandpass com-
ponent. The latter approach has the advantage that it can
represent per-band disparities for each pixel, which better
captures disparities in complex scenes containing specularity,
defocus/motion blur, and transparent objects [20]. However,
the phase-based technique has a limitation in that the disparity
estimation fails when the disparity range in the stereo pair is
relatively large. To overcome this limitation, we first compute
a per-pixel disparity map as a rough estimate and refine it
for each spatial frequency band based on the phase-based
approach as done in [21].

Following [21], we first compute a rough disparity esti-
mate D using a method of Hosni ef al. [24] from an input
stereo pair I© and IR. Here, we assume that the stereo pair
is rectified so that we can perform the following process-
ing independently within each horizontal scanline. From the
per-pixel disparity map D, we initialize the per-band disparity
maps G}-D by averaging disparities in its local neighborhood
over a range equal to the wavelength of each band f.

The initial disparity maps are refined using residual phase
differences between the input stereo pair. For this, we first
decompose I* and I% into complex bandpass responses B]%
and Bf, respectively. Then, we find the correspondences
between BJ]; and B]IS using G}D ; for each position x in the
left bandpass response BJ]; (x), the corresponding right band-
pass response is found at the closest pixel to x — G/P(x).
The per-band disparity maps are refined using the
phase differences between these corresponding bandpass
responses A¢ as

Ag

wf
After the refined disparity maps are obtained, the process to

generate the disparity inducer is the same as in Section III-A2

GP =GP + ®)
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(Egs. 5-7). Finally, HS image pairs /"~ and I'" are obtained by
adding/subtracting the disparity inducer I? to/from the input
left image I~

4) ADDITIONAL PROCESSING
Below, we describe a few additional implementation details
when generating a disparity inducer.

a: CLIPPING DISPARITY INDUCER

The addition of a disparity inducer can cause the intensities of
the resulting stereo images to exceed the displayable dynamic
range. We handle this problem by clipping the disparity
inducer wherever the intensities in the resulting stereo images
exceed predefined bounds (e.g., [0,255]). Please refer to [9]
for detail.

b: GAMMA CORRECTION

Care must be taken so that the disparity inducer is per-
fectly canceled out when images are actually presented on
a 3D monitor. Typical display devices have a nonlinear
response function. In order to compensate for this, images
are usually encoded as gamma-corrected values (i.e., SRGB
color space). Thus, we first linearize the input image(s)
and generate a Hidden Stereo pair in the linear color
space. Then, we convert the Hidden Stereo pair back into
the gamma-corrected space before sending them to the
monitor.

c: COLOR PROCESSING

When processing color images, we simply process each of
the RGB channels independently to obtain an HS image pair.
However, the computational cost can be reduced by applying
HS conversion only to the luminance channel, exploiting the
fact that the luminance information is dominant in human
stereopsis [12]. In this case, we first convert the input images
into the YUV color space and apply HS conversion to the
Y channel only. Then, the HS image pair in the YUV color
space is converted back to the original RGB color space. For
this color conversion, we followed the formula provided in
ITU-R Rec. 601 [25].
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FIGURE 7. Process to construct a disparity mapping function. A histogram
of disparity values around the gaze position is constructed. The 5 and

95 percentiles of the histogram as well as the minimum and maximum
disparity values are chosen for control points (P; to P,) for the disparity
mapping function. The control points are also vertically shifted so that the
50 percentile point of the histogram comes close to zero disparity. The
control points are then smoothly interpolated to construct a disparity
mapping function.

B. GAZE-CONTINGENT DISPARITY RETARGETING

To make the most of the effective disparity range of HS,
we retarget the disparity range depending on the current
gaze position. The retargeting algorithm we use is based
on Kellnhofer et al.’s technique [8]. In this technique, the
disparity values around the gaze position are retargeted within
a certain range while the transition of the disparity remapping
function is smoothed so that the temporal artifact due to
disparity manipulation becomes imperceptible.

1) CONSTRUCTING THE DISPARITY REMAPPING FUNCTION
Here, we describe how the disparity remapping function is
defined given an input disparity map D and gaze position x.
In the case of stereo image conversion (Section III-A3),
we use the initial disparity estimate for D.

Figure 7 shows the process used to construct a disparity
remapping function. As the first step, a histogram of disparity
values around x is constructed. The contribution of each
disparity value to the histogram is weighted according to a
Gaussian function centered at x. The standard deviation of
the Gaussian function is set to 2.5 deg, following [8]. This
range was determined based on the fact that stereo acuity is
significantly impaired beyond it [26].

Then, the disparity values from the 5th percentile (pos) to
the 95th percentile (pgs) of the histogram are retargeted to
a pre-specified target range [dpin, dinax]. We assume that the
target range is set to fall within the effective range of HS,
which is around 6-8 min according to the previous work [9].
We will also investigate the optimal range using the current
implementation in a user study (Appendix D). The remapping
function is defined by four control points P1-P4 defined as:

Py = [min(D), dyinl,

P2 = [POS’ dmin]’

Py = [P95, dmax],

Py = [max(D), dmax]. (9)
To prevent the remapping function from magnifying disparity
values beyond the original values, the slope between P, and
P3 is constrained so as not to exceed one, as done in [8].

We also vertically shift all the control points so that the line
connecting P> and P3 crosses the point [p5g, 0]. This makes
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the disparities of the gaze position closer to zero disparity
(i.e., screen plane). Then, we additionally clip the dispar-
ity range to [dmin, dmax] as the control points can deviate
from the range by the vertical shift. Although this clipping
moves the zero-crossing point slightly away from [psg, 0],
we do not perform further refinements since the perceptual
gain achieved does not justify the additional computational
cost.

Finally, the intermediate points between these control
points are smoothly interpolated by the piecewise cubic Her-
mite interpolating polynomial. The disparity mapping func-
tion is applied to the per-band disparity maps GfD for each
spatial frequency band f.

2) TEMPORAL SMOOTHING OF DISPARITY REMAPPING
Directly applying the remapping function computed for each
frame produces sudden disparity changes that are visible to
users with 3D glasses. To prevent this, the remapping function
is temporally smoothed so that the amount of transition in
terms of disparity scaling and shifting does not exceed a cer-
tain threshold. For the threshold, we use twice the detection
threshold predicted by the visible disparity change predictor
(VDCP) developed by Kellnhofer et al. [8] because this was
found to be the best compromise between the depth repro-
duction and stability for natural scenes in their subjective
experiment.

IV. RESULT
A. IMPLEMENTATION AND PERFORMANCE EVALUATION
We evaluated the performance of the proposed algorithm
for both input cases: Synthesis from an image-disparity pair
(Section III-A2) and synthesis from a standard stereo pair
(Section ITI-A3). The number of pyramid levels was deter-
mined depending on the width W of the input image as
[log, W — 37. We implemented all the processing, including
gaze-contingent disparity manipulation and HS image con-
version, on GPU using CUDA. Here, we assume that even in
the case of having a standard stereo pair as input, the disparity
map D is either given or precomputed and stored as an image
together with the input stereo pair.

For each input type, we tested the three different variants
of implementation to process color images.

o RGB Each of the RGB channels is independently pro-
cessed to obtain an HS image pair.

e Lum. The image is processed only in the luminance
channel after being converted to the YUV color space
as described in Section I1I-A4.c.

o Lum. half To further reduce the computational cost, the
disparity inducer is computed with half the resolution in
the horizontal direction. The generated disparity inducer
is then upscaled to the original size by linear interpo-
lation and added to, or subtracted from, the cyclopean
view image. This approach works because the disparity
detection mechanisms in the HVS are not very sensitive
to high frequency patterns [12].
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Disparity

Lum-half

FIGURE 8. Comparison of Hidden Stereo images obtained by generating the disparity inducer in different ways. The leftmost
column shows disparity maps for each scene. The white dot in the disparity map indicates the gaze position used to compress
disparity. The second to last columns show the left image of the stereo pairs generated by each method. The area in the red

rectangle is enlarged and presented on the right side. (RGB) Disparity inducers are g

ted by independently processing each

of the RGB channels. (Lum) Disparity inducers are generated by only processing the luminance components of the input images.
(Lum-half) Disparity inducers are generated by only processing the luminance components of the input images with half the
resolution in the horizontal direction. The results show that the quality comparable to RGB can be obtained by Lum or Lum-half.

TABLE 1. Performance of the proposed method measured in frames per
second.

Input type Input size Performance (FPS)
RGB Lum. Lum. half
1280 x 720  42.8 139.7 211.6
1920 x 1080 26.5  76.5 128.0
1280 x 720  30.1  59.7 106.8

1920 x 1080 17.1  31.5 55.0

Image + disp.

Stereo pair

Figure 8 shows some examples of comparison between
the approximated versions of implementation. The results
demonstrate that the differences are negligibly small.

For each of the above three implementations (denoted
respectively as RGB, Lum., and Lum. half), we measured the
overall performance of our algorithm in frames per second
(FPS) for two different input sizes (i.e., 1280 x 720 and
1920 x 1080) for each input type (i.e., image-disparity pair
and stereo pair). The performance was measured on a desktop
computer with a NVIDIA Geforce RTX 3090 (24GB GPU
memory).

The results indicate that the proposed method can run at
more than 30 FPS for Full-HD resolution inputs when pro-
cessed in the single luminance channel or with reduced inter-
nal resolution. The large performance difference between
the two input types is due to the presence/absence of the
phase-based disparity refinement process, which accounts for
about 40% (RGB) or 60% (Lum) of the entire processing time.
The computational time required for the disparity remapping
was negligibly small (up to a few percent) compared to the
view synthesis process.

B. EFFECT OF GAZE-CONTINGENT DISPARITY
REMAPPING

Examples of the results obtained by the proposed method
are presented in Fig. 9. Here, disparities in the original input
stereo pair (top row) are compressed to [—8, 8] min, which
is around the effective disparity range of HS [9]. In global
compression (the second row), we globally compressed the
original disparity map by the disparity remapping function
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obtained by using the 5th and 95th percentiles of the dis-
parity histogram constructed from the entire image. Due to
the excessive compression, the depth profile appears to be
unclear in some parts of the image, especially in the lower
and upper areas. Using gaze-contingent compression (the
third and fourth rows), the depth structures are preserved
around the gaze position (indicated by the white dot in the
disparity map), and the depth impressions comparable to the
original stereo image can be perceived in that area. For more
results including videos with dynamic disparity remapping,
please refer to the supplementary material. In Appendix C,
we quantitatively show the degree to which gaze-contingent
disparity remapping can improve the local disparity range
around gaze positions.

C. COMPARISON WITH AN ALTERNATIVE VIEW
SYNTHESIS METHOD

We also compare our results with those obtained by an alter-
native view synthesis technique that does not hide dispar-
ity information for 2D viewers. We refer to this alternative
method as UnHidden Stereo, or UHS for brevity.

For this comparison, we used a view synthesis technique
developed by Kellnhofer et al. [21] as it also relies on the
same per-band per-pixel disparity representation. In this tech-
nique, a stereo image pair is generated by displacing each
bandpass image of one of the input stereo images (i.e., the
left image) in two opposite directions according to the target
per-band disparity map. For this, the wavelet coefficients
around occluded regions are first attenuated to avoid mixing
foreground and background signals. Then, the non-uniform
Fourier transform is used to displace the wavelet position
according to the disparity map. Please refer to the original
paper for details.

Figure 10 presents the comparison results. Here, disparities
in the original input stereo pair are compressed to [—8, 8]
min according to the gaze position indicated by the white dot.
The comparison of stereo images shown in the first to third
columns demonstrate that the perceived depth impression in
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Original input

Global compression

Gaze-contingent compression

FIGURE 9. Results of gaze-contingent remapping applied to Hidden Stereo. The top row presents the input stereo pair. The second row shows the
result of global disparity compression. The third and fourth rows show results of gaze-contingent remapping obtained with two different gaze
positions. The leftmost column shows the disparity remapping functions and disparity maps used to generate the Hidden Stereo images. The white
dot in the disparity map indicates the gaze position used to compress disparity. The image pairs in the second and third columns are for cross
fusion, and those in the third and fourth columns are for parallel fusion. (The images in the second and fourth columns are identical.) The images

are best viewed from a distance that is 1.5 times the image width.

HS is comparable to that in UHS. On the other hand, the
simulated appearances of stereo images for glassless viewers
(the rightmost column) show that UHS exhibits visible ghosts
outside the gaze position while HS does not.

V. SUBJECTIVE EVALUATION

To demonstrate the effectiveness of our method, we con-
ducted a user study. The primary objective of the study was to
ascertain if our method can retain backward compatibility for
2D viewers under dynamic disparity manipulation. However,
we were also interested in the depth impressions and image
quality obtained by our method perceived by 3D viewers
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compared to those obtained by different variants of stereo
synthesis methods. Therefore, the participants evaluated the
stereo images both with and without 3D glasses. The study
employed a pairwise comparison task, where the participants
compared the stereo images generated by two different meth-
ods and chose the one they preferred.

A. METHOD

1) COMPARISON METHOD

We compare the proposed Gaze-Contingent Hidden Stereo
technique (GC-HS) to the following three different
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Hidden Stereo

' Unhidden Stereo

X
®®

FIGURE 10. Comparison of stereo images generated by Hidden Stereo (top) and Unhidden Stereo (bottom). The image pairs in the
first and second columns are for cross fusion, and those in the second and third columns are for parallel fusion. (The images in the
first and third columns are identical.) The rightmost column presents the appearance of stereo images for glassless viewers, which
were synthetically generated by averaging the left and right images. Unhidden Stereo exhibits visible ghosts outside the gaze position
(the white dot) while Hidden Stereo does not. Please see the enlarged area enclosed in red and blue rectangles. The images are best
viewed from a distance of 1.5 times the image width. The disparity range is compressed within [-8, 8] min according to the gaze

position indicated by the white dot.

variants of the stereo synthesis methods: Hidden Stereo
without gaze-contingent disparity remapping (HS), Unhidden
Stereo (UHS), and Unhidden Stereo in conjunction with
Gaze-Contingent disparity remapping (GC-UHS). We imple-
mented all of the comparison techniques on GPU using
CUDA to achieve real-time performance.

Below, we describe the comparison techniques in detail.
For all the methods including the proposed method (GC-HS),
stereo images are generated by using a standard stereo image
pair as input.

a: WITH VS WITHOUT GAZE-CONTINGENT DISPARITY
REMAPPING

Regarding the gaze-contingent methods (GC-HS and
GC-UHS), the disparity map is compressed to a given
range [—d,d] by the disparity remapping function con-
ditioned on the gaze location as in Section III-B. In the
other methods (HS and UHS), the disparity map is globally
compressed by the disparity remapping function obtained
by using the 5th and 95th percentiles of the disparity his-
togram constructed from the entire image for d,;;, and dyqy,
respectively.

b: HIDDEN STEREO VS UNHIDDEN STEREO

For the methods using Hidden Stereo (GC-HS and HS), the
process after the disparity map is obtained is exactly the
same as described in Section III-A3. In the methods using
Unhidden Stereo (UHS and GC-UHS), a stereo image pair
is generated by displacing the bandpass image of one of
the input stereo images (i.e., the left image) in two opposite
directions as described in Section I'V-C.
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FIGURE 11. 3D scenes used in user studies.

2) APPARATUS

A 31-inch SONY LMD-X310MT monitor equipped with a
passive (polarizing) 3D system was used as the presentation
device. The resolution of the screen was 4096 x 2160, and
the left and right stereo images were displayed in odd and
even horizontal scan lines, respectively. The participants wore
polarized 3D glasses to separately view the stereo pair in
different eyes. A Tobii 4C EyeTracker (90Hz) was used to
monitor gaze locations. The experiments were conducted in
adimly lit room. The observation distance was set at 80 cm so
that the accuracy of the eye tracker could be kept sufficiently
high.

3) STIMULI

The eight different scenes shown in Fig. 11 were used to gen-
erate stimuli. Five were camera-captured scenes taken from
MPI Light Field Archive (MPI-LFA) [27] and Middlebury
Stereo Datasets (MSD) [28], [29]. The remaining three were
computer-generated scenes taken from the 4D Light Field
Benchmark (4D-LFB) [30].
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To ensure a fair comparison between the HS and UHS
methods, the images were processed independently for each
color channel because processing only in the luminance
channel results in visible color artifacts especially for the
UHS method under large disparity conditions. To maintain
high frame rates in both methods, the images were resized
to smaller scales when synthesizing stereo images and then
upscaled to fit the screen size using bilinear interpolation. The
image sizes used for image generation and presentation for
each scene are summarized in Table 2.

The initial disparity estimates D of the two scenes from
MPI-LFA were computed by Hosni ef al.’s method [24].
For the remaining scenes, the ground truth disparity maps
provided in each dataset were used for D because we wanted
to eliminate the effect of disparity estimation accuracy as
much as possible. Note, however, that even when ground
truth disparity is present, we still used the phase-based dis-
parity refinement process (Eq. 8) because it has an advantage
especially when the scene contains transparent or reflective
material as in Kitchen. The disparity ranges of the stereo pairs
used for input to generate stimuli are summarized in Table 2.
In Appendix A, we also evaluate the objectively measured
image quality of the synthesized images generated by both
the HS and UHS methods when using the tested 3D scenes
for input.

4) PARTICIPANTS

Fourteen participants (aged between 20 and 45) who were
unaware of the purpose of the study took part in the study. All
had a normal or corrected-to-normal vision, and had experi-
ence viewing stereo video content at home, in movie theaters,
or amusement parks. They also passed a stereo-blindness test
using a random-dot stereogram.

Written informed consent was obtained from all the partic-
ipants prior to the start of the experiment. The experimental
protocol was approved by the Research Ethics Committee of
our organization and was conducted in accordance with the
ethical standards of the Declaration of Helsinki.

5) TASK

The experiment was divided into 2D sessions and 3D ses-
sions, depending on whether the participants observed the
stimuli with or without glasses. In both sessions, the par-
ticipants compared stereo images generated by the proposed
method (GC-HS) and one of the other methods and selected
the preferred one by pressing a button. In the 2D session, the
participatns were asked about their preference about image
quality as “Which image showed better image quality?”
In the 3D session, in addition to the above question, they
were asked about their preference about depth impressions
as “Which image showed a stronger sense of depth?”’

For each session, the two stereo images were sequen-
tially presented in random order for 10 seconds each, with
a 2-second blank interval inserted in between. The partici-
pants were instructed to move their eyes to see various image
areas. The presentation of the stimuli could be repeated as
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(a) 2D session (b) 3D session
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FIGURE 12. Results of pairwise comparisons in User study 1. Percentages
for our method (Gaze-Contingent Hidden Stereo, GC-HS) being preferred
in terms of 2D image quality (left), depth impressions (center), and 3D
image quality (right) are shown. The 2D image quality results were
obtained in the 2D session (without wearing 3D glasses) while those for
depth impressions and 3D image quality were obtained in the 3D session
(while wearing 3D glasses). The asterisks show the statistical significance
obtained with a binomial test.

needed. Between the trials, a white dot was presented at the
gaze position measured by the eye tracker, which allowed
the participants to check if the eye tracker was monitoring
their gaze position correctly. In the 2D session, we used gaze
positions pre-recorded during the 3D session of the same
scene to remap disparity in the gaze-contingent methods. The
rationale for this was to simulate the situation in which a
2D viewer observes the scene manipulated based on the gaze
position of a different 3D viewer.

6) CONDITIONS

The disparity ranges of the input stereo pairs were com-
pressed to either [—4,4] or [—8, 8] min. The disparity
ranges were determined based on the effective disparity range
(i.e., 6-8 min) suggested in the previous work [9]. In the
2D session, the stereo image generated by the proposed
method (GC-HS) was compared with the clean 2D reference
image (where an identical image was presented to the two
eyes) in addition to the stereo images of the three comparison
methods. The reference image was a binocular presentation
of the same monocular image (i.e., the input left image).
The comparison with respect to the reference was included
to check if the proposed method could actually “hide”
the disparity information. In total, there were 64 conditions
(4 comparison pairs x 8 scenes x 2 disparity ranges) in
the 2D session and 48 conditions (3 comparison pairs x
8 scenes x 2 disparity ranges) in the 3D session.

7) PROCEDURE

Each participant ran the 2D and 3D sessions successively
and performed each pairwise comparison twice in a ran-
domized order. The order of sessions was counterbalanced
across participants. At the beginning of each of the 2D and
3D sessions, the participants completed a practice session
consisting of stimuli generated by both the HS and UHS
methods using two scenes not used for the main experiment.
During the practice session, the participants were instructed
on what kind of image quality degradation could be typically
observed. For example, we showed that unnatural lustrous
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TABLE 2. Details about the input 3D scenes used in the user study. Columns 5 through 8 show the minimum, maximum, 5th percentile, and 95th
percentile of disparity values in the scene, respectively.

Name Dataset Original size (px) Presented size (deg) Min (min) Max (min) 5 %tile (min) 95 %tile (min)
FairyCollection ~MPI-LFA 1024 x 720 344 x 242 -28.2 16.1 -13.6 16.1
Bikes MPI-LFA 1024 x 720 344 x 24.2 -16.1 8.1 -12.1 8.1
Kitchen 4D-LFB 512 x 1024 24.6 x 24.6 -17.1 19.3 -15.3 9.0
Medieval 4D-LFB 512 x 1024 24.6 x 24.6 -18.0 21.0 -14.5 17.5
Tomb 4D-LFB 512 x 1024 24.6 x 24.6 -15.6 20.6 -15.0 14.1
Vintage MSD 512 x 676 24.6 x 16.2 22.3 322.0 35.8 2134
Shopvac MSD 512 x 867 24.6 x 20.8 22.0 671.9 26.5 643.7
Moebius MSD 512 x 817 24.6 x 19.6 0.0 57.8 18.6 49.8

impressions (typical artifacts in the HS method with large
target disparity sizes) could be observed in the 3D session,
and blur and double images could be observed in the 2D
session. A 10-minute break was taken after every 20 trials.
The entire experiment took approximately 4.5 hours for each
subject.

B. RESULTS

The percentages for our method (GC-HS) being preferred
over the other three methods in the 2D session are presented in
Fig. 12(a). The results for individual scenes are presented in
Fig. 14 in Appendix B. Binomial tests revealed a significantly
higher preference rate for our method than for the two Unhid-
den Stereo methods (UHS and GC-UHS) in both disparity
ranges. On the other hand, the preference rate was similar
between our method and HS, and between our method and
the monocular reference image. These results indicate that
the disparity information was effectively hidden to viewers
without glasses despite the dynamic disparity manipulations,
while the ghost caused by the stereo disparity significantly
degraded the image quality in the UHS methods.

Figure 12(b) presents the 3D session results. The results
for individual scenes are presented in Fig. 15 in Appendix B.
Binomial tests revealed that our method produces signifi-
cantly stronger depth impressions than the two compared
methods with global disparity compression (HS and UHS) in
both of the tested disparity ranges. There was no significant
difference between the depth impressions for our method and
GC-UHS and the proportion was nearly 50/50. This indicates
that our method can produce depth impressions equivalent
to those of the unhidden stereo synthesis method under the
tested disparity ranges (4 min and 8 min).

As for the image quality for 3D viewers, the results showed
that the image quality of our method is as good as that
of HS. This indicates that gaze-contingent disparity manip-
ulation effectively improves the depth impressions of HS
without degrading the 3D image quality. We also found that
the image quality of our method (GC-HS) is not inferior
to that of the two methods using unhidden stereo synthesis
(UHS and GC-UHS). Rather, the image quality obtained
with our method was unexpectedly superior. This might
be because HS is more resistant to disparity estimation
errors that are often observed in high frequency components
due to mismatches in the phase-based refinement process.
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Alternatively, participants might simply prefer HS images
because they tended to have slightly higher contrast
due to its additive nature. See Appendix E for further
discussion.

In summary, the subjective evaluation demonstrated that
gaze-contingent disparity remapping and Hidden Stereo
actually work together complementarily to compensate for
each other’s weaknesses: Hidden Stereo completely hides
the dynamic disparity manipulations to 2D viewers while
gaze-contingent disparity remapping enhances the depth
impressions produced by Hidden Stereo without degrading
3D image quality for a 3D viewer. In an additional user study
presented in Appendix D, we further show that the same
conclusion is obtained by using the absolute quality rating
with respect to reference images.

VI. LIMITATION AND FUTURE WORK

We limit the disparity range to the effective range of Hidden
Stereo estimated in the previous work [9]. However, the
optimal range depends on the contrast, spatial frequency of
the content as well as the eccentricity. Building a perceptual
model to predict this effect and optimizing disparity ranges
for each content and for each eccentricity is therefore an
important challenge for the future.

As a general limitation of gaze-contingent disparity remap-
ping techniques, improvements achieved by gaze-contingent
remapping are reduced in cases where a relatively wide range
of disparity values are contained within a local region. This
is typically observed when there is a complicated object with
fine structures or transparent material.

In addition, temporal smoothing of the disparity mapping
function [8] employed in this work degrades the effect of
gaze-contingent manipulations when a viewer keeps moving
his/her eyes. A promising solution is to exploit saccadic sup-
pression to allow more aggressive disparity changes during
saccadic eye movements (e.g., [31]).

VII. CONCLUSION

In this paper, we combined gaze-contingent disparity remap-
ping with Hidden Stereo. This made it possible to present
clear 2D images to an unlimited number of viewers without
glasses, while improving the impression of depth obtained
with Hidden Stereo for a viewer with glasses. Although
our technique presents disparity sizes only within the upper
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FIGURE 13. Objective image quality scores of the synthesized images
measured by PSNR (left) and SSIM (right).

limit of binocular sensory fusion, gaze-contingent remapping
replaces the functional role of the actual vergence eye move-
ments by constantly shifting the disparity around the gaze
position toward the screen plane. To enable real-time image
synthesis, we simplified the original Hidden Stereo algorithm
such that the computation is restricted to the 1D scanline
and parallelized it on GPU. The subjective evaluation demon-
strated the effectiveness of the proposed method.

APPENDIX A

COMPARISON OF OBJECTIVE IMAGE QUALITY OF
SYNTHESIZED STEREO IMAGES PRODUCED

BY HS AND UHS METHODS

To see the objectively measured quality of stereo images gen-
erated by the HS and UHS methods, we computed PSNR and
SSIM between the synthesized views and the corresponding
ground truth views. The images were generated from the
3D scenes tested in the user studies (Table 3). The input
disparity levels 1, 2, and 3 were used for FairyCollection,
Bikes and the input disparity levels 2 and 3 were used for
Kitchen, Medieval, and Tomb. The other scenes were not
included because the ground truth views that correspond to
the synthesized views were not available. Note that we did not
apply any disparity compression to synthesize these views.
We computed the quality scores for the left and right images
of each synthesized stereo pair and averaged them to obtain
a single score for each input.

The results are presented in Fig. 13. We found that both
PSNR and SSIM were higher overall in UHS than HS.
In addition, the scores for HS significantly degraded as the
disparity level increased while those for UHS remained mod-
erately high even with large disparity levels. This is expected
as HS has a limitation in the reproducible disparity range.
However, in the user study, we found that the subjectively
rated image quality under the 3D viewing conditions was
significantly higher for HS when the disparity size was within
the effective range of 8 min. Thus, these conventional image
quality metrics are not a good predictor for binocularly pre-
sented stereo images. Whether the objective quality metrics
specifically developed for stereo images can better handle
HS-synthesized images is a topic to be investigated in future
work.
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APPENDIX B

INDIVIDUAL SCENES RESULTS OF THE USER STUDY
Figures 14 and 15 respectively present the individual scene
results of the 2D and 3D sessions in the user study of the
main paper.

APPENDIX C

QUANTITATIVE ANALYSIS ON THE EFFECT OF
GAZE-CONTINGENT DISPARITY REMAPPING

In this section, we objectively analyze the degree to which
gaze-contingent disparity remapping can improve the local
disparity range around the gaze positions. To this end, we con-
structed local disparity histograms around gaze positions
while participants observed five scenes (i.e., FairyCollec-
tion, Bikes, Kitchen, Medieval, and Tomb) in the user study
described in the next section (Appendix D). The contribu-
tion of each disparity value to the histogram was weighted
according to a Gaussian window with standard deviation
equal to 2.5 deg. For each scene, three different input disparity
levels (summarized in Table 3) were remapped to different
disparity ranges. Specifically, the stereo pairs with disparity
level 3 were remapped to the disparity ranges of [—4, 4],
[—8, 8], and [—16, 16] min, those with disparity level 2 were
remapped to [—4, 4] and [—8, 8] min, and those with dis-
parity level 1 were remapped to [—4, 4] min. The dispar-
ity was remapped either gaze-contingently or globally as in
Section V-Al.a. Then, for each input scene, we computed
the average disparity range (95th percentile minus 5th per-
centile) over all fixations of all participants for each of the
three conditions: (1) Original disparity (disparity in the input
stereo image), (2) Gaze-contingently compressed disparity,
(3) Globally compressed disparity.

The local disparity ranges obtained in this analysis are
shown in Fig. 16. Here, the green data points indicate the
disparity ranges of the original (input) scenes. The light
red points (with dotted lines) indicate those after global
compression. The red points (with solid lines) indicate
those after gaze-contingent remapping. As expected, the
global compression significantly reduced the local disparity
range around gaze positions when the target disparity range
(abscissa) was below the original one. On the other hand,
the gaze-contingent remapping successfully increased the
disparity range under these conditions.

APPENDIX D

SECOND USER STUDY: ABSOLUTE QUALITY RATING

The user study presented in our main paper demonstrated the
effectiveness of our method relative to the other comparison
methods using a pairwise comparison task. However, it is also
important to investigate the perceived fidelity of each synthe-
sized image to the original, the physically correct one, on an
absolute scale. Therefore, in the second study, the participants
compared a stereo image obtained with each method with
the input stereo image and rated the image quality and depth
strength in terms of degradation from the original input.
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FIGURE 14. Results of pairwise comparisons in the user study (Section V in the main paper) when viewed without 3D glasses (2D viewing
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image quality of our method is as good as those of 2D clean reference images and HS, while much higher than those of unhidden stereos

(UHS and GC-UHS).

Maximum output disparity : 4 min
100 T -

Depth impression

Proportion of GC-HS (Ours) being preferred
(41
o
1

3D Image quality

N
[$,]
1

o
I

<

Bikes
Kitchen
Medieval
Tomb
Shopvac
Vintage
Moebius

FairyCollection

All

Maximum output disparity : 8 min
Comparison method
HS
= UHS
mmm GC-UHS
Binomial test
*» p<005
= p<001
w p<0001

Bikes
Kitchen
Medieval
Tomb
Shopvac
Vintage
Moebius

FairyCollection

FIGURE 15. Results of pairwise comparisons in the user study (Section 5 in the main paper) when viewed with 3D glasses (3D viewing
condition). Percentages of our method (GC-HS) being preferred in terms of depth impressions (top row) and image quality (bottom) are
shown. The results indicate that our method improves depth impressions for the 3D viewer in comparison with those without
gaze-contingent disparity remapping (HS and UHS), while retaining 3D image quality comparable to that of HS or better than those of

unhidden stereos (UHS and GC-UHS).

A. METHOD

1) COMPARISON METHODS AND APPARATUS

The same comparison methods (i.e., GC-HS, HS, GC-UHS,
and UHS) and apparatus that were used in the first user study
were also used in this study.

2) PARTICIPANTS

Fifteen participants (aged between 20 and 45) who were
unaware of the purpose of the study took part in the exper-
iment. All had a normal or corrected-to-normal vision,
and had experience viewing stereo video content at home,
in movie theaters, or amusement parks. They also passed a
stereo-blindness test using a random-dot stereogram.

VOLUME 10, 2022

3) TASK

As in the first experiment, the experimental sessions were
divided into 2D sessions and 3D sessions. In both ses-
sions, the participant compared a reference image with a
synthesized stereo image (test) the disparity of which was
compressed by either GC-HS, HS, GC-UHS, or UHS meth-
ods. In the 2D session, binocular presentation of the same
monocular image (i.e., the input left image) was used as
the reference, and the participants evaluated the impairment
in perceived image quality by pressing a button. In the
3D session, the input stereo image was used as the reference,
and participants evaluated the impairment in both perceived
image quality and depth strength by pressing a button.
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TABLE 3. Details of the input 3D scenes used in the quality rating experiment.

Name Dataset  Original size (px) Presented size (deg) Disparity level Min (min) Max (min) 5 %tile (min) 95 %tile (min)
level 1 -8.1 4.0 -4.0 4.0
FairyCollection ~MPI-LFA 1024 x 720 344 x 242 level 2 -12.1 8.1 -12.1 8.1
level 3 -28.2 16.1 -13.6 16.1
level 1 -4.0 4.0 -4.0 0.0
Bikes MPI-LFA 1024 x 720 344 x 242 level 2 -8.1 4.0 -8.1 4.0
level 3 -16.1 8.1 -12.1 8.1
level 1 4.3 4.8 -3.8 2.2
Kitchen 4D-LFB 512 x 1024 24.6 x 24.6 level 2 -8.5 9.7 -7.7 4.5
level 3 -17.1 19.3 -15.3 9.0
level 1 -4.5 5.3 -3.6 4.4
Medieval 4D-LFB 512 x 1024 24.6 x 24.6 level 2 -9.0 10.5 -7.2 8.8
level 3 -18.0 21.0 -14.5 17.5
level 1 -3.9 5.1 -3.8 3.5
Tomb 4D-LFB 512 x 1024 24.6 x 24.6 level 2 -7.8 10.3 -7.5 7.0
level 3 -15.6 20.6 -15.0 14.1
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FIGURE 16. Local disparity ranges (95th percentile - 5th percentile) averaged across gaze points measured during the second user study. The first
column shows the aggregated results over all the test scenes. The second to last columns show the results of individual scenes. The error bars represent

95% confidence intervals. For details, please refer to Appendix C.

In each trial, the reference and test images were presented
sequentially for 10 seconds each, with a 2-second blank
interval inserted in between. After that, the response screen
was presented and participants were asked about the image
quality (in both the 2D and 3D sessions) and the depth
strength (only in the 3D session), namely, “Compared to the
reference stimulus, to what extent did the image quality of
the test stimulus appear to be degraded from the reference
stimulus?”’ and ““Compared to the reference stimulus, to what
extent did the depth strength of the test stimulus appear to
be degraded from the reference stimulus?”” According to the
double-stimulus impairment scale (DSIS) method [32], the
participants rated the impairment on the following 5-point
scale: 5 (imperceptible), 4 (perceptible, but not annoying),
3 (slightly annoying), 2 (annoying), and 1 (very annoying).
The participants were instructed to move their eyes to see
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various image areas. The presentation of the stimuli could be
repeated as needed. In the 2D session, we used gaze positions
pre-recorded during the 3D session of the same scene to
remap disparity in the gaze-contingent methods.

4) STIMULI AND CONDITION

Stereo pairs from the same scenes used in the local disparity
analysis (Appendix C) were used as input to generate stimuli
(summarized in Table 3). As in Appendix C, the stereo pairs
with disparity level 3 were remapped to the disparity ranges
of [—4, 4], [—8, 8], and [—16, 16] min, those with disparity
level 2 were remapped to [—4, 4] and [—8, 8] min, and those
with disparity level 1 were remapped to [—4, 4] min. Oth-
erwise, the stimuli were generated in the same way as in the
first user study. In the 2D session, a control condition in which
the input left image was presented both as a reference and test

VOLUME 10, 2022
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FIGURE 17. Image quality scores averaged across participants in the 2D session of the second user study. The first column shows the aggregated
results over all the test scenes. The second to last columns show the results of individual scenes. The error bars represent 95% confidence intervals.
Each row shows the results at different input disparity levels as shown in Table 3. The gray horizontal line in each plot indicates the tolerable quality
threshold (i.e., perceptible, but not annoying. The thick vertical line in each plot indicates the 95 %tile of absolute disparities in the reference (input)
3D scenes. The average of the 95 %tiles across individual scenes are presented for the aggregated result (All).

was included for each scene to investigate the “upper limit”
of the quality score (Note that the participants do not always
select the fifth grade, that is, “‘imperceptible” even in this
condition due to response errors or perceptual fluctuations).
In total, there were 120 conditions (4 comparison methods x
5 scenes x 6 input-output disparity combinations) in the
3D session and 125 conditions (120 + 5 control conditions)
in the 2D session.

5) PROCEDURE

Each participant ran the 2D and 3D sessions successively and
evaluated all the conditions in a randomized order. The order
of sessions was counterbalanced across participants. At the
beginning of each of the 2D and 3D sessions, the participants
completed a practice session consisting of stimuli generated
by both HS and UHS methods using two scenes not used
for the main experiment. During the practice session, the
participants were instructed on what kind of image quality
degradation could be typically observed in the same manner
as in the first user study. A 10-minute break was taken after
every 20 trials. The entire experiment took approximately
4.5 hours for each participant.

B. RESULTS

1) RESULTS OF SUBJECTIVE EVALUATION

a: 2D SESSION

Figure 17 presents the 2D session results. The scores were
averaged across participants. The first column shows the
aggregated results over all the test scenes while the remaining
columns show the results of individual scenes. The results
show that regardless of the target disparity range, the HS and
GC-HS methods showed quality scores comparable to the

VOLUME 10, 2022

control condition where the same reference image was pre-
sented as the test image. On the other hand, the quality scores
for the UHS and GC-UHS methods decreased rapidly as the
disparity range increased. Multiple comparison tests (Tukey’s
HSD) revealed significant differences in every combination
between the two HS-based methods and the two UHS-based
methods for all six disparity conditions (p < 0.001). Note
that we also found significant differences between UHS and
GC-UHS in the 4-min disparity condition at input disparity
level 2 and the 4- and 8-min disparity conditions at input dis-
parity level 3. This is likely because the temporal changes pro-
duced by the gaze-contingent disparity remapping appeared
more annoying for viewers without glasses. In contrast, there
was no difference between HS and GC-HS, which indicates
that the temporal changes caused by disparity remapping
were successfully made invisible in the proposed method.

b: 3D SESSION

Figure 18 presents the 3D session results. Again, the first
column shows the aggregated results over all the test scenes
while the remaining columns show the results of individual
scenes. The depth strength scores shown in the odd rows
of the figure were not substantially different across com-
parison methods. As a result of multiple comparison tests
(Tukey’s HSD) performed for each disparity condition on the
scene-aggregated result (the first column), significant differ-
ences were found only between HS and UHS (p < 0.01) and
between HS and GC-UHS (p < 0.01) in the 16-min output
disparity condition at input disparity level 3. However, when
we replotted the data for each condition without aggregating
test scenes against the proportion of local disparity reproduc-
tion (the ratios of local disparity range relative to the original
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FIGURE 18. Depth (odd rows) and image (even rows) quality scores averaged across participants in the 3D session of the second user study. The first
column shows the aggregated results over all the test scenes. The second to last columns show the results of individual scenes. The error bars represent
95% confidence intervals. Each two successive rows show the results at different input disparity levels as shown in Table 3. The gray horizontal line in
each plot indicates the tolerable quality threshold (i.e., perceptible, but not annoying. The thick vertical line in each plot indicates the 95 %tile of
absolute disparities in the reference (input) 3D scenes. The average of the 95 %tiles across individual scenes are presented for the aggregated

result (All).

disparity range in Fig. 16), we found a clear trend suggesting
that the increase in the local disparity range contributed to the
improvement in perceived depth quality (Fig. 19). We com-
puted the correlation between the depth quality and the pro-
portion of disparity reproduction separately for each stereo
synthesis method (i.e., HS and GC-HS, UHS and GC-UHS
are grouped together to compute the correlations). As a
result, we found positive correlations for both the HS-based
method (p = 0.513, p < 10~*) and the UHS-based method
(p = 0.764, p < 10~!1). Therefore, it was confirmed that
the depth impressions of Hidden Stereo, measured in terms
of fidelity to the physically correct stereo image, can be
improved by gaze-contingent disparity manipulation.
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The results of 3D image quality scores (the even rows in
Fig. 15) show that HS-based methods are clearly superior
to UHS-based methods, consistent with the results of the
first user study. According to the scene-aggregated results
(the first column), both the HS and GC-HS methods main-
tained an acceptable image quality of 4 (perceptible, but
not annoying) up to the 8-min disparity condition, while
the UHS and GC-UHS methods fell below the acceptable
quality at the 4-min disparity condition. Multiple compar-
ison tests (Tukey’s HSD) revealed that both the HS and
GC-HS methods scored significantly higher than either the
UHS method or the GC-UHS method in the 4-min and
8-min disparity conditions at all the input disparity levels
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(» < 0.001 for all comparisons). However, we also found
that the image quality varies depending on the tested scene.
Building a model that explains this content-dependent effect
is thus an important future work.

C. DISCUSSION

Consistent with the results of the first user study presented
in the main paper, the 2D session results showed that the
disparity information was effectively hidden to 2D viewers
by HS, even with dynamic disparity remapping. We also
demonstrated that the UHS-based stereo images suffered
from significant image quality degradation for 2D viewers
even when the disparity range was compressed within as
small as 4 min. The results also showed that the temporally
varying ghost caused by dynamic disparity remapping further
degraded the 2D image quality in the UHS method. Thus,
the advantage of HS becomes markedly greater in the gaze-
contingent S3D displays.

The 3D session results revealed the improvements in depth
strength not only in objective measures (i.e., the local dis-
parity range) but also in subjective evaluation. However, the
results of the subjective evaluation indicated that the scores
mostly fluctuated between 3 and 4, meaning that the par-
ticipants tended to be satisfied even when disparities were
significantly compressed. The reason for this may be because
the sufficient amount of monocular depth cues that are
needed to derive the depth structures already exist in natural
scenes [33], [34]. However, in cases where monocular cues
are unreliable and subtle depth differences have an impact
on the task objective (e.g., estimating the height of buildings
from a satellite image), we believe that the improved depth
impressions (as demonstrated in the user study in the main
paper) should directly affect user experiences.

The 3D session results suggested that the optimal dispar-
ity of the proposed method is about 8 min in visual angle,
regardless of whether it is combined with gaze-contingent
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FIGURE 20. Comparison of synthesized images. Ground truth view is
shown on the left. Both HS and ES images are generated based on the
same per-pixel per-band disparity map. Stereo images generated by the
Unhidden Stereo method sometimes exhibit artifacts due to mismatches
in high-frequency-band disparity, as seen in the enlarged area. HS can
suppress these artifacts by limiting the amount of disparity shift to

/4 for each band.

disparity remapping. This range closely matches the effec-
tive range of HS estimated in the original work [9]. Gaze-
contingent remapping effectively assigns the local disparities
around the attended position to this range and improves the
depth impressions. The effective range of HS is close to
Panum’s fusion area of 10 min, that is, the maximum disparity
size that humans can binocularly fuse without vergence eye
movements [12], [13]. Beyond Panum’s fusion area, a small
vergence eye movement is required to perceive the binocular
image clearly. Therefore, assuming that both the vergence and
accommodation is fixed on the display plane, our proposed
approach may be considered to be near optimal with respect
to visual comfort on S3D displays.

APPENDIX E

WHY DOES HIDDEN STEREO EXHIBIT BETTER 3D IMAGE
QUALITY THAN UNHIDDEN STEREO?

Throughout the two user studies, we consistently found that
HS could provide better 3D image quality than the UHS
method. As discussed in the main paper, we think that two
factors can account for this result. First, stereo images gener-
ated by HS tended to be slightly higher in contrast than the
original input due to its additive nature. It is possible that the
participants preferred higher contrast images and saw them
as having “better’” image quality. Second, artifacts produced
by the stereo image synthesis process were more visible in
the UHS-based methods (Fig. 20). Although the per-band
disparity representation used in both HS and UHS can better
represent disparities in complex scenes, its quality is not
perfect and less precise in high frequency bands due to mis-
matches in the disparity refinement process. HS effectively
suppresses these artifacts produced by imprecise disparity
estimates by limiting the amount of disparity shift to & /4 for
each band. Therefore, our results suggest that unless large
viewpoint shifts are required, it is better to focus on providing
the disparity cues that are the least necessary for the HVS to
perceive depth.
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