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ABSTRACT Network security situation assessment is an important means of understanding the current
network security situation to provide a basis for taking security measures. To address the problem that
the accuracy of existing network security situation assessment methods needs to be improved, this paper
proposes a network security situation assessment method based on support vector machine (SVM) optimized
by whale optimization algorithm (WOA) that is improved by adaptive weight (AW) combined with simulated
annealing algorithm (SA). In this method, the SVM is embedded into the fitness function calculation of the
improved WOA, and the global optimization characteristics of WOA are used to determine the optimal
penalty parameter c and kernel function parameter g of the SVM. To solve the problem of the WOA being
prone to falling into local extremum and slow convergence when solving large and complex data problems,
an adaptive weight is used to adjust the whale position update coefficient, and a simulated annealing
algorithm (SA) is used to increase random search factors to avoid falling into local extremum, so as to
improve the global optimization ability. The experimental results show that this method is feasible, can assess
the network security situation more accurately, and has better convergence than other assessment algorithms
based on an improved SVM.
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INDEX TERMS Network security situation assessment, support vector machine, whale optimization
algorithm, adaptive weight, simulated annealing algorithm.

I. INTRODUCTION17

With the rapid development and application of technologies,18

such as the Internet, big data, cloud computing, and arti-19

ficial intelligence, cyberspace security is facing increasing20

risks and threats. DDoS assaults, APT attacks, the increas-21

ing number of high-risk vulnerabilities, the frequent occur-22

rence of data exposure events, the constant appearance of23

‘‘gray’’ applications, and the security risks brought by high24

and new technologies are among the most prominent issues.25

At present, the security problems faced by the network system26

are mainly as follows: the amount of network security data27

involved is gradually increasing and becoming increasingly28

larger; the network security events are constantly fragmented,29

making it difficult to be perceived, and the obtained security30
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information is scattered and disorderly, administrators need to 31

spend a lot of time and energy to analyze the potential security 32

threats, which is time-consuming and labor-consuming, and 33

half the results with double the effort; and many existing 34

network security systems have limitations in data collection, 35

some of which are limited to one or several aspects of network 36

security data collection, analysis and processing, which is 37

difficult to describe and reflect the network security situation 38

comprehensively. In the face of these new challenges and 39

threats, existing traditional network security defense means, 40

strategies and methods (such as intrusion detection systems, 41

firewalls, anti-virus, access control, etc.) can no longer keep 42

up with the actual security requirements of today’s network 43

systems. 44

Security situational awareness was first applied in the 45

aviation and military fields, and then gradually extended to 46

the network security field. In 1988, based on the concept 47
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of situational awareness, Endsley summarized it into three48

levels, namely ‘‘situation element extraction, situation under-49

standing, and situation prediction,’’ among which the core50

of ‘‘situation understanding’’ is ‘‘situation assessment’’ [1].51

In 1999, Bass applied the mature theory and technology52

of air traffic supervision ATC situation awareness to cyber53

security situation awareness, and proposed the concept of54

cyberspace situation awareness for the first time [2], which55

laid a foundation for research on network security situation56

technology. Network security situational awareness refers57

to ‘‘recognizing and understanding environmental factors58

within a certain time and space, and predicting future security59

development trends’’ [3]. Based on Endsley’s model, the con-60

cept of network security situation assessment emerged. The61

network security situation assessment integrates and analyzes62

the situation elements and data information extracted from the63

network, models and assesses the current network security64

situation, obtains the situation value according to the assess-65

ment model, dynamically reflects the current operation status66

of the network system and the severity of the threat overall,67

and predicts and forewarns its development trend, so as to68

provide decision support for network security management.69

Network security situation assessment has important research70

significance and application value as a new technology for71

the next-generation network security and an important com-72

ponent of a new network security defense system.73

The main work of this paper is as follows:74

1) A network security situation assessment method based75

on an improved WOA-SVM is proposed, which is optimized76

by adaptive weight (AW) and simulated annealing algo-77

rithm (SAA), which is short for AWSA-WOA-SVM. In this78

method, the improved SVM model is trained to generate79

security situation value to assess the current network security80

situation.81

2) The adaptive weight and simulated annealing algorithm82

are introduced into WOA to overcome its local optimization83

and slow convergence, so as to improve the global optimiza-84

tion ability of WOA.85

3) The improved WOA is used to determine the opti-86

mal penalty parameter c and kernel function parameter g of87

SVM to increase the accuracy of the assessment model based88

on SVM.89

4) The experimental results show that the network secu-90

rity situation assessment method based on the WOA-SVM91

improved by the AW and SAA has smaller errors, higher92

accuracy and better convergence than the WOA-SVM algo-93

rithm and other improved WOA-SVM algorithms, which can94

more accurately and effectively assess the current network95

security situation.96

II. NETWORK SECURITY SITUATION ASSESSMENT97

METHOD BASED ON ARTIFICIAL INTELLIGENCE98

Network security situation assessment employs a series of99

mathematical models and algorithms to analyze the prepro-100

cessed original security data and events that are collected101

from the network and then to obtain quantitative or qualitative102

network security situation assessment results in the form of a 103

security situation value to reflect the current network security 104

situation, which is based on the established network secu- 105

rity situation indicator system and certain prior knowledge. 106

At present, network attacks are becoming increasingly diver- 107

sified, complicated and random, and the network security 108

situation is a complex and constantly changing nonlinear pro- 109

cess. Therefore, the use of artificial intelligence technologies 110

such as machine learning and deep learning is an inevitable 111

development trend for assessing the network security situa- 112

tion. Building a highly accurate, scientific and objective net- 113

work security situation assessment model is a research focus 114

of network security situation assessment. Many artificial 115

intelligence-based assessment methods for network security 116

have been proposed. They are roughly classified into three 117

types based on their theories: those based on mathematical 118

model, those based on knowledge reasoning, and those based 119

on pattern recognition. 120

A. BASED ON MATHEMATICAL MODELS 121

This method assesses the situation primarily by constructing 122

an assessment function, and the key is the construction of the 123

function. The most common method is the analytic hierarchy 124

process (AHP). Reference [4] proposed a network security 125

situation assessment model that uses an alarm verification 126

algorithm in conjunction with a fuzzy inference algorithm 127

to improve the analytic hierarchy process, effectively elim- 128

inating the impact of false alarm information and intuitively 129

reflecting the network security situation; however, the data 130

source of this method is relatively single. Reference [5] 131

provided an assessment approach that integrates the AHP 132

with the hierarchical model of context assessment, which 133

simplifies the situation assessment problem and may reflect 134

the entire security condition of the network and better serve 135

high-level decision-making. The disadvantage of the model 136

based on a mathematical model is that there is currently no 137

objective and unified standard for function construction and 138

it is prone to being influenced by subjective human factors, 139

resulting in inaccurate evaluation results. 140

B. BASED ON KNOWLEDGE REASONING 141

This method primarily constructs models based on specific 142

criteria and empirical knowledge, and applies logical reason- 143

ing theory to evaluate it. The evidence theory and graph mod- 144

els are two of the most representative examples. Based on the 145

evidence theory, for example, [6] proposed a network security 146

threat situation assessment method based on unsupervised 147

generation reasoning, which solves the shortcomings of high 148

computational cost, time consuming and low efficiency of 149

the supervised assessment method, and can more intuitively 150

assess the overall situation of network threats; [7] studied a 151

network security situation assessment model based on DS 152

evidence theory, which used principal component analysis 153

(PCA) to preprocess the alarm data, adopted the improved DS 154

evidence theory and combined the credibility of multi-source 155

attack data to improve the alarm recognition rate. Based 156
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on the graph model, for example, [8] proposed a situation157

assessment method using the Seeker Optimization Algorithm158

to improve the hidden Markov model, which can more accu-159

rately assess the situation of network security, but there were160

irrelevant and false positive data in situation elements, which161

need further research on observation sequence; [9] proposed162

a network security situation assessment method with Markov163

game model as the core and combined with four-level data164

fusion, which considered the interaction between attackers165

and defenders, so it was closer to reality and can assess the166

network security situation more accurately. The disadvantage167

of the methods based on knowledge reasoning is that when168

encountering a large number of data conflicts, the amount169

of calculation and complexity is relatively large, and it is170

difficult to guarantee the independence of each assessment171

indicator, and sometimes it depends on expert experience,172

which may lead to low accuracy of the assessment.173

C. BASED ON PATTERN RECOGNITION174

This method is mostly based on machine learning theory for175

assessment, which is also the method studied in this paper.176

Its main theories include rough set, neural network, support177

vector machine and so on. For example, [10] proposed a178

situation assessment model of CS-BP neural network opti-179

mized by DS evidence theory, which introduced conjugate180

gradient algorithm into CS algorithm, to improve the local181

search ability of CS algorithm, overcome the local minimum182

problem and reduce the subjectivity of BPA, and improve the183

accuracy of situation assessment; [11] proposed a network184

security situation assessment model based on the optimiza-185

tion of SVM parameters based on the gravitational search186

algorithm (GSA), which searches the best parameters in SVM187

through GSA to minimize the error between the generated188

data and the actual network security situation assessment189

data. The disadvantage of pattern recognition method is that190

the learning efficiency becomes low, the optimal parameters191

are difficult to determine, and the adaptive ability is poor192

when encountering large-scale and complex data.193

At present, the network security situation assessment194

method has not been standardized, and there are some flaws,195

such as inaccurate assessment results and poor adaptability.196

Aiming at the problems of low accuracy and slow conver-197

gence in the above assessment methods, this paper proposes a198

network security situation assessment method that introduces199

adaptive weight (AW) and simulated annealing algorithm200

(SA) into whale optimization algorithm (WOA) to optimize201

support vector machine (SVM), and compares this algorithm202

with other intelligent algorithms optimized SVMmethods for203

network security situation assessment.204

III. NETWORK SECURITY SITUATION ASSESSMENT205

BASED ON AWSA-WOA-SVM206

This paper proposes a network security situation assess-207

ment model based on AWSA-WOA-SVM. In this model,208

WOA is used to determine the optimal parameters c and g209

of SVM, AW is used to adjust the whale position update210

FIGURE 1. Network security situation assessment model based on the
AWSA-WOA-SVM.

coefficient, and SA is used to increase the random search 211

factor to improve its global optimization ability. This assess- 212

ment model can be divided into three stages, which are shown 213

in FIGURE 1. 214

A. INPUT DATA 215

The experimental sample data are extracted from the net- 216

work, the situational indicators are extracted according to the 217

situational indicator extraction principles and the situational 218

indicator system is constructed. Then the extracted sample 219

data are preprocessed. Finally, the obtained data set is divided 220

into two parts: training set and test set. 221

B. SITUATION ASSESSMENT 222

Two algorithms of AW and SA are used to improve the WOA 223

and the improved WOA algorithm (AWSA-WOA) is used 224

to perform an optimization search operation on the penalty 225

parameter c and the kernel function parameter g of the SVM 226

to determine the optimal combination of parameters. Then the 227

optimal combination of parameters is assigned to the model. 228

C. OUTPUT RESULTS 229

The preprocessed test sample data is input to the final 230

obtained SVM assessment model and the situation assess- 231

ment results of the test samples are output. 232

IV. CONSTRUCTION OF THE NETWORK SECURITY 233

SITUATION INDEX SYSTEM 234

The extraction of situation indicators is a prerequisite for 235

situation assessment, and the construction of the situation 236

index system serves as a foundation for the extraction of 237

situation elements. We must follow specific principles while 238

extracting situation indicators so that we can scientifically 239

and rationally construct a multi-directional and multi-angle 240

reflection of the network’s security condition. 241

A. SELECTION PRINCIPLES OF SITUATION ASSESSMENT 242

INDICATORS 243

The construction of the index system is a very complicated 244

process, but it is also a key link in situation assessment 245

and prediction. Therefore, it is vital to construct a scien- 246

tific and logical index system. If the number of indicators 247

selected is large, the complexity and workload of the situa- 248

tion assessment system will grow, resulting in a decline in 249

the system’s efficiency and speed. On the contrary, if the 250

number of selected indicators is small, it cannot fully reflect 251

the security status of the whole network. Therefore, before 252
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FIGURE 2. Index system of network security situation.

establishing the index system, the corresponding index selec-253

tion principles should be determined to make the assessment254

results more accurate, efficient, and comprehensive. The fol-255

lowing are some principles for the construction of situation256

indicators [23].257

1) THE PRINCIPLE OF HIERARCHY258

Because the selected indicators have varied effects on the259

network, the hierarchy principle should be followed when260

building the indicator system, so that the indicators of each261

layer have different functions, and the associated quantifica-262

tion and decentralization should be carried out.263

2) THE PRINCIPLE OF PROXIMITY264

Because the selected indicators affect all aspects of the net-265

work, they must have similar influence capability, and there266

must be a certain connection between the indicators. As a267

result, these influencing factors should also be comprehen-268

sively considered and coordinated.269

3) THE PRINCIPLE OF INTEGRITY270

The selected indicators should be scientific, complete and271

independent, and can objectively reflect the relationship272

between objects and indicators, but also can comprehensively273

reflect the security status of the whole network.274

B. CONSTRUCTION OF ASSESSMENT INDEX SYSTEM275

Based on the principles of the above situation indicator276

construction, combined with the complexity, heterogeneity,277

diversity, uncertainty, etc. of the existing network, this paper278

establishes an indicator system of situation assessment, which279

can be divided into four categories: indicators based on280

network virus activity, indicators based on website security281

status, indicators based on important security vulnerabilities,282

and indicators based on incident handling. Although there283

are only 4 categories, each category can be further refined to 284

reflect different network environments states [24]. The four 285

categories of indicators can be divided in detail, as shown 286

in FIGURE 2. 287

V. ASSESSMENT ALGORITHM BASED ON 288

AWSA-WOA-SVM 289

A. WHALE OPTIMIZATION ALGORITHM 290

Whale Optimization Algorithm (WOA) is a new type of 291

metaheuristic intelligent optimization algorithm proposed by 292

Mirjalili and Lewis [12]. It searches for the best solution 293

by mimicking the ‘‘spiral bubble network’’ search strategy 294

of humpback whales. The algorithm has the advantages of 295

few adjustment parameters, simple operation and easy under- 296

standing [13]. The WOA mainly involves the following opti- 297

mization steps: surround prey, spiral predation, and search for 298

prey [14]. 299

1) SURROUND PREY 300

Humpback whales surround their prey when hunting. After 301

the humpback whale has selected the optimal position, other 302

whales will approach this position, and its position update 303

in the iterative optimization process is represented by the 304

following formulas (1) and (2). 305

D = |CM∗(t)−M (t)| (1) 306

M (t + 1) = M∗(t)− A · D (2) 307

where M∗(t) is the position vector of the optimal solution at 308

the t-th iteration, andM∗(t) will be updated accordinglywhen 309

a better solution appears in the iteration process; M (t) is the 310

position vector of the solution at the t-th iteration; D is the 311

iterative distance between the optimal solution position and 312

the current solution in the t-th iteration; the coefficient vectors 313

A and C are determined by formulas (3) and (4). 314

A = 2a · r1 − a (3) 315

C = 2r2 (4) 316

Among them, a is a constant that linearly drops from 2 to 317

0 in the iterative process, which can be expressed as a = 318

2t/maxgen, maxgen is the maximum number of iterations; r1 319

and r2 are random vectors in [0,1]. 320

2) SPIRAL PREDATION 321

When the whale (searcher) gradually approaches the prey (the 322

optimal solution), the variable a will decrease accordingly, 323

and the coefficient A will also decrease linearly with the 324

variable a according to formula (3). When A is [−1, 1], 325

the next position of the new whale (searcher) can be any 326

position between the current position and the optimal position 327

(optimum solution). The whale (searcher) will attack the 328

prey (optimal solution) in a spiral way, update the position 329

according to formula (5), and gradually approach the position 330

of the prey. 331

M (t + 1) = D′ · eblcos(2π l)+M∗(t) (5) 332
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where, D′ = |M∗(t)−M (t)| represents the position distance333

between the i-th searcher and the current optimal solution; b334

is a constant that is used to define the shape of logarithmic335

spiral, and l is a random number within [−1,1].336

Humpback whales not only move in a spiral manner, but337

also constantly narrow the search range. Therefore, assuming338

a 50% probability of switching between the contraction sur-339

rounding mechanism and the spiral model, the whale position340

is updated according to formulas (6) and (7).341

M (t + 1) = M∗(t)− A · D (6)342

M (t + 1) = D′ · eblcos(2π l)+M∗(t) (7)343

where, D′ = |M∗(t)−M (t)| represents the position distance344

between the i-th searcher and the current optimal solution.345

3) SEARCH FOR PREY346

Humpback whales will also randomly search for prey, which347

can improve the algorithm’s global search capabilities. The348

update formula for randomly searching for prey whale posi-349

tion is shown in (8).350

M (t + 1) = Mrand (t)− A |CMrand (t)−M (t)| (8)351

where,Mrand is a position vector randomly selected from the352

current population (representing a random whale).353

B. IMPROVED WHALE OPTIMIZATION ALGORITHM354

From the above optimization search process, it can be seen355

that the whale optimization algorithm does not involve the356

steps of jumping out of the local optimum, so it is prone to357

fall into local extremes and slow convergence when solving358

problems with relatively large amounts of data or complex359

problems. The literature [15] uses a chaotic strategy to update360

the whale position, and the literature [16] uses adaptive361

weights and optimal neighborhood perturbation to guide the362

position update. In this paper, the adaptive weights combined363

with a simulated annealing algorithm will be used to improve364

the whale optimization algorithm.365

1) IMPROVING WHALE OPTIMIZATION ALGORITHM WITH366

ADAPTIVE WEIGHTS367

The adaptive weight (AW) coefficient can not only affect the368

local search ability of the algorithm, but also affect the global369

search ability of the algorithm. For example, a relatively370

large weight coefficient helps the algorithm to jump out of371

the trap of local optimization, thereby improving the global372

search ability of the algorithm, while a relatively small weight373

coefficient is beneficial to the accurate search of local search374

space, which it can improve the local search ability of the375

algorithm and the convergence of the algorithm [17]. This376

paper uses the characteristics of the adaptive weight method377

to update the whale position, and its calculation formula is378

shown in (9).379

k(t) = 0.2 cos(
π

2
× (1−

t
maxgen

)) (9)380

where, t is the number of iterations, and the maximum num- 381

ber of iterations maxgen = 100. 382

The adaptive weight coefficient k(t) is substituted into 383

formulas (6), (7) and (8), the position update formulas of the 384

improved WOA algorithm are shown in (10), (11) and (12). 385

M (t + 1) = k(t) ∗M∗(t)− A · D (10) 386

M (t + 1) = k (t) ∗ D′ · eblcos(2π l)+M∗(t) (11) 387

M (t + 1) = k(t) ∗Mrand (t)− A |CMrand (t)−M (t)| (12) 388

According to the above equation, AW is used to change the 389

update speed of the algorithm.Here, AWadopts a trigonomet- 390

ric function, so it is periodic.WhenWOA is in the initial stage 391

of iterative optimization, the inertia weight coefficient k(t) is 392

at the minimum value. At this time, the position update speed 393

increases slowly, which improves the local search ability of 394

the algorithm. As the number of iterations increases, the 395

value of k(t) gradually increases, and the update speed of 396

the algorithm gradually increases, so as to enhance the global 397

search ability of the algorithm to a certain extent. Therefore, 398

adjusting the position update speed of the algorithm through 399

the weight coefficient AW can well balance the global and 400

local search ability of the algorithm. 401

2) USING ADAPTIVE WEIGHTS AND SIMULATED 402

ANNEALING ALGORITHM TO IMPROVE WHALE 403

OPTIMIZATION ALGORITHM 404

Simulated annealing algorithm (SA) is a global search algo- 405

rithm extended from the local search algorithm [18], which 406

has the innate advantage of global search. In order to further 407

strengthen the global search capability of WOA, the SA 408

algorithm is introduced in WOA so as to effectively avoid 409

WOA from falling into the trap of local optimum. 410

In the WOA iterative optimization, WOA is used to deter- 411

mine the individual optimal solution and the global optimal 412

solution, but if the optimal position of the population is at 413

a local extreme, the obtained optimal fitness value will also 414

tend to the local minimum, which will degrade the global 415

search performance of the algorithm. Therefore, in order to 416

avoid falling into the local extremum, the principle of SA is 417

introduced, that is, the sudden jump probability is adopted, 418

and the bad solution is accepted with the probability Pi to 419

help WOA jump out of the local optimum. The probability Pi 420

is determined according to formulas (13) and (14). 421

Pi =
{

1 df < 0
exp(− df

Tt
) df ≥ 0

(13) 422

df = fitness(i)− fitnesszbest (14) 423

where, fitness(i) is the current whale fitness value, and 424

fitnesszbest is the global best whale fitness value; df is the 425

difference between them, which is determined according to 426

the positive or negative of the difference. If df < 0, it means 427

that the new whale position is better than the optimal position 428

of the original population, so the new position will replace 429

the optimal position of the original population; if df ≥ 0, 430

it indicates that the new whale position is inferior to the 431
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optimal position of the original population, so a probability432

exp(−df /Tt ) corresponding to the current temperature Tt433

will be generated to determine whether to accept the new434

solution. Among them, the initialization and rate of change435

of temperature Tt are as formulas (15) and (16).436

Tt = −
fitnesszbest

log(α)
(15)437

Tt+1 = µTt (t ≥ 0, 0 ≤ µ ≤ 1) (16)438

where, fitnesszbest is the global best whale fitness value, α439

andµ are the control parameters, t is the number of iterations,440

t ≥ 0, 0 ≤ µ ≤ 1 and α ∈ [0.2, 0.5].441

C. USING IMPROVED WHALE OPTIMIZATION ALGORITHM442

TO OPTIMIZE SUPPORT VECTOR MACHINE443

Support Vector Machine (SVM) is a new machine learning444

method proposed by professors Corinna Cortes and Vapnik in445

1995. It is a generalized linear classifier that performs binary446

classification of data in a supervised learning method. [19].447

Compared with traditional neural networks, SVM has advan-448

tages in versatility, robust-ness, effectiveness, computational449

simplicity and theoretical support [20]. However, when SVM450

is used for pattern recognition or regression prediction, there451

is no uniform standard for the selection of its parameters c452

and g.453

1) PENALTY PARAMETER C454

In the process of using SVM to solve the fitting function,455

a minimum optimization problem is involved, and the penalty456

parameter c is introduced. The parameter c is used to adjust457

the objective function to find the balance between the max-458

imum interval and the minimum relaxation factor, that is,459

when the sample data is classified incorrectly, the larger the460

value of the parameter c, the more complex the algorithm461

will be, thus classification errors will not occur. However,462

if the parameter c is set too high, the algorithm’s general-463

ization ability will be weakened, and the empirical risk may464

not change. On the contrary, a smaller value of parameter465

c reduces the complexity of the algorithm, but increases466

the algorithm’s empirical risk. As a result, it is necessary467

to use intelligent optimization algorithm to find a suitable468

parameter c, so that the support vector machine can perform469

better [21].470

2) KERNEL FUNCTION PARAMETER G471

In this article, the radial basis function (also known as the472

Gaussian kernel function) is selected.473

K (xi, xj) = exp(−

∥∥xi − xj∥∥2
2σ 2 ), σ > 0 (17)474

σ is the bandwidth of the Gaussian kernel function. When475

σ is infinitely close to 0, all sample data will become support476

vectors. At this time, the classification is also very accurate,477

but it causes the overfitting phenomenon, and thus the algo-478

rithm lacks generalization (that is, it cannot accurately clas-479

sify new sample data). Conversely, when σ is infinitely close480

to infinity, all of the sample data will be classified into the 481

same category, which has no experimental significance [22]. 482

D. ASSESSMENT ALGORITHM BASED ON THE SOA-SVM 483

OPTIMIZED BY ADAPTIVE WEIGHTS AND SIMULATED 484

ANNEALING ALGORITHM 485

At the moment, the most popular SVM optimal parameter 486

selection methods include experience, experimental compar- 487

ison, grid search and large-scale search. These methods have 488

their own set of benefits and drawbacks. In this paper, the 489

WOA algorithm optimized by adaptive weight and simu- 490

lated annealing algorithm is used to determine the optimal 491

parameters of SVM for network security situation assess- 492

ment. The main steps of the assessment algorithm based on 493

the WOA-SVM optimized by adaptive weight and simulated 494

annealing algorithm (AWSA-WOA-SVM for short) are as 495

follows. 496

Step1. Collect existing network security data as sample 497

data to establish a sample set, then normalize and preprocess 498

the sample data in the sample set and divide it into training 499

set and test set. 500

Step2. Initialize the population size of theWOA algorithm, 501

upper and lower limit of whale position and its initial position, 502

and initialize annealing temperature, cooling rate and sudden 503

jump probability of the SA algorithm. Initialize the iteration 504

number t=1, maximum iteration number maxgen. 505

Step3. Calculate fitness value. Calculate the individual and 506

group extreme positions and the corresponding best fitness 507

value of thewhale. This algorithm takes themean square error 508

(MSE) between the assessment value obtained by the SVM 509

model and the true value as the fitness function, so the smaller 510

the fitness value, the higher the accuracy. 511

Step4. When t ≤ maxgen, update the values of parameters 512

a, r1, r2, A, C, b, l, p and k . 513

Step5. Iterative optimization. When p < 0.5, if |A| ≥ 1, 514

the individual position in the current whale population is 515

updated according to formula (12), and Mrand is randomly 516

selected from the current whale population; If |A| < 1, the 517

spatial position of the individual in current whale population 518

is updated according to formula (10). When p ≥ 0.5, the 519

spatial position of the current whale individual is updated 520

according to formula (11). Finally, the optimal position and 521

global optimal position of the whale and their fitness values 522

are updated. 523

Step6. Introduction of SA algorithm. Select a searcher in 524

the neighborhood of the global optimal fitness value and 525

calculate the difference value df according to formula (14). 526

If df < 0, the new whale position replaces the original posi- 527

tion; if df ≥ 0, use the probability exp(−df /Tt ) to determine 528

whether to accept the position of the inferior solution, and 529

then update the whale optimal position gbest and the global 530

optimal position zbest and save. 531

Step7. Cooling treatment. The temperature is controlled 532

according to formula (16). 533

Step8. Determine whether the termination condition of 534

the loop is met, that is, whether the maximum number 535
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of iterations is met or the error requirement is met. If it536

can be met, get the optimal individual zbest and assign it537

to the parameters bestc and bestg of the SVM; otherwise,538

skip to Step 3 and repeat the iterative optimization process539

again.540

Step9. The optimal population positionM∗(t) obtained by541

the improved WOA algorithm is assigned to the parameters542

bestg and bestc of the SVM respectively. The obtained param-543

eters are substituted into the SVM model to get the final544

support vector machine model.545

Step10. The test data is put into the improved SVM model546

obtained by training to obtain the assessment value, and547

the current network situation is analyzed combined with the548

network security situation assessment level table.549

The workflow of parameter optimization algorithm550

based on AWSA-WOA-SVM for assessment is shown551

in FIGURE 3.552

VI. EXPERIMENTAL SIMULATION AND ANALYSIS553

In this experiment, the number of hosts infected with virus,554

the total number of tampered websites, the total number of555

websites implantedwith backdoors, the number of counterfeit556

pages of domestic websites and the number of new infor-557

mation security vulnerabilities are selected as the assessment558

indicators from the four categories of indicators listed above,559

which comprehensively reflects the threat situation faced by560

the modern network. The experimental data comes from the561

network security data published in the third issue of 2016 to562

the 37th issue of 2020 of the weekly report on network563

security information and dynamics released by the National564

Internet Emergency Center, among which 270 data sets are565

selected as the training set and 10 data sets as the test set.566

The situation is divided into five levels of excellent, good,567

medium, poor, and critical, which are respectively expressed568

by different situation values, as shown in TABLE 1. The569

experiment is simulated byMATLABR2019a. The operating570

system used is Windows 10, the CPU is 1.80GHz, and the571

memory is 8GB.572

To better illustrate the relationship between situation indi-573

cators and situation values, TABLE 2 gives the sample data574

in the weekly reports for periods 1-12 in 2021.575

A. DATA PREPROCESSING576

Data normalization is helpful to improve the accuracy of577

situation assessment. This experiment normalizes the sample578

data according to formula (18).579

f : x → y = 2 ∗
x − xmin

xmax − xmin
+ (−1) (18)580

where, x, y ∈ Rn, xmin is the minimum data in the sample set,581

and xmax is the maximum data in the sample set. The above582

formula can normalize the sample data to [−1,1], which is583

important for the network security situation. The result of584

normalization is shown in FIGURE 4.585

FIGURE 3. Flow chart of SVM parameter optimization algorithm based on
the AWSA-WOA for assessment.

TABLE 1. Situation value conversion table.

B. ASSESSMENT AND RESULT ANALYSIS 586

1) ASSESSMENT AND COMPARISON OF RESULTS 587

FIGURE 5 shows the comparison of the experimental results 588

of the network security situation assessment based on the sup- 589

port vector machine (SVM) optimized by the four algorithms 590

of WOA, AW-WOA, SA-WOA, and AWSA-WOA. It can be 591

seen from FIGURE 5 that the broken line of the situation 592

assessment value obtained by optimizing the SVM based on 593
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TABLE 2. Data samples for periods 1-12 of 2021.

FIGURE 4. Standardization of sample data.

theWOA algorithm is the most volatile and the most unstable594

among the four algorithms. The situation assessment values595

obtained by the AW-WOA optimized SVM and SA-WOA596

optimized SVM are relatively close, their fluctuation and597

the difference from the assessment value of the emergency598

center are similar, and they are generally more stable and599

closer to the actual value polyline than the unimproved WOA600

optimized SVM algorithm. However, the broken line of the601

situation assessment value obtained by the AWSA-WOA602

optimized SVM algorithm is more stable, more consistent603

with the true value broken line, and less error than the above604

three algorithms.605

TABLE 3 lists the situation value of the WOA-SVM606

improved by different algorithms for network security sit-607

uation assessment, and the absolute error between them608

and the true situation value. TABLE 3 shows that the609

error of the WOA-SVM algorithm improved by adaptive610

weight and the simulated annealing algorithm is smaller and611

its value is closer to the real value than the other algo-612

rithms optimized WOA-SVM algorithm, indicating that the613

AWSA-WOA-SVM algorithm is more accurate for the net-614

work security situation assessment.615

FIGURE 5. Comparison of assessment results based on several different
algorithms.

2) JUDGE ACCURACY AND EFFECTIVENESS 616

The difference between the true value and situation assess- 617

ment value are measured using three performance indicators: 618

mean square error (MSE), mean absolute percentage error 619

(MAPE) and mean absolute error (MAE). 620

MSE indicators: 621

MSE =
1
n

n∑
t=1

(xt − x∗t )
2 (19) 622

MAPE indicators: 623

MAPE =
1
n

n∑
t=1

∣∣∣∣xt − x∗txt

∣∣∣∣× 100% (20) 624

MAE indicators: 625

MAE =
1
n

n∑
t=1

∣∣xt − x∗t ∣∣ (21) 626

where, xt and x∗t represent the true value and situation assess- 627

ment value respectively, and n represents the number of test 628

data sets. 629

TABLE 4 shows the mean square error, mean absolute 630

percentage error, and mean absolute error calculated between 631

the situation value obtained from the WOA-SVM network 632
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TABLE 3. Comparison of assessment absolute errors of several different algorithms.

security situation assessment before and after improvement633

and the real value. As shown in TABLE 4, the MSE, MAPE634

and MAE values obtained by the net-work security situa-635

tion assessment algorithm based on AWSA-WOA-SVM are636

the smallest when compared with those obtained by other637

improved whale optimization algorithms. This also shows638

from a macro perspective that the network security situa-639

tion assessment algorithm based on AWSA-WOA-SVM has640

higher accuracy and effectiveness.641

To show the accuracy of each optimization algorithm more642

intuitively, the evaluation indicators of different optimization643

algorithms are shown in the form of histograms in FIGURE 6.644

It can be clearly seen from FIGURE 6 that the values of the645

three assessment indicators of the algorithm proposed in this646

study are the smallest among these algorithms, which means647

that the accuracy and superiority of the algorithm proposed648

in this paper are the highest.649

3) CONVERGENCE ANALYSIS650

Convergence is a key issue related to whether the algorithm651

can be implemented. FIGURE 6 shows the changes in the652

optimal individual fitness value of each optimization algo-653

rithm in the iterative optimization process. It can be seen654

from FIGURE 7 that the individual fitness value searched655

by the WOA-SVM algorithm at the beginning is relatively656

large, it begins to fall into local optimization at the fourth657

iteration, and the fitness value converges to 0.992742, which658

is the largest in the four algorithms. The optimal fitness value659

of the AW-WOA-SVM algorithm at the beginning of the660

iteration is also relatively large, it falls into the local opti-661

mization at the third iteration and the fitness value converges662

to 0.990664. For the SA-WOA-SVM algorithm, its individual663

fitness value is relatively small compared to the fitness value664

of the AW-WOA-SVM algorithm at the beginning, but it also665

falls into the local optimum at the 3rd iteration and fluctuates666

a little at the 8th iteration, and finally the fitness value of667

the algorithm converged to 0.990770, which is not much668

different from the fitness of AW-WOA-SVM. Compared with669

the above three optimization algorithms, the individual opti-670

mal fitness value of the AWSA-WOA-SVM algorithm is the671

smallest at the beginning, and it changes on the 15th, 19th,672

TABLE 4. Comparison table of accuracy.

FIGURE 6. Comparison of assessment index values of the four different
algorithms.

58th, and 65th times. In the end, the optimal fitness value of 673

the algorithm converges to 0.990142. Since this paper uses the 674

mean square error MSE of the security situation assessment 675

value and the true value as the fitness function, the smaller the 676

individual fitness value, the higher the accuracy. Although the 677

WOA-SVM algorithm converges to the local optimal fitness 678

value at the 9th iteration, the AW-WOA-SVM algorithm and 679

the SA-WOA-SVM algorithm converge to the local optimal 680

fitness value at the 3rd iteration, it is obvious that their fitness 681

value is not the smallest. To sum up, the AWSA-WOA-SVM 682

algorithm can achieve smaller individual fitness values faster 683

than other algorithms, which shows that the algorithm has 684

higher accuracy and superiority. 685

4) COMPLEXITY ANALYSIS 686

The complexity of an algorithm is an important indicator 687

for evaluating its performance, which includes time com- 688

plexity and space complexity. The time complexity of an 689

algorithm represents the total time required to complete it. 690
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FIGURE 7. Curve of optimal fitness value of the four optimization
algorithms.

Generally, the number of basic operations of the algorithm691

is considered as a measure of time complexity. The popu-692

lation size of the whale optimization algorithm designed in693

this study is sizepop, the maximum number of iterations is694

maxgen, and the dimension of the problem is dim, so the time695

complexity of the WOA is O(sizepop ∗ maxgen ∗ dim). The696

AW-WOA-SVM, SA-WOA-SVM and AWSA-WOA-SVM697

algorithms are all completed in the WOA iteration cycle698

without additional cycles, thus their time complexity is699

O(sizepop ∗ maxgen ∗ dim). Therefore, the time complexity700

of the WOA-SVM algorithm before and after the improve-701

ment is the same and belongs to the same level. The space702

complexity of an algorithm is a measure of the amount of703

storage space temporarily occupied by the algorithm during704

its execution. The space complexity of an algorithm is defined705

as the storage space consumed by the algorithm, which is also706

a function of problem scale n. In this study, the sizepop of707

the whale optimization algorithm and the problem dimension708

dim determine its space complexity. Because the scale and709

dimensions of all optimization algorithms have not changed,710

they have the same space complexity O(sizepop ∗ dim).711

VII. CONCLUSION712

This paper proposes a network security situation assessment713

method based on an improved WOA-SVM optimized by an714

adaptive weight and simulated annealing algorithm, which715

solves the problems that the penalty parameter c and ker-716

nel function parameter g of SVM are difficult to select and717

WOA tends to fall into local extremum and converges slowly.718

This method introduces the adaptive weight and simulated719

annealing algorithm into the WOA, uses an adaptive weight720

algorithm to enhance its local optimization ability, and uses721

a simulated annealing algorithm to improve its global opti-722

mization and convergence ability. The improvedWOAmakes723

the selection of SVM parameters more accurate, and makes724

the assessment result more in line with the actual situation725

and more effectively reflect the current network security sit-726

uation. The comparative experimental results show that the 727

assessment result of the AWSA-WOA-SVM algorithm can 728

more accurately reflect the current network security situation, 729

and has better stability and convergence. In the future, other 730

intelligent assessment algorithmswill be studied to determine 731

more accurate and efficient network security situation assess- 732

ment methods. 733
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