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ABSTRACT Recently, with the advancement of technology, ad-hoc meetings or impromptu gatherings are
becoming more and more common. The meetings/gatherings which involve at least two people will require
a specific physical point location that is useful or interesting to them, called point of interest (PoI). These
people might be residing at different locations; each with their own preferences which most likely to be
different. Undoubtedly, given n people in a group, there will be n users’ preferences. Finding a suitable PoI
that meets these n users’ preferences is not a straightforward task. Existing solutions that utilise skyline
processing in discovering the best, most preferred objects in satisfying the preferences of a group of users
within a predetermined area have shown acceptable results. However, these solutions have to be executed
repeatedly for each query of a group of users since they do not exploit the possibilities that an area that
has been visited by a group of users might be the area of interest of another group of users in the future.
Inherently, they require rescanning the objects and recomputing the skylines of a previously visited region
which is undoubtedly unwise and costly. This paper proposes the Region-based Skyline for a Group of Users
(RSGU) and Extended Region-based Skyline for a Group of Users (ERSGU) frameworks which attempt to
resolve the limitations of existing solutions. In this work, skylines objects are PoIs that are recommended to a
group of users that are derived by analysing both the locations of the users, i.e. spatial attributes, as well as the
spatial and non-spatial attributes of objects that are within a predetermined region of the group of users. Here,
each region is partitioned into smaller units called fragments in such a way that overlapping areas between
the currently and previously visited regions can be easily determined; while the results of computing the
skylines of each fragment, known as fragment skylines, are saved to be utilised by the subsequent requests.
Meanwhile, ERSGU has an additional feature in which the skylines derived for a group of users are not only
based on the evaluation of the spatial and non-spatial attributes of the objects, but also the closeness of the
objects to the desirable facilities or other interesting objects in the region. Undeniably, a PoI that is nearby
to other attractions is appealing and worth the journey. Several experiments have been conducted and the
results show that our proposed frameworks outperform the previous work with respect to CPU time.
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INDEX TERMS Multi-criteria decision making, skyline queries, group of users, spatial and non-spatial
attributes.

I. INTRODUCTION27

Query processing is defined as the process of answering28

a query (request) to a database or an information system,29

which usually involves the following three main activities:30

The associate editor coordinating the review of this manuscript and

approving it for publication was Vivek Kumar Sehgal .

(i) analysing and interpreting the query, (ii) searching through 31

the space of stored data, and (iii) retrieving the results sat- 32

isfying the query. The traditional query processing operates 33

either by retrieving objects1 from a collection of objects 34

1Without loss of generality, the term object is used throughout this paper
to be in line with other research works in similar area. The terms data, data
item, record, and tuple can also be used in this context.
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that strictly satisfy each condition specified in the query or35

returning an empty result if otherwise. The recent develop-36

ments in query processing attempt to relax these stringent37

requirements, by retrieving the best, most preferred objects38

from the collection according to the conditions specified in39

the query, also known as user-defined preferences. These40

preference queries employ preference evaluation techniques,41

have achieved significant success, as they are widely used in42

applications related to multi-criteria decision support. During43

the past two decades, several preference evaluation tech-44

niques have been introduced, among them are: top-k [1], [2],45

[3], [4], [5], [6], [7], [8], [9], [10], [11], skyline [12], [13],46

[14], [15], [16], [1], [17], [18], [19], [20], [21], [22], [23],47

[24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34],48

[35], k-dominance [36], [26], [37], [38], [39], [40], [41] top-49

k dominating [3], [42], [5], [43], [44], [45], [46], [47], [48],50

and k-frequency [49].51

The skyline operator introduced by [12] which is used52

to filter a set of interesting objects from a potentially large53

multi-dimensional set of objects by keeping only those54

objects that are not worse than any other, has been greatly55

explored in several studies in an attempt to accurately and56

efficiently solve problems of real-world applications that are57

related to decision support and decision making. It attempts58

to derive the best, most preferred set of objects known as sky-59

lines objects (or skylines in short) according to a set of eval-60

uation criteria.2 The process of computing skylines becomes61

more challenging when conflicting criteria are involved while62

the number of criteria to be considered is huge. A classic63

example is selecting a hotel for a holiday whereby hotels64

that are close to the beach are known to be expensive. While65

other criteria like facilities, rating, and service, are equally66

important, distance and price are examples of conflicting67

criteria.68

Since the introduction of the skyline operator by [12],69

an abundance of skyline algorithms have been proposed for70

data processing in order to retrieve useful insights. These71

variants of skyline algorithms are introduced to deal with72

different characteristics of data, such as uncertain data [58],73

incomplete data [50], [51], [52], [53], encrypted data [54],74

and streaming data [55]; while others are based on the plat-75

form being considered like distributed database [51], cloud76

computing [38], road networks [56], and others [57], [58],77

[59]. Nonetheless, these skyline algorithms focus mainly on78

the optimisation problem of skyline computation for a given79

single user query. Since the location of the user is insignifi-80

cant in these studies, hence, it is sufficient to derive skyline81

objects by considering only the attributes of these objects,82

also known as non-spatial attributes, as the evaluation83

criteria.84

However, in real world scenario, due to the advancement85

of technology, ad-hoc meetings or impromptu gatherings are86

2In this paper, the evaluation criteria used in determining the skyline
objects are the attributes (the terms dimension and attribute are used inter-
changeably) of the objects.

becoming more and more common [60], [61], [62], [63], 87

[64], [65], [66], [67]. Intuitively, the meetings/gatherings will 88

involve a group of people (at least two people) and they 89

will have to decide on a specific physical point location 90

that is useful or interesting to them, called point of interest3 91

(henceforth referred to as PoI). Some examples of PoI are 92

restaurants, hotels, cafes, etc. These people might be residing 93

at different locations; each with their own preferences which 94

are most likely to be different. Undoubtedly, given n people 95

in a group, there will be n users’ queries.4 The existing 96

skyline algorithms are unsuited for such a scenario for two 97

main reasons: (i) they cater a user’s preferences at a time 98

(single user query) and (ii) they deal only with the non-spatial 99

attributes of the objects. While, deriving the skyline objects 100

of a group of users that are located at different locations, both 101

the spatial and non-spatial attributes of the objects need to 102

be considered. Thus, identifying objects that best meet the 103

preferences of a group of users is crucial and challenging. 104

The following scenarios typify the samples of situations 105

considered in this paper. 106

Scenario I: Assuming several users whom are not close to 107

each other would like to meet; hence a group is said to be 108

formed and these users will have to decide on a specific PoI 109

within a predetermined area5 that is useful or interesting to 110

them. There are many PoIs that they can choose. However, 111

several criteria need to be considered before they decide on a 112

specific PoI to visit. These include the location of the PoI, i.e. 113

how far it is from the location of each user (spatial attribute), 114

the opening hour, food, ticket price, rating, facilities provided, 115

etc (non-spatial attributes). A PoI which is near to the users 116

might not be the PoI that meets all the users’ preferences. 117

While a PoI which provides facilities that meet most of the 118

users’ preferences might be located far away from these 119

users. Therefore, recommending a PoI to visit to these users 120

is not a straightforward task as many criteria need to be 121

considered. These include the location of each user (spatial 122

attribute), the locations of the objects (spatial attribute), and 123

the features of the objects (non-spatial attributes). It becomes 124

more complicated when the number of users in the group is 125

large, the objects to be analysed in the space (area) are high 126

multi-dimensional while their number is huge. Meanwhile, 127

an area that has been visited by a group of users might be the 128

area of interest of another group of users in the future. Thus, 129

it is essential to have a method that could find an object(s) 130

that dominates other objects that best suits the preferences of 131

a group of users with respect to both the spatial (location) 132

and non-spatial attributes of the objects that are within a 133

predetermined area. Also, it is hypothesised that utilising 134

3The term object of interest is also used that reflects the PoI that is saved
as object in a data set.

4In this paper, the n users’ queries are assumed to be distinct (reflecting
different preferences) due to the fact that the skyline objects for a user might
be different from another user as the area covered by each user’s query might
be different.

5Without loss of generality, the terms area, region, and space are used
interchangeably throughout this paper.
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the previous skyline computation results in identifying the135

skyline objects of the subsequent group of users can greatly136

reduce the skyline computation time.137

Scenario II: Similar to the Scenario I described above, the138

group of users might be looking for a PoI to visit which139

is near to other useful or interesting facilities/objects (other140

types of PoI). Undeniably, a PoI that is nearby to other141

attractions is appealing and worth the journey. Therefore,142

besides considering the spatial attribute, i.e. the location of143

the objects, and the non-spatial attributes of the objects like144

opening hour, food, ticket price, rating, etc; another criterion145

needs to be established which is the distance between the PoI146

to other useful or interesting facilities/objects like mosque,147

cinema, hospital, etc. Thus, it is essential to have a method148

that could find an object(s) that dominates other objects that149

best suits the preferences of a group of users with respect to150

both the spatial (location) and non-spatial attributes of the151

objects as well as how close the object is to other useful or152

interesting facilities/objects that are within a predetermined153

area.154

This paper takes the challenge to solve the problem associ-155

ated to identifying skyline objects for a group of users whom156

intend to have a meeting/gathering. Two different solutions157

are proposed, each handling a different scenario as described158

in Scenario I and Scenario II. Generally, each solution will159

make use of the spatial attribute of the users, as well as the160

spatial and non-spatial attributes of the objects. In general,161

the main contributions of this work are briefly described as162

follows:163

• We have formally introduced the problem of computing164

skylines of a group of users and justify the significance165

of addressing the problem.166

• We have proposed an efficient solution, named Region-167

based Skyline for a Group of Users (RSGU) framework168

that is designed for processing the skyline queries of a169

given group of users by considering both the locations170

of the users in the group, as well as the spatial and171

non-spatial attributes of the objects that are within a172

predetermined region of the group of users; with two173

main aims that are (i) avoiding the process of rescanning174

the set of objects within a predetermined region that is175

known to have been previously visited by a group of176

users and (ii) avoiding the recomputation of skylines177

of a set of objects within a predetermined region that178

has been analysed in earlier computations of previously179

visited group of users.180

• We have proposed the Extended Region-based Skyline181

for a Group of Users (ERSGU) framework, an enhance-182

ment of the RSGU framework, which has similar aims as183

RSGU with an additional feature in which the closeness184

of the objects to the other desirable facilities or interest-185

ing objects in the region are taken into consideration in186

the derivation of skyline objects for a group of users.187

• We have conducted extensive experiments to prove188

RSGU’s and ERSGU’s capabilities in deriving the189

skyline objects for a group of users.190

The rest of the paper is structured as follows. In Section II, 191

the previous works that are related to computing skylines for 192

a single user as well as for a group of users are presented. 193

In Section III, the necessary definitions and notations, which 194

are used throughout the paper, are set out. Section IV and 195

Section V elaborate our proposed frameworks, RSGU and 196

ERSGU respectively, that are purposedly designed for han- 197

dling the computation of skyline objects for a group of users. 198

A running database example is also given to clarify the phases 199

of the proposed frameworks. The experimental results are 200

demonstrated in Section VI. Conclusion and further research 201

direction are depicted in the final section, Section VII. 202

II. RELATED WORKS 203

Since the introduction of the skyline operator by [12] many 204

variants of skyline algorithms have been proposed. Although 205

the ultimate goal of these algorithms is to derive the best, most 206

preferred objects from a multi-dimensional set of objects, 207

each of them tackled a slightly different issue.We categorised 208

these skyline algorithms into two main categories, namely: 209

skyline algorithms for a single user and skyline algorithms 210

for a group of users. 211

Skyline algorithms for a single user – Generally, these 212

skyline algorithms attempt to optimise the process of filtering 213

the best, most preferred objects from a potentially large 214

multi-dimensional set of objects. These algorithms aim at 215

reducing the processing time by reducing the search space 216

as small as possible. Thus, ensuring that only the set of 217

objects that may potentially be the skylines is analysed. 218

In this category, users’ queries are assumed to have the same 219

objective function; hence users are assumed to have the same 220

preferences. 221

Among the earlier and most cited skyline algorithms in 222

the literature are Block Nested Loop (BNL) [12], Divide-and- 223

Conquer (D&C) [12], Linear Elimination Sort for Skyline 224

(LESS) [68], Branch and Bound Skyline (BBS) [69], SkyCube 225

[12], and Sort and Limit Skyline algorithm (SaLSa) [70]. 226

Recently, several skyline algorithms have been proposed that 227

attempt not only to resolve the optimisation problem but also 228

issues related to the uncertainty of data; which is defined as 229

the degree to which data are inaccurate, imprecise, untrusted, 230

unknown or incomplete. These include among others ISky- 231

line [22], sorting-based bucket skyline [71], Incoskyline [72], 232

Jincoskyline [73], and OIS [74] that handle the issues of 233

incompleteness of data. The incompleteness of data leads 234

to the loss of transitivity property of skyline technique. 235

It also leads to cyclic dominance between the objects as some 236

objects are incomparable to each other that results in no 237

object can be considered as skyline. Meanwhile, probabilistic 238

skyline model [75], τ -Skyline [76], SkyQUD [77], [78], [79], 239

[80] and SQUiD [71] focus on the challenges in computing 240

skyline queries for uncertain database. Here, the exact values 241

of the objects are not known at the point of processing. 242

Consequently, one cannot derive the exact skyline but can 243

only compute the probability of an object being a skyline 244

member. On the other hand, the works by [81] and [82] 245
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attempt to solve the issues related to uncertain data in a data246

stream. Processing such data is challenging due to the objects247

in the stream arrive online and data streams are potentially248

unbounded in size. Besides, the work by [52] focuses on249

dynamic database. Nonetheless, these skyline algorithms are250

specifically designed to cater only a single user query, i.e.251

only a single user’s preferences is considered in the skyline252

computation.253

Skyline algorithms for a group of users – These skyline254

algorithms compute the skyline objects of a group of users255

from a potentially large multi-dimensional set of objects.256

As we assume that the objects are static, hence we further257

elaborate only those works that are similar to our intention.258

To the best of our knowledge the only works that contribute259

to skyline queries for a group of users are the works done260

by [60], [61], and [63]. In processing spatial skyline query261

for a group of users, two algorithms are proposed by [60],262

namely: B2S2 and VS2. Both algorithms assumed that the263

user points are static. The B2S2 algorithm utilises the R-264

tree while the VS2 algorithm utilises the Voronoi diagram.265

Then, [61] proposed the VCS2 algorithm which enhanced the266

work by [60]. VCS2 algorithm aims at processing skyline267

query by taking into consideration the movements of the268

users. However, VCS2 only calculates the last location of269

the users and does not consider the changes of locations to270

prevent recalculation of the skylines. In [63], the authors271

proposed the VR algorithm, that combined two data structures272

as used in [61], R-tree and Voronoi, in order to find spatial273

skylines for a group of user points. In their work, both the274

user points and objects are considered static.While the spatial275

and non-spatial attributes of the objects are analysed to find276

the skylines. Meanwhile, our previous solution, SGMU [83],277

is designed with the main aim to continuously derive skylines278

for a group of mobile users.279

Although [60], [61], [63], [83] considered the spatial280

attributes of the group of users in determining the skylines,281

but there is no attempt made to avoid rescanning of objects of282

previously visited regions and simultaneously avoid repeat-283

ing the process of pairwise comparisons among the objects.284

III. DEFINITIONS AND NOTATIONS285

In this section, we present the necessary definitions and286

introduce the notations that are used throughout this paper.287

First, we give the definitions that are related to RSGU. This288

is then followed with definitions of RSGU that are modi-289

fied/extended to suit with the ERSGU’s solution. Examples290

are provided where necessary to further clarify the defini-291

tions. A formal definition of the problem addressed by each292

solution is then put forward at the end of each section.293

A. PRELIMINARIES OF RSGU294

To clarify the concepts and steps proposed in this work, the295

following sample of data is used. Table 1(a) and Table 1(b)296

present the spatial attribute (Location) of the users of group a,297

Ga, and group b,Gb, respectively. Here, the request submitted298

by Ga is assumed at time ta, while the request submitted299

TABLE 1. The spatial attribute of the users.

TABLE 2. The spatial and non-spatial attributes of the objects.

by Gb is at time tb where ta < tb. Table 2 presents the 300

spatial (Location) and non-spatial (Rate, Price) attributes of 301

the objects. For the non-spatial attributes, it is assumed that 302

higher rate and lower price are preferable. 303

Given a data set D = < R,U ,O >, where U = 304

{u1, u2, . . . , un} is a list of n users, O = {o1, o2, . . . , om} is a 305

list of m objects, and R =< AS ,AN > where AS representing 306

a spatial attribute while AN = {d1, d2, . . . , dl} is a set of 307

non-spatial attributes. The following definitions defined the 308

properties of a user and an object as used in this work. 309

Definition 1 (Property of a User): Each user, ui ∈ U , 310

is associated with a spatial attribute which represents the 311

location of the user at a time, t . This is denoted as ui(xi, yi). 312

For instance, u1(8, 8) of Table 1(a) denotes the location of 313

user u1 at time ta. 314

Definition 2 (Properties of an Object): Each object oj ∈ O 315

has two main elements denoted by oj = (sj, nsj) where sj 316

is the value of spatial attribute (location), AS , and nsj = 317

{oj.d1, oj.d2, . . . , oj.dl} is a set of values of non-spatial 318

attributes, AN , associated to oj. The location of an object 319

oj ∈ O is denoted as oj(xj, yj). As each object oj ∈ O 320

is assumed to be static, thus the location of the object is 321

fixed regardless the changes in time. Hence, oj = (sj, nsj) 322

can be written as oj = ((xj, yj), {oj.d1, oj.d2, . . . , oj.dl)}. 323

For instance, the object o1 of Table 2 can be written as 324

o1 = ((2, 3) , {3, 70}). 325

The following definitions defined the notion of dominance 326

in this work. 327

VOLUME 10, 2022 94499



G. B. Dehaki et al.: Efficient Region-Based Skyline Computation for a Group of Users

Definition 3 (Dominance6): Given two objects oi =328

(si, nsi) and oj = (sj, nsj) ∈ O where i 6= j, oi is said to329

dominate oj (denoted by oi ≺ oj) if and only if both of the330

following conditions hold: (1) oi non-spatially dominates oj331

(oi ≺ns oj) and (2) oi spatially dominates oj (oi ≺s oj).332

Definition 4 (Non-spatial Dominance): Given two objects333

oi = (si, nsi) and oj = (sj, nsj) ∈ O where i 6= j, oi is334

said to non-spatially dominate oj (denoted by oi ≺ns oj) if335

and only if oi is no worse than (in this definition, greater336

value is preferable) oj in all the non-spatial attributes, AN .337

This is formally written as follows: oi ≺ns oj if and only if338

∀dk ∈ AN , oi.dk ≥ oj.dk ∧ ∃dl ∈ AN , oi.dl > oj.dl . For339

instance, given o6 = ((7, 7), {5, 70}) and o12 = ((15, 2),340

{2, 80}), o6 ≺ns o12 since o6 is better than o12 in both the341

dimensions Rate and Price; with the assumption that higher342

rate and lower price are preferable.343

Definition 5 (Spatial Dominance): Given two objects oi =344

(si, nsi) and oj = (sj, nsj) ∈ O where i 6= j, oi is said345

to spatially dominate oj (denoted by oi ≺s oj) if and only346

if for every user uk ∈ U , the distance between oi and uk ,347

dist (oi, uk) , is no worse than the distance between oj and uk ,348

dist
(
oj, uk

)
. This is formally written as follows: oi ≺s oj if349

and only if ∀uk ∈ U , dist (oi, uk) ≤ dist
(
oj, uk

)
∧ ∃ul ∈350

U , dist(oi, ul) < dist
(
oj, ul

)
. For instance, the distances351

between o1 = ((2, 3), {3, 70}) and u1, u2, and u3 of group352

Ga are 7.81, 17.69, and 2, respectively; while the distances353

between o2 = ((3, 4), {4, 65}) and u1, u2, and u3 of group Ga354

are 6.4, 16.27, and 1.41, respectively. Thus, o2 ≺s o1.355

Definition 6 (Dominance in a Space): Given a bounded356

space, S (region, MBR, fragment, area, polygon, etc.), and357

two objects oi = (si, nsi) and oj = (sj, nsj) ∈ O where i 6= j358

in S, oi is said to dominate oj (denoted by oi ≺ oj) in S if359

and only if (1) oi non-spatially dominates oj (oi ≺ns oj) in S360

and (2) oi spatially dominates oj (oi ≺s oj) in S.361

Definition 7 (Skylines of a Space): An object oi ∈ O in a362

space S is a skyline of S if there are no other objects oj ∈ O363

where i 6= j in the space S that dominates oi. In this paper,364

SkyGp is used to denote the skyline set for the group Gp of a365

given space S.366

Based on the above definitions, the problem that is tackled367

by RSGU is formulated as follows:368

Given a group of users, Gp = {u1, u2, . . . , up}, where369

Gp ⊂ U , and the candidate skylines of Gp in region Rp370

denoted as CSGp . Find the skylines of a group of users Gq =371

{u1, u2, . . . , uq} in region Rq, i.e. CSGq , where Gq ⊂ U ,372

Gq 6= Gp, and Rq ∩ Rp 6= ∅ by utilising CSGp that has373

been derived for Gp. This is depicted in Fig. 1 where the area374

covered to compute the skylines forGq that falls in the region375

SGq can be reduced to the area defined by SGq − SGp , while376

the results of skyline computation that have been performed377

earlier over the area SGp ∩ SGq for Gp can be avoided by378

simply utilising the obtained results derived forGp, i.e.CSGp .379

6Without loss of generality, the definition is applicable for a given bounded
space, S, i.e. O is a set of objects in the space S. Similar note applies for
Definition 4 and Definition 5.

FIGURE 1. The reduction area in deriving skylines for a group of users.

TABLE 3. The spatial attribute of the interesting objects.

B. PRELIMINARIES OF ERSGU 380

Since ERSGU is an extended framework of RSGU, thus the 381

concepts, terms, and notations introduced and clarified in Part 382

A above are applied here. Also, the sample of data given in 383

Table 1 and Table 2 will be referred to as example to clarify 384

the steps of ERSGU. Therefore, the definitions of property of 385

a user, properties of an object, non-spatial dominance, spa- 386

tial dominance, non-spatial dominance of the fragment Fk , 387

and candidate skylines of the fragment Fk are omitted here; 388

readers can easily refer to their definitions in Part A. Never- 389

theless, three new definitions are included that are Definition 390

10 Property of an Interesting Object, Definition 11 Closest 391

Property of a t Type of Interesting Objects, and Definition 13 392

p-Closest Dominance. These are further elaborated below. 393

Given a set of p distinct types of interesting objects, 394

IN = {IN 1, IN 2, . . . , IN p}, where IN t = {IN t−1, IN t−2, . . . , 395

IN t−n} is a list of n interesting objects of type t . The notation 396

IN t−l is used to denote the l-th interesting object of type t . 397

Definition 10 (Property of an Interesting Object): Each 398

interesting object, IN t−l ∈ IN t , is associated with a spa- 399

tial attribute which represents the location of the interesting 400

object. This is denoted as IN t−l(xl, yl). 401

Table 3 presents samples of interesting objects that are used 402

throughout this paper. There are three types of interesting 403

objects with each type having three objects. The IN 2−3 in 404

Table 3 represents the third object of type 2 with location 405

(11.5, 3). 406

Definition 11 (Closest Property of a t Type of Interest- 407

ing Objects): Given a set of t type of interesting objects, 408

IN t = {IN t−1, IN t−2, . . . , IN t−n} , IN t−i is said to be the 409

closest interesting object to an object oj ∈ O if and only if 410

min(dist(oj, IN t−1), dist(oj, IN t−2), . . . , dist(oj, IN t−n)) = 411

dist(oj, IN t−i). Therefore, each object oj ∈ O is associated 412

with p interesting objects that are closest to it, with their 413

distances captured. 414
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The Definition 3 Dominance, Definition 6 Dominance in a415

Space, and Definition 7 Skylines of a Space defined in Part416

A are extended to incorporate the additional condition on417

interesting objects. These are reflected inDefinition 12Dom-418

inance, Definition 14 Dominance in a Space, and Definition419

15 Skylines of a Space, respectively.420

Definition 12 (Dominance): Given two objects oi =421

(si, nsi) and oj = (sj, nsj) ∈ O where i 6= j, oi is said to422

dominate oj (denoted by oi ≺ oj) if and only if the following423

conditions hold: (1) oi non-spatially dominates oj (oi ≺ns oj),424

(2) oi spatially dominates oj (oi ≺s oj), and (3) oi dominates425

oj with p-closest interesting objects (oi ≺s−IN oj).426

The definition of non-spatially dominate (condition (1))427

is as given in Definition 5; while the definition of spatially428

dominate (condition (2)) is as given in Definition 6 of Part A.429

Meanwhile,Definition 13 p-Closest Dominance is introduced430

to cater the condition (3) defined inDefinition 12Dominance.431

Definition 13 (p-Closest Dominance): Given two objects432

oi = (si, nsi) and oj = (sj, nsj) ∈ O where i 6= j, oi is433

said to dominate oj with p interesting objects (denoted by434

oi ≺s−IN oj) if and only if oi is no worse than oj in all435

the p types of interesting objects. This is formally written as436

follows: oi ≺s−IN oj if and only if ∀t ∈ p, oi.t ≤ oj.t ∧ ∃s ∈437

p, oi.s < oj.s.438

Definition 14 (Dominance in a Space): Given a bounded439

space, S (region, MBR, fragment, area, polygon, etc.), and440

two objects oi = (si, nsi) and oj = (sj, nsj) ∈ O where i 6= j441

in S, oi is said to dominate oj (denoted by oi ≺ oj) in S if and442

only if (1) oi non-spatially dominates oj (oi ≺ns oj) in S, (2)443

oi spatially dominates oj (oi ≺s oj) in S, and oi dominates oj444

with p-closest interesting objects (oi ≺s−IN oj) in S.445

Definition 15 (Skylines of a Space): An object oi ∈ O in a446

space S is a skyline of S if there are no other objects oj ∈ O447

where i 6= j in the space S that dominates oi. In this paper,448

SkyGp is used to denote the skyline set for the group Gp of a449

given space S.450

Based on the above definitions, the problem that is tackled451

by ERSGU is formulated as follows:452

Given a group of users, Gp = {u1, u2, . . . , up}, where453

Gp ⊂ U , and the candidate skylines of Gp in region Rp454

denoted as CSGp . Find the skylines of a group of users Gq =455

{u1, u2, . . . , uq} in region Rq, i.e. CSGq , where Gq ⊂ U ,456

Gq 6= Gp, and Rq ∩ Rp 6= ∅ by utilising CSGp that has been457

derived forGp. Note that the CSGp has been derived based on458

the objects’ spatial and non-spatial attributes as well as their459

p-closest interesting objects. The area covered to compute the460

skylines for Gq that falls in the region SGq can be reduced to461

the area defined by SGq − SGp , while the results of skyline462

computation that have been performed earlier over the area463

SGp ∩ SGq for Gp can be avoided by simply utilising the464

obtained results derived for Gp, i.e. CSGp .465

IV. THE RSGU FRAMEWORK466

This section presents the Region-based Skyline for a Group467

of Users (RSGU) framework that is mainly proposed for468

processing the skyline queries of a given group of users;469

with two main aims that are (i) avoiding the process of 470

rescanning the set of objects within a predetermined region 471

that is known to have been previously visited by a group of 472

users and (ii) avoiding the recomputation of skylines of a set 473

of objects within a predetermined region that has been anal- 474

ysed in earlier computations of previously visited group of 475

users. Consequently, the number of pairwise comparisons and 476

skyline computation time can be greatly reduced. To achieve 477

these aims, each region is partitioned into smaller units called 478

fragments in such a way that overlapping areas between the 479

currently and previously visited regions can be easily deter- 480

mined; hence rescanning the set of objects within these over- 481

lapping areas can be avoided. The results of computing the 482

skylines of each fragment, known as fragment skylines, are 483

saved to be utilised by the subsequent requests. This avoids 484

the need to recompute the skylines of subsequent requests 485

that fall within the same region. In this work, skylines objects 486

are point of interests (PoIs) that are recommended to a group 487

of users that are derived by analysing both the locations of 488

the users, i.e. spatial attributes, as well as the spatial and 489

non-spatial attributes of the set of objects that is within a 490

predetermined region of the group of users. 491

FIGURE 2. Example of (a) previously analysed region (b) current region.

Fig. 2 simulates a sample of situation considered in this 492

paper. There are 15 distinct objects representing point of 493

interests (PoIs). Fig. 2(a) presents the region that is derived 494

based on the locations of a group of users while Fig. 2(b) 495

presents the region that is derived based on the locations 496

of a different group of users. For simplicity, these users are 497

not depicted in the figure. The derivation of these regions 498

is explained in the following sections. Here, the region pre- 499

sented in Fig. 2(b) is considered as the current visited region 500

while Fig. 2(a) represents the previously visited region. 501

As shown in Fig. 2(a) the set of objects that falls within 502

the derived region is {o3, o4, o5, o6, o7, o9, o11, o13}. These 503

objects are then compared to recognise the final skylines to be 504

recommended to the group of users. Assume that the object o7 505

is the skyline object.Meanwhile, based on the region depicted 506

in Fig. 2(b), the set of objects that needs to be analysed 507

in order to derive the skyline objects is {o1, o3, o4, o5, o6, 508

o7, o8, o9}. From these figures, it is obvious that both regions 509

cover similar area and contain several common objects, 510

namely: {o3, o4, o5, o6, o7, and o9}. Attempting to rescan 511

the objects of previously visited region and recompute the 512

skylines of the regions (i.e. repeating the process of pairwise 513
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comparisons among objects) are undoubtedly unwise and514

costly. In this example, to derive the skylines of {o1, o3, o4, o5,515

o6, o7, o8, o9} (Fig. 2(b)) would require pairwise comparisons516

to be performed between these objects; while the objects o3,517

o4, o5, o6, o7, and o9 have been compared while they are518

being analysed in identifying the skyline objects of the region519

presented in Fig. 2(a).520

FIGURE 3. The Region-based Skyline for a Group of Users (RSGU)
framework.

The RSGU framework is presented in Fig. 3. It consists of521

eight main steps that are: (1) Identify the centroid, (2) Con-522

struct a search region, (3) Identify the overlapping region, (4)523

Construct the fragments of a search region, (5) Construct the524

R-tree of the fragments, (6) Derive the non-spatial skylines,525

(7) Derive the spatial skylines, and (8) Derive the final sky-526

lines. Step (3) is conducted only when past computed skyline527

results of the fragments are available. Each of these steps is528

elaborated in the following sections.529

FIGURE 4. (a) The direction of movements of a group of users towards a
point which is not the centre point (b) The direction of movements of a
group of users towards a point which has the tendency to be the centre
point.

A. IDENTIFY THE CENTROID 530

When a group of users, Gp = {u1, u2, . . . , up}, decided to 531

meet, there must be a point to guide the direction of their 532

movements. Fig. 4 shows some examples of direction of 533

movements of a group of users towards a targeted point. 534

In Fig. 4(a), the users u1, u2, and u3 are moving towards the 535

object o12 while in Fig. 4(b), these users are moving towards 536

the object o7. 537

In this work, it is assumed that the group of users will 538

move towards a point that has the tendency to be a cen- 539

ter based on the users’ locations. This point is called cen- 540

troid and is denoted by CGp (xGp , yGp ). The centroid of a 541

given group of users, CGp , is determined using the following 542

formula [84], [85]: 543

CGp (xGp =

∑n
i=1 xi
n

, yGp =

∑n
i=1 yi
n

) (1) 544

where xi is the x coordinate of user ui location, yi is the y 545

coordinate of user ui location, xGp is the average of the x 546

coordinates of all users in the groupGp, and yGp is the average 547

of the y coordinates of all users in the groupGp. Based on the 548

example given in Table 2, the centroid of Ga is CGa (8, 9.6). 549

B. CONSTRUCT A SEARCH REGION 550

The aim of constructing a search region is to limit the 551

searching space to those spaces in which potential candidate 552

skyline objects are derived. Hence, given a group of users, 553

the searching space should include the regions of interest of 554

all users in the group. This is achieved by: (1) identifying the 555

search region for each user, Sui and (ii) identifying the search 556

region given a group of users, SGp . 557

Identify the search region for each user, Sui – Since the 558

centroid of a given group of users, sayCGp , which is identified 559

in the previous step does not necessarily contain an object, 560

therefore the nearest object, on, to the centroid CGp will have 561

to be determined. The nearest object is an object with the 562

shortest Euclidean distance from the centroid, i.e. {on|on ∈ 563

O ∧ ∀oi ∈ O − {on}: Ed(CGp , on) < Ed(CGp , oi)} where 564

Ed is the Euclidean distance function. Based on the example 565

given in Table 1(a), the nearest object to the centroid of Ga, 566

i.e. CGa (8, 9.6), is o8(8, 9.7). The search region for a user, ui, 567

denoted as Sui , is the area bounded by a rectangle also known 568

as the minimum bounding rectangle, MBRui . The notation 569

Sui is used to denote the search region of ui while MBRui is 570

used in forming the Sui . The distance between a user, ui, and 571

the nearest object, on, denoted by Ruion , is calculated by the 572

following equation: 573

Ruion=
√
(xon − xi)

2
+ (yon − yi)

2 (2) 574

where xi is the x coordinate of user ui location, yi is the y 575

coordinate of user ui location, xon is the x coordinate of object 576

on location, and yon is the y coordinate of object on location. 577

A MBR is formed based on four vertices as explained in the 578

following: the vertex at the bottom left of theMBR is denoted 579

by bl = (xbl, ybl); the vertex at the bottom right of the MBR 580

is denoted by br = (xbr , ybr ); the vertex at the top left of the 581

94502 VOLUME 10, 2022



G. B. Dehaki et al.: Efficient Region-Based Skyline Computation for a Group of Users

FIGURE 5. Minimum bounding rectangle (MBR).

MBR is denoted by tl = (xtl, ytl); and the vertex at the top582

right of the MBR is denoted by tr = (xtr , ytr ). Fig. 5 depicts583

these notations. These vertices are calculated as follows:584

bl = (xi − Ruion , yi − Ruion )585

br = (xi + Ruion , yi − Ruion )586

tl = (xi − Ruion , yi + Ruion )587

tr =
(
xi + Ruion , yi + Ruion

)
588

Identify the search region given a group of users, SGp –589

This step is simply achieved by performing union on the590

search region of each user in the group, i.e. SGp =
⋃p

i=1 Sui .591

An example of a search region SGa =
⋃3

i=1 Sui can be seen592

in Fig. 6. The search region constructed in this step is saved593

to be utilised later in identifying the overlapping region of594

subsequent requests.595

FIGURE 6. The search region for a group of users.

C. CONSTRUCT THE FRAGMENTS OF A SEARCH REGION596

This step partitions the search region of a group of users, SGp ,597

into m fragments (subspaces). Here, the vertices of the MBR598

associated to each Sui are analysed and sorted according to the599

x- and y-axes. The search region (space) is vertically frag-600

mented based on the x-coordinates, while it is horizontally601

fragmented based on the y-coordinates. The MRBs formed602

within the SGp are the fragments of the region.603

Objects that fall within each fragment are then identified.604

Given an object, oj(xj, yj), and a fragment, Fk , with bl(xl, yb),605

br(xr , yb), tl(xl, yt ), and tr(xr , yt ), the following cases are606

identified:607

(a) If xl < xj < xr and yb < yj < yt , then the object 608

oj(xj, yj) is said to fall within the boundary of fragment, 609

Fk . 610

(b) If xj = xl or xj = xr or yj = yb or yj = yt , then the 611

object oj(xj, yj) is said to intersect with the boundary of 612

fragment, Fk . 613

(c) Objects that do not meet the above two cases are objects 614

that are outside the boundary of fragment, Fk . 615

Further, utilising the non-spatial dominance testing given 616

in Definition 8, an extension to the Definition 4, over the set 617

of objects that satisfies the cases (a) or (b) above, denoted 618

by OFk , the non-spatial candidate skylines of a fragment are 619

determined, CSnsFk , as defined by Definition 9. 620

Definition 8 (Non-Spatial Dominance of the Fragment Fk ): 621

Given two objects oi = (si, nsi) ∈ OFk and oj = (sj, nsj) ∈ 622

OFk where i 6= j, oi is said to non-spatially dominate oj 623

(denoted by oi ≺ns oj) if and only if oi is no worse than 624

(in this definition, greater value is preferable) oj in all the 625

non-spatial attributes, AN . This is formally written as follows: 626

oi ≺ns oj if and only if ∀dk ∈ AN , oi.dk ≥ oj.dk ∧ ∃dl ∈ AN , 627

oi.dl > oj.dl . 628

Definition 9 (Candidate Skylines of the Fragment Fk ): An 629

object oi ∈ OFk in a space Fk is a non-spatial candidate 630

skyline of Fk if there are no other objects oj ∈ OFk where 631

i 6= j in the space Fk that non-spatially dominates oi. 632

FIGURE 7. The fragments derived based on the SGa given in Fig. 6.

This will avoid rescanning the objects of the region and 633

repeating the process of pairwise comparisons among the 634

objects during the skyline computation of subsequent skyline 635

queries. Fig. 7 presents the fragments constructed based on 636

the SGa given in Fig. 6. The x-coordinates = {-5.6, 0, 5.3, 637

6.3, 9.6, 9.7, 22.7} and y-coordinates= {-2.6, 0, 6.3, 7.3, 9.7, 638

12.6, 24.7}. Altogether there are 28 fragments; some samples 639

are given in Table 4. 640

D. CONSTRUCT THE R-TREE OF THE FRAGMENTS 641

The aim of constructing the R-tree of the fragments is to 642

reduce the searching process time. An R-tree is a classified 643

data structure and it is used for dynamic classification of a set 644
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TABLE 4. Sample of fragments and their associated candidate skylines.

of d-dimensional coordination, rectangles or objects demon-645

strating them by the minimum bounding d-dimensional rect-646

angles. Each node of the R-tree relates to the MBR that con-647

fines its children. An R-tree of order (m,M ) considering each648

leaf node can have up to M entries, while the minimum per-649

mitted number of entries is m <= M/2. All leaf nodes of the650

R-tree are at the same level. TheR-tree is constructed based on651

the algorithms proposed by [84]. In this work, the following652

algorithms are utilised during the construction of the R-tree:653

Search, Insert,ChooseLeaf , SplitNode, and AdjustTree.654

Based on Fig. 7 the MBRs constructed are as shown in655

Fig. 8 while Fig. 9 shows the R-tree derived based on the656

MBRs of the fragments.657

FIGURE 8. The MBRs derived based on the fragments of the SGa given
in Fig. 7.

E. DERIVE THE NON-SPATIAL SKYLINES658

This step performs the non-spatial dominance testing given659

in Definition 8 Non-spatial Dominance of the Fragment Fk660

towards the CSnsFi lists derived in the previous step, Con-661

struct the Fragments of a Search Region, presented in Part C662

FIGURE 9. The R-tree derived based on the MBRs of the fragments given
in Fig. 8.

to generate the non-spatial skylines of a given group of users. 663

In other words, the pairwise comparisons are only performed 664

between objects that are the candidate skylines of a fragment. 665

The objects that non-spatially dominate the other objects, 666

given the CSnsFi lists where i = {1, 2, . . . , 28} in Table 4 667

are o18 and o20, thus SkynsGa = {o18, o20}. 668

F. DERIVE THE SPATIAL SKYLINES 669

This step applies the spatial dominance testing given in 670

Definition 5 Spatial Dominance towards the CSnsFi lists. 671

First, the distance between each object, oi, and each user, uj, 672

is determined, denoted as oi − uj. Given a group of l users, 673

there will be l values of distances with regard to the object oi, 674

i.e. oi−u1, oi−u2, . . . , oi−ul . These values are treated as the 675

values of dimensions to be used in the spatial skyline compu- 676

tation. Then, the total distance between an object, oi, to each 677

user, uj, in the group of users is calculated and saved into a 678

parameter named SumDistance−oi, i.e. SumDistance−oi = 679∑l
p=1 oi − up. The value of Sum Distance − oi is used as a 680

selection criterion in determining the object that should be 681

considered in each iteration of the spatial skyline compu- 682

tation. The smallest value of Sum Distance − oi indirectly 683

indicates that most users in the group are close to the object 684

oi and has more chances to dominate the other objects. 685

An example is shown in Table 5 where the attributes oi − 686

u1, oi − u2, and oi − u3 are the distances of each object, 687
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TABLE 5. The distance and sum distance of each object in CSnsFt
.

oi, and each user u1, u2, and u3, respectively; meanwhile688

the Sum Distance − oi attribute presents the total distance689

of an object to each user in the group of users. Here, o8690

will be the first object selected which is then followed by691

o7. The objects that spatially dominate the other objects,692

given the CSnsFi lists in Table 4 are as listed in SkysGa =693

{o2, o5, o6, o7, o8, o9, o20, o25, o26, o32, o40}.694

G. DERIVE THE FINAL SKYLINES695

This is the final step that combines the results produced696

in the steps presented in Parts E and F above. Based on697

Definition 7 Skylines of a Space, the final skylines for a698

given group Gi is given by, SkyGi = SkynsGi ∪ SkysGi .699

Thus, the final skylines for the group Ga, SkyGa =700

{o2, o5, o6, o7, o8, o9, o18, o20, o25, o26, o32, o40}.701

H. IDENTIFY THE OVERLAPPING REGION702

This step constructs the overlapping region, OR, between the703

search regions of two groups of users, say SGi and SGj . Here,704

it is assumed that the results of the skyline queries of a group705

of users, say Gi, have been derived. Thus, the overlapping706

region indicates that the region has been scanned and it is707

unwise to scan it again. Fig. 10 shows two search regions, SGa ,708

the polygon with black border line and SGb , the polygon with709

red border line which represent the search region of group710

Ga and group Gb, respectively. If there are more than one711

search region that are available, {SGi , SGk , . . . , SGm}, then the712

overlapping area between SGj and each of the available search713

FIGURE 10. The overlapping region between SGa and SGb
.

region is analysed and the region with the highest percentage 714

of overlapping area is selected in this step. 715

To identify the overlapping region, the following steps are 716

performed: 717

(1) Get the polygon’s vertices of SGi . Based on the exam- 718

ple, SGa = {p1, p2, p3, p4, p5, p6, p7, p8, p9, p10}. Note 719

that for simplicity, the coordinates of the vertices are 720

omitted. 721

(2) Get the polygon’s vertices of SGj . Based on the exam- 722

ple, SGb = {q1, q2, q3, q4, q5, q6, q7, q8}. 723

(3) Get the vertices of SGi that are also in SGj . Based on the 724

example, IGa−Gb = {p3, p4, p5, p6, p9}. 725

(4) Get the vertices of SGj that are also in SGi . Based on the 726

example, IGb−Ga = {q1, q6, q7}. 727

(5) Get the coordinates where the edges of SGi 728

and SGj meet. Based on the example, H = 729

{h1(9.6, 1.8), h2(11.2, 7.3), h3(22.7, 17), h4(5.3, 14.2), 730

h5(−1.2.12.6)}. 731

(6) The overlapping region, OR, is defined as a polygon 732

derived based on the following vertices: IGa−Gb ∪ 733

IGb−Ga ∪ H . Based on the example, OR = 734

{h1, p3, p4, p5, h2, p6, h3, q6, q7, h4, p9, h5, q1}. 735

Once the OR has been defined, the fragments derived in 736

the earlier step are analysed. Those fragments that fall within 737

the OR; are retrieved together with their candidate skylines, 738

CSnsFk . To search for the fragments that are within the OR, 739

the R-tree constructed in Part D is traversed starting from 740

the root node. The search is based on the depth-first search 741

tree traversal algorithm. The following rules are applied: 742

(i) If the visited node, vn, is an internal node (example, the 743

node with the a, b, c, d entries of Fig. 9), then each entry 744

of the internal node, ei.vn, is examined (example a). If the 745

entry (example a) overlaps with OR, then rules (i) and (ii) 746

are applied accordingly over the entry, ei.vn; (ii) If the vis- 747

ited node, vn, is a leaf node (example, the node with the 748

F1,F2, F3, F4 entries of Fig. 9), then each entry of the 749

leaf node, ei.vn, is examined. If the entry overlaps with OR, 750

then it is one of the fragments that will be retrieved for 751

further analysis. Hence, scanning this area is no longer nec- 752

essary. While for the non-overlapping area, denoted as ¬OR, 753

the following steps as discussed above will be conducted: 754

(4) Construct the fragments of the non-overlapping region, 755
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i.e. ¬OR = SGj − OR (5 and 6) Derive non-spatial skylines756

and spatial skylines, respectively by considering both the lists757

CSOR and CS¬OR , and (7) Derive the final skylines.758

V. THE ERSGU FRAMEWORK759

This section presents theExtended Region-based Skyline for a760

Group of Users (ERSGU) framework, an enhancement of the761

previous framework, RSGU, presented in Section IV. RSGU762

is designed for processing the skyline queries of a given group763

of users. RSGU attempts to avoid the process of rescanning764

the set of objects and the recomputation of skylines of a set of765

objects that is within a predetermined region that is known to766

have been previously visited by a group of users. As a result,767

the number of pairwise comparisons and skyline computation768

time can be greatly reduced. ERSGU has similar aims as769

RSGU with an additional feature. The skylines derived for a770

group of users byERSGU are not only based on the evaluation771

of the spatial and non-spatial attributes of the objects that772

are within the predetermined region, but also the closeness773

of the objects to the desirable facilities or other interesting774

objects in the region. An example of object of interest is775

hotel while other desirable facilities/interesting objects are776

clinic, bus station, airport, etc. This would benefit the users,777

since they might want to visit a place where there are several778

other useful facilities or interesting objects (for simplicity,779

henceforth referred to as interesting objects) nearby. Hence,780

the skylines, which are the objects recommended to be visited781

by the group of users, are derived by analysing both the782

locations of the users, i.e. spatial attributes, as well as the783

spatial and non-spatial attributes of the objects along with784

the closeness of the objects to other interesting objects.785

FIGURE 11. Example of (a) previously analysed region (b) current region
with interesting objects/facilities.

Fig. 11 simulates a sample of situation considered in this786

paper which is similar to the sample of situation described in787

Fig. 2. Besides, the 15 distinct objects representing objects788

of interest ( ), several other interesting objects are also pre-789

sented. The symbols ( ), ( ), and ( ) in the figure represent790

the distinct types of interesting objects. Fig. 11(a) presents the791

previously visited region that is derived based on the locations792

of a group of users in which the skylines of the region have793

been derived; while Fig. 11(b) presents the current visited794

region that is derived based on the locations of a different795

group of users in which the skylines are to be identified.796

As shown in Fig. 11(a) and Fig. 11(b) the sets of objects797

that fall within the derived regions are {o3, o4, o5, o6, o7, 798

o9, o11, o13} and {o1, o3, o4, o5, o6, o7, o8, o9}, respectively. 799

Each set of objects is then compared not only based on 800

the objects’ spatial and non-spatial attributes but also how 801

close are they to the other interesting objects before the final 802

skylines are recommended to the group of users. The object 803

o7 for instance is near to several interesting objects compared 804

to the objects o4 and o6. From these figures, it is obvious that 805

both regions cover similar area and contain several common 806

objects, namely: o3, o4, o5, o6, o7, and o9. Hence, attempting 807

to rescan the objects of previously visited region and recom- 808

pute the skylines of the region (i.e. repeating the process 809

of pairwise comparisons among objects) are undoubtedly 810

unwise and costly. This is because not only the objects’ spatial 811

and non-spatial attributes will be analysed again but also all 812

the other interesting objects that are close to the objects need 813

to be reexplored. 814

FIGURE 12. The extended region-based skyline for a Group of users
(ERSGU) framework.

The ERSGU framework is presented in Fig. 12. It con- 815

sists of nine main steps that are: (1) Identify the centroid, 816

(2) Construct a search region, (3) Identify the overlapping 817

region, (4) Construct the fragments of a search region, (5) 818

Construct the R-tree of the fragments, (6) Derive the non- 819

spatial skylines, (7) Derive the spatial skylines, (8) Derive the 820

candidate skylines, and (9) Derive the final skylines. Steps (1) 821

till (7) are the same steps as RSGU, while Step (8) Derive the 822

final skylines of RSGU is renamed as (8)Derive the candidate 823

skylines without any changes with regard to the step. Step 824

(9) Derive the final skylines is the new step incorporated 825

into ERSGU. Hence, only Step (8) and Step (9) of ERSGU 826
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will be further discussed while the earlier seven steps are as827

explained in Section IV.828

A. DERIVE THE CANDIDATE SKYLINES829

This step combines the results produced in the steps pre-830

sented in Section IV Parts E and F . Based on Definition 7,831

the candidate skylines for a given group Gi is given by,832

C − SkyGi = SkynsGi ∪ SkysGi . Thus, referring to the833

same example given in Section IV, the candidate skylines834

for the group Ga, C − SkyGa = {o2, o5, o6, o7, o8, o9, o18,835

o20, o25, o26, o32, o40}.836

B. DERIVE THE FINAL SKYLINES837

The final step of ERSGU attempts to derive the final sky-838

lines based on the list of candidate skylines produced in839

Step (8). The candidate skylines are those objects that are not840

dominated by any other objects based on the two conditions841

defined inDefinition 12Dominance. These conditions are (1)842

oi non-spatially dominates oj (oi ≺ns oj) and (2) oi spatially843

dominates oj (oi ≺s oj). The final skylines are derived844

based on the candidate skylines obtained above in which845

condition (3) of Definition 12 Dominance is satisfied, i.e. oi846

dominates oj with p-closest interesting objects (oi ≺s−IN oj).847

To clarify this step, consider the group of users, Ga, and its848

search region, SGa , as given in Table 1 and Fig. 6, respectively.849

Assume that the interesting objects that fall within the region850

of SGa are as presented in Fig. 13 with their detail locations851

presented in Table 3. In this example, the following are852

assumed:853

FIGURE 13. Locations of the interesting objects in the region SGa .

1) Only candidate skylines produced in Step (8) are854

presented in the figure, i.e. C − SkyGa = {o2, o5,855

o6, o7, o8, o9, o18, o20, o25, o26, o32, o40}.856

These objects are denoted as circles.857

2) There are three types of interesting objects symbolised858

by star (type 1), triangle (type 2), and rectangular859

(type 3).860

Each type of interesting object has three objects. The861

notation IN t−l is used to denote the l-th interesting object862

of type t . Hence, IN 1 = {IN 1−1, IN 1−2, IN 1−3}, IN 2 =863

{IN 2−1, IN 2−2, IN 2−3}, and IN 3 = {IN 3−1, IN 3−2, IN 3−3}864

represent the set of interesting objects of type 1, 2, and 3,865

TABLE 6. The distances between each C — SkyGa and IN.

respectively. The locations of each of these objects are as 866

given in Table 3. 867

Given a set of candidate skylines for a group of users, 868

C − SkyGi = {o1, o2, . . . , oy} and a set of p distinct type of 869

interesting objects, IN = {IN 1, IN 2, . . . , IN p}, the following 870

steps are performed: 871

(a) For each oj ∈ C − SkyGi and for each set of t type of 872

interesting objects, IN t = {IN t−1, IN t−2, . . . , IN t−n}, 873

get the Euclidean distance between oj and IN t−i, 874

dist(oj, IN t−i). Hence, if there are y objects of can- 875

didate skylines and p types of interesting objects 876

with each type having approximately n objects, then 877

the number of distances that needs to be measured 878

≈y × p × n. Table 6 shows the distances measured 879

for each oj ∈ C − SkyGa and each IN . Here, there are 880

12× 9 = 108 distances that are captured. 881

(b) For each oj ∈ C − SkyGi and for each set of t type of 882

interesting objects, IN t = {IN t−1, IN t−2, . . . , IN t−n}, 883

the closest interesting object to the object oj is deter- 884

mined based on Definition 11 Closest Property of a t 885

Type of Interesting Objects. The distance of the closest 886

interesting object, say IN t−i, to oj is then captured. This 887

will produce an object oj with p values of distances 888

denoted as oj
(
cd1, cd2, . . . , cdp

)
with cdh represents 889

the closest distance of an interesting object of type h 890

to the object oj. Here, each p type can be regard as 891

a dimension while cdp is a value of the dimension p. 892

By applying Definition 11 Closest Property of a t Type 893

of Interesting Objects to the example given in Table 6, 894

the closest object of each type to each C − SkyGa is 895

as given in Table 7. Meanwhile, Table 8 presents the 896

closest distance values of each type to each C − SkyGa . 897

For instance, the closest interesting objects of types 1, 898

2, and 3 to o2 are IN 1−1, IN 2−2, and IN 3−3, with 899

distances 7.61, 5, and 6.5, respectively. 900

(c) The final skylines are determined by performing the 901

conventional skyline algorithm over the candidate sky- 902

lines with p types of interesting objects as dimensions 903

and distances as the values used in the pairwise com- 904

parisons. Here, Definition 15 Skylines of a Space is 905

applied. For instance, o6(3, 3.16, 2.06) is said to dom- 906

inate o2(7.61, 5, 6.5) since ∀t ∈ {1, 2, 3}, o6.t < o2.t . 907

However, o9(2.23, 4.92, 3) and o18(6.08, 6.72, 2) are 908
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TABLE 7. The closest object of each type to each C — SkyGt .

said not to dominate each other as o9 is better than909

o18 in type 1 and type 2 and worse than o18 in type910

3. Consequently, o5 dominates o2, o7 dominates o8, o9,911

o18, o20, o25, o26, o32, an o40; while o6 is not dominated912

by any other objects. As a result, the final skylines,913

SkyGa ={o5, o6, o7}.914

VI. RESULTS AND DISCUSSION915

A. EXPERIMENTAL SETTINGS916

To fairly evaluate the performance and prove the efficiency917

of RSGU and ERSGU, several extensive experiments are918

designed. These experiments are conducted on Intel Core i7919

3.6GHz processor with 32GB of RAM and Windows 8 pro-920

fessional. The implementation of RSGU and ERSGU was921

done on VB.NET 2013. The performance results of RSGU922

and ERSGU are compared to the VR algorithm proposed923

by [63]. To the best of our knowledge, the works that are924

closely related to our work are by [60], [61], [62], and [63];925

with [63] being the most recent among the list above.926

In validating the correctness of RSGU, the following is927

conducted: The VR algorithm and the RSGU framework were928

run over a given data set and a group of users, Ga, to derive a929

set of skylines, SkyGa −VR and SkyGa −RSGU , respectively.930

Then, given another group of users, Gb, the VR algorithm931

and the RSGU framework were run again and the set of932

skylines produced, namely: SkyGb − VR and SkyGb − RSGU933

are recorded. Intuitively, the correctness of RSGU is proven934

as the skyline objects produced by the VR algorithm, SkyGa−935

VR, is equal to the skyline objects produced by the RSGU936

framework, i.e. SkyGa − VR = SkyGa − RSGU . Similarly,937

SkyGb − VR = SkyGb − RSGU .938

Meanwhile, the correctness of ERSGU framework could939

not be verified since both the VR algorithm and the RSGU940

framework that utilised the same evaluation criteria do not941

consider the closeness of the objects to other interesting942

objects. Undoubtedly, the skyline objects produced by the943

ERSGU framework are different from those produced by the944

VR algorithm and the RSGU framework.945

Two types of data sets are used in the experiments, namely:946

synthetic and TIGER data sets. The synthetic data set is used947

to simulate several experimental settings to reflect all possible948

real settings. The synthetic data set is generated in such a way949

that all objects are independent with uniform distribution.950

TABLE 8. The closest distance value of type 1, 2, and 3 to each C — SkyGa.

This is in line with the settings used in previous works [60], 951

[61], [63]. In addition, in skyline queries, the synthetic data 952

set is commonly used by previous researchers in evaluating 953

the performance of their proposed approaches [70], [4], [81], 954

[72], [73], [54], [51], [55], [59], [52]. On the other hand, 955

the TIGER data set is a real data set from the line segment 956

data of Long Beach. It is used by previous works that are 957

related to spatial skyline queries [60], [61], [63]. The set of 958

objects is prepared by extracting the midpoint of each road 959

line segment. The data set contains 50,747 objects. There 960

are 8 different types of objects, namely: hospital, restaurant, 961

church, school, institution, building, hotel, and populated 962

place. Each type of object has a different number of objects, 963

a different list of non-spatial attributes, and spatial attributes. 964

Skyline computation requires objects to be of same arity 965

while the domination test is performed only on numerical 966

values. Since rate and price are the only dimensions with 967

numerical values, thus these dimensions are used as the 968

evaluation criteria of the skyline computation. 969

Each experiment is run 10 times and the average value 970

of these runs is reported. In deriving the set of skylines, 971

it is assumed that lower values are preferable compared 972

to higher ones. The performance measurement used in the 973

experiments is processing time as it is the most commonly 974

used measurement in evaluating the performance of skyline 975

algorithm [63]. The processing time is evaluated for different 976

parameter settings that are: 977

(i) number of users in a group – which is varied with 978

minimum 4 users and maximum 25 users, 979

(ii) number of groups of users – which is varied with 980

minimum 2 groups and maximum 32 groups, 981

(iii) overlapping region – the overlapped regions between 982

different groups of users are controlled with 20%, 40%, 983

60%, 80%, and 100% of overlapped, 984

(iv) space size – the space area of the synthetic and TIGER 985

data sets is as presented in Table 9, 986

(v) density – for the TIGER data set, the density of the 987

objects is set to 0.56%, 1.60%, 7%, 15%, and 34%, 988

(vi) dimensionality – for both the TIGER and synthetic data 989

sets, the number of dimensions is varied with 2, 4, 6, 8, 990

and 10 dimension, and 991

(vii) number of objects – the initial size of the Long Beach 992

from the TIGER data set is 50,747 objects while the 993
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TABLE 9. The parameter settings of the synthetic and TIGER data sets.

number of objects of the synthetic data set is varied with994

50K as the minimum and 80K as the maximum number995

of objects.996

Meanwhile, the location of each user is randomly generated997

within a given space size. These parameter settings are clearly998

shown in Table 9 with values in bold representing the default999

values.1000

B. THE EXPERIMENTAL RESULTS1001

This section presents the experimental results of the RSGU1002

and ERSGU frameworks that are designed with the aim at1003

deriving skyline objects of a group of users in a predetermined1004

region. The performance of both frameworks is measured1005

with regard to processing time with different parameter set-1006

tings as discussed in Part A and presented in Table 8. These1007

results are compared to the results of VR [63], based on the1008

synthetic and real data sets. Both the RSGU and ERSGU1009

frameworks derived skyline objects by analysing the loca-1010

tions of the users, i.e. spatial attributes, as well as the spatial1011

and non-spatial attributes of the set of objects that is within a1012

predetermined region of the group of users. However, in the1013

ERSGU framework, the closeness of an object to the desirable1014

facilities or other interesting objects in the region is also con-1015

sidered. Both frameworkswork by partitioning the region into1016

smaller units called fragments in such a way that overlapping1017

areas between the current and previous visited regions can1018

be easily determined. The results of computing the skylines1019

of each fragment, known as fragment skylines, are saved and1020

utilised in the skyline computation of subsequent requests.1021

Meanwhile, the VR algorithm is performed repeatedly for1022

each group of user’s query without exploiting the previous1023

skyline computation results.1024

Effect of Number of Groups of Users − The number of1025

groups of users is one of the factors that has significant1026

effect on the performance of skyline algorithms in processing1027

skyline queries of a group of users. In this section, the experi-1028

mental results of the proposed solutions, RSGU and ERSGU,1029

and the previous algorithm, namely: VR [63] are illustrated, 1030

for both the synthetic and TIGER data sets with respect to 1031

processing time, by varying the number of groups of users 1032

from 2 – 32 as applied in [63]. The parameter settings for the 1033

synthetic data set are as follows: the number of dimensions is 1034

set to 6, the number of users in a group is set to 15 in a fixed 1035

space [0, 1000]∗[0, 1000]with 40%overlapping region, while 1036

the number of objects is set to 50K.Meanwhile, the parameter 1037

settings for the TIGER data set are as follows: the number of 1038

dimensions is maintained to 2, the number of users in a group 1039

is set to 15 in a fixed space [0, 1000]∗[0, 1000] with 40% 1040

overlapping region, while the number of objects is 50,747. 1041

FIGURE 14. The results of processing time with varying number of groups
of users.

Fig. 14(a) and 14(b) present the processing time achieved 1042

by the RSGU, ERSGU, and VR algorithm [63] based on the 1043

synthetic and TIGER data sets, respectively, with the number 1044

of groups sets from 2 to 32 groups. The processing time is 1045

calculated based on the following formula: 1046∑n

i=1
processing timei (3) 1047

where n is the number of groups in a run. For instance, 1048

if the number of groups is 4, the processing time is calculated 1049

as
∑4

i=1 processing timei. The VR algorithm is performed 1050

repeatedly for each group of user’s query in which the prede- 1051

termined region of a group is explored even though it has been 1052

analysed during the skyline computation of the earlier groups. 1053

Meanwhile, for both RSGU and ERSGU, only the fragment 1054

skylines that are related to the identified overlapping area 1055

need to be analysed. 1056

Intuitively, when the number of groups increases, the 1057

processing time also increases which can be clearly seen 1058

through the performance of the RSGU, ERSGU, and VR algo- 1059

rithm. Nonetheless, both RSGU and ERSGU show a steady 1060
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performance for all runs with lesser processing time as com-1061

pared to the VR algorithm. The processing time of ERSGU1062

is slightly higher than RSGU since it has an additional1063

evaluation criterion to be analysed, i.e. the closeness of an1064

object to the desirable facilities or other interesting objects1065

in the region. Similar trends as presented in Fig. 14(a) can1066

be seen in Fig. 14(b). On the average, RSGU and ERSGU1067

gained 70% and 67% improvements for the synthetic data1068

set, respectively, and 72% and 69% for the TIGER data set,1069

respectively; compared to the VR algorithm.1070

Effect of Number of Objects – In this study, the effect of1071

number of objects on the performance of RSGU, ERSGU,1072

and VR algorithm [63] is investigated. It is one of the impor-1073

tant factors that has high impact on the skyline algorithms1074

in deriving skyline objects. The parameter settings for the1075

synthetic data set are as follows: the number of dimensions1076

is fixed to 6, the number of groups is set to 16 groups with1077

each group consisting of 15 users, the overlapping region is1078

fixed to 40%, and the number of objects is varied with the1079

following values: 20K, 50K, and 80K. Since the TIGER data1080

set contains only 50,747 objects, hence it is excluded from1081

this experiment.1082

FIGURE 15. The results of processing time with varying number of objects.

Fig. 15 presents the processing time achieved by theRSGU,1083

ERSGU, and VR algorithm [63] based on the synthetic data1084

set, with the number of objects sets as 20K, 50K, and 80K.1085

The processing time is calculated based on formula (3) with1086

the number of groups, n = 16. The VR algorithm is per-1087

formed repeatedly for each group of user’s query in which the1088

predetermined region of a group is explored repeatedly even1089

though it has been analysed during the skyline computation of1090

the earlier groups. Meanwhile, for both RSGU and ERSGU,1091

only the fragment skylines that are related to the identified1092

overlapping area need to be analysed.1093

Obviously, when the number of objects increases, the pro-1094

cessing time also increases which can be clearly seen through1095

the performance of the RSGU, ERSGU, and VR algorithm.1096

Nonetheless, both RSGU and ERSGU show a steady perfor-1097

mance for all runs with lesser processing time as compared to1098

the VR algorithm. The processing time of ERSGU is slightly1099

higher than RSGU since it has an additional evaluation cri-1100

terion to be analysed, i.e. the closeness of an object to the1101

desirable facilities or other interesting objects in the region.1102

On the average, RSGU and ERSGU gained 74% and 72%,1103

improvements, respectively, compared to the VR algorithm 1104

for the synthetic data set. 1105

Effect of Data Dimensionality – Besides the number of 1106

groups of users and the number of objects, data dimensional- 1107

ity is also one of the factors that has substantial effect on the 1108

performance of skyline algorithms in identifying the skyline 1109

objects of a group of users. In this section, the experimen- 1110

tal results of the proposed solutions, RSGU and ERSGU, 1111

and the previous algorithm, namely: VR [63] are illustrated, 1112

for both the synthetic and TIGER data sets with respect to 1113

processing time, by varying the number of dimensions from 1114

2 – 10 dimensions. The parameter settings for the synthetic 1115

data set are as follows: the number of objects is fixed to 50K, 1116

the number of groups is set to 16 groups with each group 1117

consisting of 15 users, and the overlapping region is fixed to 1118

40%. For the TIGER data set, the same parameter settings as 1119

above are used except that the number objects is maintained 1120

to its initial number, i.e. 50,747 objects. 1121

FIGURE 16. The results of processing time with varying dimensionality.

Fig. 16(a) and 16(b) present the processing time achieved 1122

by the RSGU, ERSGU, and VR algorithm [63] based on the 1123

synthetic and TIGER data sets, respectively, with number of 1124

dimensions varied from 2 – 10 dimensions. The processing 1125

time is calculated based on the formula (3) with the number of 1126

groups, n = 16. Obviously, when the number of dimensions 1127

increases, the processing time also increases which can be 1128

clearly seen through the performance of the RSGU, ERSGU, 1129

and VR algorithm. Nonetheless, both RSGU and ERSGU 1130

show a steady performance for all runs with lesser processing 1131

time as compared to the VR algorithm. The processing time 1132

of ERSGU is slightly higher than RSGU since it has an addi- 1133

tional evaluation criterion to be analysed, i.e. the closeness of 1134

an object to the desirable facilities or other interesting objects 1135

in the region. On the average, RSGU and ERSGU gained 69% 1136

and 67% improvements, respectively, for the synthetic data 1137
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TABLE 10. The density rate of the types of objects in the TIGER data set.

set and 69% and 67% improvements, respectively, for the1138

TIGER data set compared to the VR algorithm.1139

Effect of Density – In this study, the effect of density on the1140

performance of RSGU, ERSGU, and VR [63] is investigated.1141

For this experiment, only the TIGER data set is considered.1142

The TIGER data set consists of eight types of objects, namely:1143

hospital, restaurant, church, school, institution, building,1144

hotel, and populated place. This is represented in Table 10.1145

The % of the type of object in the whole population and No.1146

of objects reflect the density rate of a particular type of object1147

in the area. For instance, the number of hospitals is 284 which1148

is 0.56% of the whole population, i.e. 0.56% × 50747.1149

Meanwhile, institution is the densest objects with density1150

rate= 34%. Intuitively, the higher the density rate; the higher1151

is the processing time as more objects need to be analysed.1152

In this section, the experimental results of the proposed1153

solutions, RSGU and ERSGU, and the previous algorithm,1154

namely: VR [63] are illustrated, for the TIGER data set with1155

respect to processing time, with various density rates as fol-1156

lows: 0.56% (hospital), 1.60% (restaurant), 7.00% (church),1157

15.00% (school), and 34.00% (institution). These density1158

rates reflect the least dense to the densest that are available in1159

the data set. The parameter settings used are as follows: the1160

number of objects is 50,747, the number of groups is set to1161

16 groups with each group consisting of 15 users, the number1162

of dimensions and the overlapping region is fixed to 2 and1163

40%, respectively.1164

FIGURE 17. The results of processing time with varying density rate.

Fig. 17 shows the performance of RSGU, ERSGU, and VR1165

algorithm [63] with regard to processing time. The perfor-1166

mance of RSGU, ERSGU, and VR algorithm shows similar1167

trends in which it starts to show a drastic increment when the1168

density rate is 15.00% until it reaches to 34.00%. This is due 1169

to the fact that the number of institutions (34.00%) is slightly 1170

more than twice the number of schools (15.00%). Despite 1171

that, both RSGU and ERSGU show a better performance for 1172

all runs with lesser processing time as compared to the VR 1173

algorithm. The percentage of improvement gained by RSGU 1174

and ERSGU is 21% and 14%, respectively. The processing 1175

time of ERSGU is slightly higher than RSGU since it has an 1176

additional evaluation criterion to be analysed, i.e. the close- 1177

ness of an object to the desirable facilities or other interesting 1178

objects in the region. For instance, if the object of interest 1179

is restaurant, then the desirable facilities or other interesting 1180

objects are hospital, church, school, and institution. 1181

Effect of Space Size – In this study, the effect of space size 1182

on the performance of RSGU, ERSGU, and VR algorithm is 1183

also investigated. In this section, the experimental results of 1184

the proposed solutions, RSGU and ERSGU, and the previous 1185

algorithm, namely: VR [63] are illustrated for both the syn- 1186

thetic and TIGER data sets with respect to processing time, 1187

by varying the space size as follows: [0, 250]∗[0, 250], [0, 1188

500]∗[0, 500], [0, 750]∗[0, 750], and [0, 1000]∗[0, 1000]. The 1189

parameter settings used for the TIGER data set are as follows: 1190

the number of objects is fixed to 50,747 objects, the number 1191

of groups is set to 16 groups with each group consisting of 1192

15 users, and the overlapping region is set to 40%. For the 1193

synthetic data set, the same parameter settings as above are 1194

used except that the number objects is set to 50K objects. 1195

FIGURE 18. The results of processing time with varying space size.

Fig. 18(a) and 18(b) present the processing time achieved 1196

by the RSGU, ERSGU, and VR algorithm [63] based on the 1197

synthetic and TIGER data sets, respectively, with different 1198

space sizes. The processing time is calculated based on the 1199

formula (3) with the number of groups, n = 16. Obvi- 1200

ously, the bigger the space size, the more objects it covered; 1201

hence the higher is the processing time. The VR algorithm 1202

is performed repeatedly for each group of user’s query in 1203

VOLUME 10, 2022 94511



G. B. Dehaki et al.: Efficient Region-Based Skyline Computation for a Group of Users

which the predetermined region of a group is explored repeat-1204

edly even though it has been analysed during the skyline1205

computation of the earlier groups of users. Meanwhile, for1206

both RSGU and ERSGU, only the fragment skylines that are1207

related to the identified overlapping area need to be analysed.1208

From the figure, both RSGU and ERSGU show a steady1209

performance with a slight increment in each iteration. Based1210

on this analysis, RSGU and ERSGU gained 73% and 74%1211

improvements, respectively, for the synthetic data set, and1212

82% and 83% improvements, respectively, for the TIGER1213

data set, compared to the VR algorithm.1214

Effect of Overlapping Region – Another factor that has a1215

significant effect on the performance of skyline algorithms1216

for a group of users is the overlapping region covered between1217

the groups of users. In this section, the experimental results1218

of the proposed solutions, RSGU and ERSGU, and the pre-1219

vious algorithm, namely: VR [63] are illustrated, for both1220

the synthetic and TIGER data sets with respect to processing1221

time, by varying the percentage of overlapping region from1222

20% – 100%. The parameter settings for the synthetic data1223

set are as follows: the number of objects is fixed to 50K,1224

the number of groups is set to 16 groups with each group1225

consisting of 15 users, and the number of dimensions is fixed1226

to 6. For the TIGER data set, the same parameter settings as1227

above are used except that the number objects is maintained1228

to its initial number, i.e. 50,747 objects in [0,1000]∗[0,1000],1229

and each object is with 2 dimensions.1230

FIGURE 19. The results of processing time with varying percentage of
overlapping area.

Fig. 19(a) and 19(b) present the processing time achieved1231

by the RSGU, ERSGU, and VR [63], based on the synthetic1232

and TIGER data sets, respectively, with varying percentage of1233

overlapping region. The processing time is calculated based1234

on the formula (3) with the number of groups, n = 16. From1235

these figures, both the RSGU and ERSGU show a steady1236

performance which reflects that when the percentage of over- 1237

lapping region increases, the processing time decreases. This 1238

is due to the fact that both the RSGU and ERSGU exploit 1239

the skyline computation results of the previous groups of 1240

users that are associated to the identified overlapping region. 1241

Hence, the higher the percentage of overlapping regionmeans 1242

the higher the percentage of the area that has been explored 1243

in the earlier skyline computations of the groups of users. 1244

In both solutions, RSGU and ERSGU, rescanning of the over- 1245

lapping region and recomputation of skyline objects within 1246

the overlapping region are avoided. Interestingly, when the 1247

percentage of overlapping region is 100%, which implies that 1248

the region covered by the current group of users is the exact 1249

same region that has been explored in the skyline computa- 1250

tions of the previous groups of users; shows the processing 1251

time taken is almost 0 because of the skyline results are the 1252

same. However, the VR algorithm shows a steady perfor- 1253

mance for all runswhich clearly indicates that the overlapping 1254

region has no significant effect on the performance of the VR 1255

algorithm. This is true since the VR algorithm is performed 1256

repeatedly for each group of user’s query in which the pre- 1257

determined region of a group is explored repeatedly even 1258

though it has been analysed during the skyline computation 1259

of the earlier groups. Based on this analysis, RSGU and 1260

ERSGU gained 82% and 81% improvements, respectively, 1261

for the synthetic data set, and 87% and 86% improvements, 1262

respectively, for the TIGER data set, compared to the VR 1263

algorithm. 1264

Effect of Number of Users in a Group – Another factor that 1265

has a major impact on the performance of skyline algorithms 1266

in processing the skyline queries of a group of users is the 1267

number of users in a group. In this section, the experimental 1268

results of the proposed solutions, RSGU and ERSGU, and the 1269

previous algorithm, namely: VR [63] are illustrated, for both 1270

the synthetic and TIGER data sets with respect to processing 1271

time by varying the number of users in a group from 4 – 25 as 1272

applied in the previous study [63]. The parameter settings for 1273

the synthetic data set are as follows: the number of objects 1274

is fixed to 50K, the number of groups is set to 16 groups in a 1275

fixed space [0, 1000]∗[0, 1000] with 40% overlapping region, 1276

while the number of dimensions is fixed to 6. For the TIGER 1277

data set, the same parameter settings as above are used except 1278

that the number objects is maintained to its initial number, i.e. 1279

50,747 objects, with the number of dimensions fixed to 2. 1280

Fig. 20(a) and 20(b) present the processing time achieved 1281

by RSGU, ERSGU, and VR [63] based on the synthetic and 1282

TIGER data sets, respectively, with the number of users in 1283

a group sets to 4, 8, 15, 20, and 25. The processing time 1284

is calculated based on the formula (3) with the number of 1285

groups, n = 16. From these figures, both RSGU and ERSGU 1286

show similar performance for all runs with lesser processing 1287

time as compared to the VR algorithm. The processing time 1288

of ERSGU is slightly higher than RSGU since it has an addi- 1289

tional evaluation criterion to be analysed, i.e. the closeness of 1290

an object to the desirable facilities or other interesting objects 1291

in the region. On the average, RSGU and ERSGU gained 72% 1292
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FIGURE 20. The results of processing time with varying number of users
in a group.

and 70% improvements, respectively, for the synthetic data1293

set and 76% and 78%, respectively, for the TIGER data set,1294

compared to the VR algorithm.1295

Number of Skyline Objects – Since the number of skyline1296

objects is a significant factor in validating the correctness1297

of the skyline algorithms in processing skyline queries, thus1298

investigating the performance of RSGU, ERSGU, and the1299

previous algorithm, VR [63] with regard to the skyline objects1300

derived by these solutions is inevitable. In this section, the1301

experimental results of the proposed solutions, RSGU and1302

ERSGU, and the previous algorithm, namely: VR [63], for1303

both the synthetic and TIGER data sets with respect to the1304

number of skyline objects derived by these solutions are illus-1305

trated. The parameter settings for the synthetic data set are as1306

follows: the number of objects is fixed to 50K, the number of1307

groups is set to 16 groups in a fixed space [0, 1000]∗[0, 1000]1308

with 40% overlapping region, the number of dimensions is1309

fixed to 6, while the number of users in a group is varied1310

from 4 – 25. For the TIGER data set, the same parameter1311

settings as above are used except that the number objects is1312

maintained to its initial number, i.e. 50,747 objects, with the1313

number of dimensions fixed to 2.1314

Fig. 21(a) and 21(b) present the number of skyline objects1315

derived by the RSGU, ERSGU, and the VR algorithm [63],1316

based on the synthetic and TIGER data sets, respectively.1317

From these figures, it is obvious that the number of skyline1318

objects derived by RSGU and VR is the same for all runs1319

which verified the correctness of RSGU. This is because1320

in deriving the skyline objects, both RSGU and VR utilised1321

the same evaluation criteria, namely: spatial and non-spatial1322

attributes of the objects. However, as expected the number1323

of skyline objects produced by ERSGU is different from the1324

number of skyline objects obtained by both the RSGU and VR1325

algorithm since ERSGU has an additional evaluation criterion1326

to be analysed, i.e. the closeness of an object to the desirable1327

facilities or other interesting objects in the region.1328

FIGURE 21. The results of number of skyline objects with varying number
of users in a group.

C. TIME COMPLEXITY ANALYSIS 1329

This section presents the time complexity analysis of the 1330

proposed frameworks, Region-based Skyline for a Group 1331

of Users (RSGU) and Extended Region-based Skyline for a 1332

Group of Users (ERSGU). Since ERGSU utilises a different 1333

set of evaluation criteria in deriving the final skyline objects, 1334

hence we only report its time complexity without compar- 1335

ing it to the baseline method. On the other hand, the time 1336

complexity of RSGU is compared to a baseline method (BM) 1337

which utilises the conventional skyline algorithm in deriving 1338

the skyline objects for a group of users. In this method, each 1339

group of users is treated separately. This approach is assumed 1340

by many methods including the VR algorithm [63]. 1341

The time complexity analysis is based on the follow- 1342

ing: Given a data set D = < R,U ,O >, where U = 1343

{u1, u2, . . . , un} is a list of n users and O = {o1, o2, . . . , om} 1344

is a list of m objects. Let Gp = {u1, u2, . . . , up} be a group 1345

of p users where Gp ⊂ U in region Rp. Assume that Or = 1346

{o1, o2, . . . , or } is the list of objects that is within the region 1347

Rp. Table 11 and Table 12 present the time complexity at each 1348

step of the RSGU and ERSGU, respectively. 1349

In order to compare the time complexity of RSGU against 1350

the baseline method (BM), assume the following: 1351

Given a group of users, Gp = {u1, u2, . . . , up}, where 1352

Gp ⊂ U , and the candidate skylines of Gp in region Rp 1353

denoted as CSGp with c cardinality. Find the skylines of a 1354

group of users Gq = {u1, u2, . . . , uq} in region Rq, i.e. CSGq , 1355

where Gq ⊂ U , Gq 6= Gp, and Rq ∩ Rp 6= ∅. Assume that 1356

Or = {o1, o2, . . . , or } is the list of objects that is within the 1357

region Rp; Os = {o1, o2, . . . , os} is the list of objects that is 1358

within the region Rq, u is the number of candidate skylines 1359

of CSGp that are in the overlapping area OR, and v is the 1360

number of objects that are in the non-overlapping area ¬OR. 1361

Obviously, u ≤ r , u ≤ s, u ≤ c, and u+ v < s. 1362
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TABLE 11. The time complexity of RSGU.

The time complexity of both methods is analysed based1363

on the following steps: (i) derive the final skylines of Gp and1364

(ii) derive the final skylines of Gq. Here, we assumed that the1365

TABLE 11. (Continued.) The time complexity of RSGU.

TABLE 12. The time complexity of ERSGU.

region Rp is an unexplored region while Rq ∩Rp 6= ∅ implies 1366

that some parts of the region Rq have been analysed in step 1367

(i). To simplify the comparisons, only the steps followed by 1368

BM and RSGUwith different time complexities are analysed. 1369

(i) To derive the final skylines of Gp using the baseline 1370

method, similar steps to the steps 1, 2, 6, 7, and 8 are 1371

performed. The objects analysed in Step 6 are those 1372

objects that are within the region Rp; hence the number 1373

of objects analysed is r with r(r − 1)/2 pairwise com- 1374

parisons [52]. The time complexity to derive the final 1375

skylines of Gp with the baseline method, T (BMGp ), 1376

is given below: 1377

T (BMGp ) = T (Step 6) ≈ O
(
r2
)

1378

Meanwhile, utilising the RSGU, steps 1, 2, 4, 5, 6, 7, 1379

and 8 are performed. The time complexity to derive 1380

the final skylines of Gp with RSGU, T (RSGUGp ), is as 1381
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given below:1382

T
(
RSGUGp

)
= T (Step 4)+ T (Step 5)+ T (Step 6)1383

= [O(2p log 2p)+ O(2p log 2p)1384

+O(k)+ O(w2)]+ O(logMn)1385

+O(c2) ≈ O(w2)+ O(c2)1386

Since w+ c < r , thus T
(
RSGUGp

)
< T (BMGp ).1387

(ii) To derive the final skylines of Gq using the baseline1388

method, similar steps to the steps 1, 2, 6, 7, and 8 are1389

performed. The objects analysed in Step 6 are those1390

objects that are within the region Rq; hence the number1391

of objects analysed is s with s(s − 1)/2 pairwise com-1392

parisons [52]. The time complexity to derive the final1393

skylines of Gq utilising the baseline method, T (BMGq )1394

is as follows:1395

T (BMGq ) = T (Step 6) ≈ O
(
s2
)

1396

Meanwhile, utilising the RSGU, steps 1, 2, 3, 4, 5, 6, 7,1397

and 8 are performed.1398

T
(
RSGUGq

)
1399

= T (Step 3)+ T (Step 4)+ T (Step 5)1400

+T (Step 6) = O(logMn)1401

+

[
O(2p log 2p)+ O(2p log 2p)+ O(k)+ O(v2)

]
1402

+O(logMn)+ O(u2) ≈ O
(
v2
)
+ O(u2)1403

Step 4 is performed over the non-overlapping area1404

involving v objects, while Step 6 is performed over the1405

overlapping area in which u candidate skylines ofCSGp1406

are analysed.1407

Since v+ u < s, thus T
(
RSGUGq

)
< T (BMGq ).1408

(iii) The total time complexities for both methods are as1409

follows:1410

T (BM ) = T
(
BMGp

)
+ T (BMGq )1411

≈ O
(
r2
)
+ O

(
s2
)

1412

T (RSGU ) = T
(
RSGUGp

)
+ T

(
RSGUGq

)
1413

≈ O
(
w2
)
+ O

(
c2
)
+

(
v2
)
+ O

(
u2
)

1414

It is obvious that T (RSGU ) < T (BM ) since w+ c < r1415

and v+ u < s.1416

VII. CONCLUSION1417

In this paper, we proposed the Region-based Skyline for a1418

Group of Users (RSGU) and Extended Region-based Skyline1419

for a Group of Users (ERSGU) frameworks that are designed1420

to derive skyline objects which are point of interests (PoIs)1421

to be recommended to a group of users. The skyline objects1422

are derived by analysing both the locations of the users,1423

i.e. spatial attributes, as well as the spatial and non-spatial1424

attributes of objects that are within a predetermined region1425

of the group of users. Two main aims have been set that are:1426

(i) to avoid the process of rescanning the set of objects within 1427

a predetermined region that is known to have been previously 1428

visited by a group of users and (ii) to avoid the recomputation 1429

of skylines of a set of objects within a predetermined region 1430

that has been analysed in earlier computations of previously 1431

visited group of users. Meanwhile, ERSGU framework con- 1432

siders the closeness of the objects to other interesting objects 1433

in its solution as its additional feature. Several experiments 1434

have been conducted and the results show that both the RSGU 1435

and ERSGU outperform the work by [63] with respect to 1436

CPU time. There are several further enhancements that can 1437

be made based on the findings presented in the paper. These 1438

include (i) proposing an approach to continuously derive 1439

skyline objects by considering the movement of the users, (ii) 1440

incorporating the Group-based skyline in finding the optimal 1441

combinations of skyline objects [86] for a group of users, and 1442

(iii) embedding the proposed frameworks into a Travelling 1443

Recommender System similar to the work in [87]. 1444
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