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ABSTRACT The main problem in the operation of micro-grids is controlling the voltage and frequency.
The inertia of the whole grid is low, so the operation of the system is interrupted by sudden changes in
load or incidence in the absence of a proper control system. In order to solve this issue, various control
structures have been proposed. In this paper, an optimal distributed control strategy for coordinating multiple
distributed generation instances is presented in an islandedmicrogrid. A secondary frequency control method
is implemented in order to eliminate voltage deviation and reduce the small signal error. In this layer,
an optimized PID controller is used. PID controller optimization is carried out via the Honey Badger
Algorithm, and results are obtained using the MATLAB software. According to the results, inadequate
adjustment of a secondary loop leads to poor and unacceptable outcomes, and the necessary power quality
is not achieved. However, by using the proposed method, a proper performance of the microgrid in the face
of disturbances is achieved.

12 INDEX TERMS Microgrids, two-level control, optimization, distributed control, honey badger algorithm.

I. INTRODUCTION13

Microgrids have been proposed as a substitute for traditional14

power systems due to their benefits. These systems include15

distributed generation sources, inverters, storage equipment,16

and a control system, which is responsible for providing17

sensitive and insensitive loads in often sensitive locations18

such as hospitals. The main objectives of using microgrids19

are increasing reliability, reducing casualties and environ-20

mental pollution, obtaining a variety of economic benefits,21

among others. The main issue with exploiting these systems22

is controlling the voltage and frequency. In [1] and [2], micro-23

grids were introduced as a suitable substrate for the use of24

renewable energy. Under normal conditions, microgrids are25

connected to the main grid. If necessary, microgrids must be26

separated from the network and can independently supply27
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their attached loads (island mode). In [3] and [4], solutions 28

for detecting the isolation mode were proposed. Thereupon, 29

a microgrid should be able to work in both connected and 30

island mode. For each of these modes, various control struc- 31

tures have been presented. In [5], [6], and [7], PQ control 32

for the network-connected mode was proposed. Given that, 33

in this case, the voltage and frequency are provided by the 34

main network, only adjusting the grid’s overlapping power 35

and applying proper power sharing are required. However, 36

more challenges arise in islanded mode, such as controlling 37

and adjusting the basic parameters of the system. Various 38

control structures have been proposed for this mode. There 39

are many techniques for controlling parallel inverters that 40

can be divided into three categories: 1) master/slave control, 41

2) feedback-based methods, and 3) droop control methods. 42

Each of these methods has its advantages and disadvan- 43

tages. In master/slave methods, the inverter does not require 44

a PLL circuit, and load flowing is carried out as well. 45
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This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

VOLUME 10, 2022

https://orcid.org/0000-0002-5318-5673
https://orcid.org/0000-0003-2650-3098
https://orcid.org/0000-0001-6051-4925
https://orcid.org/0000-0001-9983-4555
https://orcid.org/0000-0001-5827-6649


E. Akbari et al.: Optimized Two-Level Control of Islanded Microgrids to Reduce Fluctuations

Moreover, the impedance of the communication line between46

the inverters does not affect the control operation (unlike47

droop-based methods), and the system is easily promoted.48

However, this method also has disadvantages. By increasing49

the number of slaves, the stability of the system is reduced,50

and the frequency suffers from ripples [8]. In addition,51

this control method requires control communication between52

components, which implies lower reliability.53

On the other hand, feedback-based methods have many54

benefits. The transient responses are usually good in these55

methods, the control process is based on local measurements,56

and there is a high reliability due to the lack of a communica-57

tion system. However, these systems are not easy to upgrade58

and usually cannot be counted among plug-and-play systems.59

Droop control-based methods have also been widely used60

[9], [10]. The prohibitions of these techniques are the impact61

of the reactive power from line impedance. To overcome62

this problem, a method in was proposed by [11]. Another63

limitation is that, after load changes, these control meth-64

ods do not necessarily return the system to nominal values.65

To solve this problem, a secondary control loop is typically66

used. Furthermore, in light of severe disturbances, this layer67

reduces the transients and maintains the main parameters68

of the voltage and frequency at the lowest time to nominal69

values. This control methodology usually receives feeds from70

load voltage and frequency [12], [13].71

In the simplest case, a feedback control is used. Regulation72

is performed by comparing a reference to the error signal,73

which is sent to the controller. Then, the controller sends74

the signals required to produce an inverter signal, which75

is usually a PWM or a hysteresis loop. The controller is76

usually a PI or PID controller, whose coefficients can be77

adjusted in different ways. This control is usually entrusted78

with large signal error conditions. The most popular method79

for the secondary control loop involves PID controllers, but80

adjusting the coefficients of these controllers becomes the81

next challenge. There are several ways to do this. In [14],82

these controllers were set via the Ziegler-Nichols method,83

but this did not result in the optimal operation. Therefore,84

newer practices were also provided to this effect. In [15],85

a technique based on the famous geographic method was86

proposed. This control method reduces the transient courier87

under error conditions. Considering the frequency response88

of inverter controllers, as well as the rapid changes under89

said conditions, these devices were not able to quickly reduce90

the error flow [16]. The transient process of the inverter91

remained in the first cycle, and the scope of these changes was92

incremental. Therefore, if these changes are converted to a93

range of reference voltage changes, alongwith a negative sign94

to other control circles that make voltage reference changes,95

the controller can be made faster. Management of the control96

parameters can be implemented so that they do not have an97

effect on the system.98

This control method also is used to create small signal99

stability. To design it, a complete dynamic model of the100

system alongwith all its components should be derived. Then,101

according to the transient state response, control signals can 102

be designed to increase system stability. In [17], the feedback 103

control of the voltage domain was used to improve Q-V 104

droop. Then a small signal analyze was done to test the accu- 105

racy of the proposed method. Moreover, in [18], an optimal 106

controller coefficient adjustment method based on the small 107

signal system model was proposed for eliminating the effect 108

of small signal disturbances while changing the microgrid 109

operation mode from grid-connected to islanded [19]. 110

In this paper, an optimal distributed control strategy is 111

presented for coordinating multiple distributed generators. 112

A secondary control method is applied to the system in order 113

to eliminate voltage deviation and reduce the small signal 114

error. The second control loop is optimized via the Honey 115

Badger Algorithm (HBA). Unlike previous methods, this one 116

provides references for voltage and frequency, and it applies 117

power sharing, controls the system in the face of severe 118

changes, and prevents severe fluctuations. A novel, recently 119

presented algorithm is also used to adjust the controller’s 120

coefficients. The results are compared with Black Widow 121

Optimization (BWO) and PSO algorithms. 122

In selecting these 3 algorithms some tips were taken into 123

account. These algorithms represent different categories of 124

meta-heuristics. PSO is a stochastic optimization technique 125

based on the movement and intelligence of swarms. It is also 126

one of the old and authentic algorithms that is used as a bench- 127

mark for measurement and comparison. This algorithm is 128

based on collective intelligence. BWO like PSO, is one of the 129

bioinspired algorithms but uses exploration and exploitation 130

to find the optimum solution. HBA is one of the trajectory 131

algorithms. As a result, the best group of algorithms that are 132

suitable for optimizing the proposed problem and the effect 133

of the optimized secondary control loop can be seen. 134

Therefore, the innovation presented in this article can be 135

defined as follows: 136

• Optimizing the second control loop of microgrids and 137

checking its effect on power quality 138

• Applying optimization with two different categories of 139

meta-heuristic algorithms and determining the best cat- 140

egory of algorithms in this type of problem. 141

All optimization processes and simulations are performed 142

using the MATLAB software. 143

The rest of this article is organized as follows: Section II 144

describes the first-level control; Section III is dedicated to the 145

secondary control; Section IV presents the simulation results; 146

Section V presents the main conclusions drawn from this 147

study. 148

II. OPTIMAL DISTRIBUTED CONTROL FOR ADJUSTING 149

THE VOLTAGE AND FREQUENCY IN AN ISLANDED 150

MICROGRID 151

A. GRAPH THEORY 152

If there is anij transmission line that connects the DGi and 153

the DGj, the latter is located in the ni neighborhood, which 154

represents J ∈ ni. DGi can only receive information from the 155
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ni neighborhood with a dij > 0 communication coefficient.156

Otherwise, dij = 0. If any DG unit is considered to be157

nodes and transmission lines to the edges, the topology of a158

microgrid can be regarded as a graph. If dij = dji, the graph is159

without direction. If there is a path that connects both separate160

units, the graph is attached. dii is the distance of units as161

described below:162

dii = −
∑

j∈Ni
dij, j 6= I (1)163

The Laplace matrix is D = [dij]. Suppose that the special164

values of the Laplace matrix are arranged in an increasing165

form. Then, the following relationship is valid [20]:166

|λn| ≥ . . . ≥ |λ2| > |λ1| = 0, |λi| ≤ 0,∀i = 1, 2, . . . , n167

(2)168

For a non-directional graph, the following characteristics are169

valid [21]:170

n∑
i,j=1

dijxisign
(
xj − xi

) ∣∣xj − xi∣∣k171

= −
1
2

n∑
i,j=1

dij
∣∣xj − xi∣∣1+k (3)172

xTDx =
1
2

∑n

i,j=1
dij(xj − xi)2,173

xTD2x =
1
2

∑n

i,j=1
d2ij(xj − xi)

2 (4)174

xTDx ≥ λ2 (D) xT x (5)175

xT (D+ C) x =
1
2

∑n

i,j=1
dij(xj − xi)2 + ci

∑n

i=1
x2i (6)176

xT (D+ C) x ≥ λ1 (D+ C) xT x (7)177

where x = {x1, . . . , xn} is the state variable that should178

be exchanged between the neighboring DG units, ci is the179

interest pinning, c = diag {c1,. . . , cn}, λ2 is the second180

smallest eigenvalue of D which is also returned to algebraic181

connection D and λ1 is the smallest eigenvalue of (D+ C).182

B. OPTIMAL CLOSED-LOOP CONTROL ALGORITHM183

A nonlinear dynamical system is considered as follows:184

ẋ (t) = f (x)+ G (x) u (t) = F (x) , x (0) = x0 (8)185

The performance index is expressed as follows:186

J=min
x,u

∫
∞

0
L (x, u) dt=min

x,u

∫
∞

0
L1 (x)+uT (x)Ru (x) dt187

(9)188

where L1 is a criterion for the mode variable, and R = diag189

{R1. . .Rn}, with Ri as control input weight. The Hamiltonian190

function [22] is defined as follows:191

H (x, u) = L (x, u)+ S (x)F (x) (10)192

where S(x) is a common variable set. Optimal control is 193

designed to minimize the Hamiltonian function, which is 194

shown below: 195

u = argmin
x,u
{L (x, u)+ S (x)F(x)} (11) 196

The necessary condition for validating Eq. (11) is the first- 197

order derivative of (10) with respect to u is zero: 198

∂H
∂u
=

∂

∂u

[
L1 (x)+ uTRu+ S (x) (f (x)+ G (x) u)

]
= 0 199

(12) 200

The optimal u control law can be obtained from Eq. (12). 201

u = −
1
2
R−1 [S (x)G (x)]T (13) 202

The Hamilton-Jacobi-Bellmen steady-state equation (8) has 203

been considered for uncontrolled nonlinear dynamic systems 204

by [23]: 205

L (x, u)+ S (x)F (x) 206

= L1 (x)+ S (x) f (x) 207

−
1
4
[S (x)G (x)] .R−1 [S (x)G (x)]= 0 (14) 208

Therefore, 209

L1 (x) =
1
4
[S (x)G (x)] .R−1 [S (x)G (x)]− S (x) f (x) 210

(15) 211

Suppose there is a continuous differential function of 212

Lyapanov V (x) > 0 that provides the following conditions: 213

dV (x)
dt
=

dV (x)
dx

dx
dt
= S (x)F (x) (16) 214

dV (x)
dt
≤ −ρ (V (x))α , ρ > 0, 0 < α < 1 (17) 215

in a nonlinear system, the zero solution is finite-time stable if 216

there exists an open neighborhood of the origin and a function 217

tends to zero, called the settling-time function. On the other 218

hand, system (8) is globally under the control of control law 219

(13), which meets the following conditions [23]: 220

lim
t→T

V (x (t)) = 0 V (x (t)) = 0,∀t ≥ T (18) 221

with the limited adjustment time function given by 222

T ≤
1

ρ (1− α)
(V (x0)1−α (19) 223

C. SUGGESTED DISTRIBUTED CONTROL 224

Consider an islanded microgrid consisting of several inverter- 225

based DGs. Each DG unit is composed of a DC voltage 226

source, a voltage source inverter (VSI) [19], and an inductive- 227

capacitive-inductive filter, as shown in Fig 1. 228

Power sharing rules allow active and reactive power to be 229

shared based according to the DG capabilities determined by 230

droop settings: 231

ωni = ωi + mPiPi (20) 232
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FIGURE 1. Block diagram of the control system.

Vni = Voi + mQiQi (21)233

where ωni and Vni are designated points for frequency and234

voltage; ωi and Vni are the frequency and voltage of DGi,235

respectively; mPi and mQi are the frequency loss and DGi236

voltage. The total droop coefficient is in accordance with237

mPi = 1ω / Pi Max, and mQi = 1V / Qi max with the max-238

imum acceptable frequency and magnitude deviation of 1ω239

and 1V . The initial control cannot eliminate the frequency240

and voltage deviation, as this must be done by the secondary241

control. Only local and DGiinformation are required to obtain242

ωni and Vni in the initial control rules in Eqs. (19) and (20).243

By selecting the frequency change rate and the active power244

output as control variables:245

ω̇ni = ω̇i + mPiṖi = uωi + uPi (22)246

V̇ni = V̇i + mQiQ̇i = uVi + uQi (23)247

Then, the nominal amount of frequency and voltage can be248

obtained by:249

ωni =

∫ t

t0
uωi (τ )+u

p
i (τ ) dτ (24)250

Vni =
∫ t

t0
uVi (τ )+u

Q
i (τ ) dτ (25)251

The proposed control approach restores the frequency and the252

size of the DG voltage to the desired values and achieve exact253

quantitative/reactive power sharing, which is summarized as254

follows:255

lim
t→Tω

∣∣∣ωi (t)− ωref ∣∣∣ = 0, ωi (t) = ωref ,∀t ≥ Tω (26)256

lim
t→TP

∣∣∣∣∣ Pi(t)
Pmaxi (t)

−
Pj(t)
Pmaxj (t)

∣∣∣∣∣ = 0,
Pi(t)
Pmaxi (t)

=
Pj(t)
Pmaxj (t)

,∀t≥TP257

(27)258

with a compromise between limt→∞
∣∣Voi(t)−V ref

∣∣= 0,259

limt→∞

∣∣∣∣ Qi(t)
Qmaxi (t) −

Qj(t)
Qmaxj (t)

∣∣∣∣ = 0, where Pi(t)
Pmaxi (t) and

Qi(t)
Qmaxi (t) are260

active and reactive proportions of DGi.261

D. OPTIMAL DISTRIBUTION OF FREQUENCY CONTROL 262

WITH LIMITED TIME AND ACTIVE CAPABILITY 263

Consider an islanded microgrid with n units of DG. The 264

dynamic behavior of the frequency and active power after 265

applying the control strategy in (26) are described according 266

to the Ẋω = uω and Ẋp = uP. 267

where xω = (ω1, . . . , ωn)
T , xP =

(
mp1P1, . . . ,mpnPn

)T
, 268

uω =
(
uω1 , . . . , u

ω
n
)
, and up =

(
up1, . . . , u

p
n
)
are Lyapunov 269

designated as follows: 270

Vω =
4
k

∣∣∣XTωD2
ωXω

∣∣∣ k2 + 2
k
(Xω − X refω )

T
CT
ω (Xω − X

ref
ω )

k
2

271

(28) 272

VP =
4
k

∣∣∣XTP D2
PXP

∣∣∣ k2 (29) 273

whereDω =
[
dωij

]
, Cω = diag {cωi},Dp =

[
dpij
]
, 1 <k < 2. 274

Partial derivations Vω, VP, Xω and XP can be calculated as 275

follows: 276

Sωi =
∂Vω
∂xωi
= −2

[∑
j∈Ni

(
dωij

)k sign (ωj − ωi) ∣∣ωj 277

−ωi|
k−1
+ (cωi)k sign

(
ωref − ωi

) ∣∣∣ωref − ωi∣∣∣k−1] 278

(30) 279

SPi =
∂VP
∂xPi
= −2

[∑
j∈Ni

(
dpij
)k ∣∣mPjPj 280

−mPiPi|k−1 sign
(
mPjPj − mPiPi

)]
(31) 281

The optimal distributed control rule can be obtained based on 282

Eqs. (15), (30), and (31): 283

uωi = r−1ωi
[(
dωij

)k sign (ωj − ωi) ∣∣ωj − ωi∣∣k−1 284

+ (cωi)k sign
(
ωref − ωi

) ∣∣∣ωref − ωi∣∣∣k−1] (32) 285

VOLUME 10, 2022 95827



E. Akbari et al.: Optimized Two-Level Control of Islanded Microgrids to Reduce Fluctuations

upi = r−1pi

[∑
j∈Ni

(
dpij
)k ∣∣mPjPj − mPiPi∣∣k−1 sign(mPjPj286

−mPiPi)

 (33)287

Inspired by [22], the proof of limited time convergence in the288

optimal distributed control is as follows: first, the frequency289

and active power errors are obtained.290

eω = (eω1, . . . , eωn) =
(
ω1 − ω

ref , . . . , ωn − ω
ref
)

(34)291

ep =
(
ep1, . . . , epn

)
= (mP1P1292

−
1
n

∑n

i=1
mPiPi, . . . ,mPnPn −

1
n

∑n

i=1
mPiPi

)
(35)293

The Lyapunov function is selected as follows:294

V2 = Veω + VeP =
1
2

(
eTωeω

)
+

1
2

(
eTPeP

)
≥ 0 (36)295

The first-order derivative is calculated as follows:296

V̇2 =
∑n

i=1
eωiėωi +

∑n

i=1
epiėpi297

=

∑n

i=1
eωir

−1
ωi

[∑
j∈Ni

(
dωij

)k sign(eωj − eωi) ∣∣eωj298

−eωi|k−1 + (cωi)2 sign(eωi) |eωi|k−1

299

+

∑n

i=1
epi r
−1
pi

(
dPij

)k sign (ePj − ePi) ∣∣epj − epi∣∣k−1300

≤ −
1
2

∑n

i=1
r−1ωi

(
dωij

)k ∣∣eωj − eωi∣∣k301

−

∑n

i=1
r−1ωi (Cωi)

k
|eωi|k302

−
1
2

∑n

i=1
r−1pi

(
dpij
)k ∣∣epj − epi∣∣k (37)303

According to Cauchy’s inequality, the following relationship304

can be achieved:305

V̇2 ≤ −
1
2

[∑n

i=1
r
−

2
k

ωi

(
dωij

)2 (eωj − eωi)2306

+ 2
∑n

i=1
r
−

2
k

ωi (cωi)
2 (eωi)2

] k
2

307

−
1
2

[∑n

i=1
r
−

2
k

Pi

(
dPij

)2 (ePj − ePi)2] k
2

(38)308

According to Eqs. (5) and (7), the two terms on the right309

in (38) can be rewritten as follows:310

σ1 = 2eTωR
−

2
k

ω

(
D2
ω + C

2
ω

)
eω311

≥ 2λ1
(
D2
ω + C

2
ω

)
R
−

2
k

ω eTωeω312

= 4λ1
(
D2
ω + C

2
ω

)
R
−

2
k

ω Veω (39)313

σ2 = 2eTPD
2
PR
−

2
k

P eP 314

≥ 2λ2
(
D2
P

)
R
−

2
k

P eTPeP 315

= 4λ2
(
D2
P

)
R
−

2
k

P VeP (40) 316

Therefore, 317

V̇2 ≤ −
1
2

(
4λ1

(
D2
ω + C

2
ω

)
Veω

) k
2

318

−
1
2

(
4λ2

(
D2
P

)
VeP

) k
2

319

= −2k−1R−1ω
(
λ1

(
D2
ω + C

2
ω

)) k
2
(Veω)

k
2 320

−2k−1R−1P (λ2(D2
P)

k
2 (VeP)

k
2 (41) 321

Regarding to Eq. (20), the limited time stability of the fre- 322

quency and active power control can be obtained by setting 323

T = max {Tω, TP} 324

Tω =
RωVeω(eω(0))1−

k
2

2k−1
(
λ1
(
D2
ω + C2

ω

)) k
2 (1− k

2 )
325

=
22−kRωVeω(eω(0))1−

k
2

(2−k)
(
λ1
(
D2
ω + C2

ω

)) k
2

326

TP =
22−kRPVeP(eP(0))1−

k
2

(2−k)
(
λ2D2

P

) k
2

(42) 327

The block diagram of the first level of distributed control is 328

shown in Fig. 2. 329

III. OPTIMAL SECONDARY CONTROL 330

This layer is designed to improve the transient state caused 331

by perturbations. The system diagram shown in Fig. 3 is used 332

to obtain the dynamic equations of the system. 333

According to Fig. 3, 334

vt,abc = Lt
dit,abc
dt
+ Rt∗it,abc + Vabc 335

it,abc = C
dvabc
dt
+ iL,abc +

vabc
R

336

vabc = L
diL,abc
dt
+ Rl∗iL,abc (43) 337

where vt and vabc are the terminal voltages as shown in Fig. 3. 338

By converting (43) to the static form of αβ, the following is 339

obtained: 340

dit,αβ
dt
= −

Rt
Lt
it,αβ −−

vαβ
Lt
+
vt,αβ
Lt

341

dvαβ
dt
=

1
C
it,αβ −

1
RC

vαβ −
iL,αβ
C

342

diL,αβ
dt
=

vαβ
L
−
Rl
L
iL,αβ (44) 343

By transferring (44) to the synchronous reference frame, the 344

following is obtained: 345

dit,dq
dt
+ jωit,dq = −

Rt
Lt
it,dq −

vdq
Lt
+
vt,dq
Lt

346
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FIGURE 2. Block diagram of the first level of distributed control.

FIGURE 3. Schematic of the system used to obtain the dynamic equations
for designing the PI controller.

dvdq
dt
+ jωvdq =

1
C
it,dq −

1
RC

vdq −
iL,dq
C

347

diL,dq
dt
+ jωiL,dq =

vdq
L
−
Rl
L
iL,dq (45)348

The load phase angle can be considered in such a way that vq349

is equal to zero. Here dvdq/dt is equal to zero, and vd is equal350

to the magnitude of the load voltage. Therefore, relations (46)351

are as follows:352

ditd
dt
= ωitq −

Rt
Lt
itd −

vd
Lt
+
vtd
Lt

353

dvd
dt
=

1
C
itd −

1
RC

vd −
iLd
C

354

diLd
dt
= ωiLq +

vq
L
−
Rl
L
iLd355

ditd
dt
= −ωitd −

Rt
Lt
itq +

vtq
Lt

356

ditq
dt
= −ωiLd −

Rl
L
iLq 357

ωCvd = itq − iLq (46) 358

The system state equations that can be written in matrix form 359

are: 360

ẋ(t) = Ax(t)+ Bu(t)y(t) = Cx(t)u(t) = Dvt (47) 361

where 362

A =


−
Rt
Lt

ω0 0 −
1
Lt

ω0 −
Rt
L −2ω0

RlCω0
Lt
−

ω0
R

0 ω0 −
Rl
L

1
L − ω

2
0C

1
L 0 −

1
C −

1
RC

 (48) 363

BT =
[

1
Lt

0 0 0
]

364

C =
[
0 0 0 1

]
365

xT =
[
itd itq iLq vd

]
(49) 366

To obtain the objective function, the characteristics of the 367

step response are considered, i.e., the settling time and the 368

maximum overshoot and undershoot according to the transfer 369

function. Furthermore, considering the poles of the system, 370

a stability margin criterion for the system is considered, and 371

balances between these three values are found. Therefore, the 372

objective function is defined as follows: 373

Z = (W1 ∗MP)+ (W2 ∗ Ts)+ (W3 ∗ SI ) (50) 374

whereMP is the maximum value of the overshoot and under- 375

shoot, and Ts is the settling time. Also, the sum of weighting 376

coefficients is determined according to the importance of 377

each of the above, which is equal to 1. In this study, the level 378

of importance is considered equal. SI is also an indicator of 379
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FIGURE 4. Schematic of the PID controller.

stability. The PID controller used for the secondary control is380

optimized by means of algorithms [24]. The schematic of this381

controller shown in Fig. 4.382

Considering the transfer function as:383

G (s) =
B (s)
A (s)

(51)384

and ideal PID controller (as shown in fig. 4):385

C (s) = kp+
kI
s
+ kDs =

kps+ kI + kDs2

s
(52)386

The substitution s = jω and subsequent decomposition of the387

numerator and denominator into their even and odd parts lead388

to:389

G (jw) =
BE
(
−ω2

)
+ jωBo(−ω2)

AE
(
−ω2

)
+ jωAo(−ω2)

(53)390

Then, the expression of closed-loop characteristic polynomial391

and equaling the real and imaginary parts to zero result in the392

relations for proportional and integral gains:393

kP (ω, kD) =
P5 (ω)P4 (ω)− P6(ω)P2(ω)
P1 (ω)P4 (ω)− P2(ω)P3(ω)

(54)394

kI (ω, kD) =
P6 (ω)P1 (ω)− P5(ω)P3(ω)
P1 (ω)P4 (ω)− P2(ω)P3(ω)

(55)395

where396

P1 (ω) = −ω2Bo
(
−ω2

)
(56)397

P2 (ω) = BE
(
−ω2

)
(57)398

P3 (ω) = ωBE
(
−ω2

)
(58)399

P4 (ω) = ωBo
(
−ω2

)
(59)400

P5 (ω) = ω2Ao
(
−ω2

)
+ ω2BE

(
−ω2

)
kD (60)401

P6 (ω) = ω2AE
(
−ω2

)
+ ω3Bo

(
−ω2

)
kD (61)402

Simultaneous solution of equations (54) and (55) leads to403

the stability boundary locus. So, it can be seen that the PID404

coefficients are effective on the stability limits.405

FIGURE 5. Schematic of the system under study.

To provide stability conditions, one method is to use the 406

Hermite-Biehler theory. Equation (51) can be written as 407

follows: 408

G(s) =
k

s(τ s+ 1)
e−θs (62) 409

where k, τ and θ are assumed to be positive. Assuming 410

C(s) as the controller and G(s) as the plant under study, the 411

characteristic equation of the closed loop system is [25]: 412

δ (s) = s2 (τ s+ 1)+
(
kki + kkps+ kkd s2

)
e−θs (63) 413

By converting (63) into quasi-polynomial: 414

f (s) = δ (s) e−θs = kki + kkps+ kkd s2 415

+ s2 (τ s+ 1) eθs (64) 416

According to (64) the stability of the system is equivalent to 417

the condition that all the zeros of f (s) are in open left-half 418

plane. 419

By substituting s = jω into (64) and taking z = θω, the 420

equation in proposed system is difficult to be solved ana- 421

lytically. Diagramming methods and simulations are usually 422

used for investigation. In this paper, increasing the stability 423

range as one of the parts of the objective function has been 424

measured by the algorithm and by valuing the coefficients of 425

the PID controller. 426

On the other hand, the root locus can be used to evaluate the 427

stability of the system, and the critical damping ratio, which is 428

determined according to this root distribution, is an evaluation 429

of the system robustness against disturbance, such as the 430

load variation. The stability and robustness of microgrid will 431

be impacted or even destructed by the coefficients of PID 432

controller. As the stability margin increases more and more, 433

the probability of the systemworking robustly increases. This 434

is one of the goals specified in the cost function (51) func- 435

tion. Considered scenarios are also severe load changes and 436
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FIGURE 6. Convergence diagram for the optimization methods.

TABLE 1. System parameters.

3-phase short circuit error to measure the robust performance437

of the system.438

IV. CASE STUDY AND SIMULATION RESULTS439

In this section, the performance of the proposed method440

is examined via HBA [26] and BWO [27] and PSO. The441

optimization completion condition for all algorithms was442

100 iterations. However, after about 60 iterations, there was443

no significant change in the value of the cost function. The444

number of initial responses was also considered the same445

for the algorithms. The performances were also performed446

in large numbers and the best ones were considered as the447

answer. Simulations were run in MATLAB. A 50 Hz network448

was considered, and the nominal output voltage of the loads449

is 380 volts.450

The schematic of the system is shown in Fig. 5 and the sys-451

tem parameters in Table 1. The scenarios applied to the sys-452

tem are described in Table 2. Attempts were made to include453

severe scenarios in the system’s evaluation. Table 3 shows454

the adjustment coefficients of the algorithms used in this455

paper, namely PSO, BWO and honey badger, as well as the456

results obtained for the second-layer controller. Convergence457

diagrams are shown in Fig. 6.458

Fig. 6 shows that the honey badger algorithm could achieve459

optimal results with less iterations and performed better.460

The time it took for the program to obtain the answer was461

TABLE 2. System load and fault scenarios.

TABLE 3. Adjustment coefficients of algorithms and results.

approximately the same due to the similarities in the initial 462

population and the lack of complex calculations in both 463

algorithms. However, the convergence speed of the honey 464

badger algorithm was higher than that of the PSO and BWO 465
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FIGURE 7. Sinusoidal voltage waveform of the loop optimized via the honey badger algorithm.

FIGURE 8. RMS voltage of the loop optimized via the honey badger algorithm.

algorithms, and a lower cost was achieved, which shows466

this algorithm’s better solution accuracy. Moreover, in the467

absence of an optimal loop, the system operated with severe468

overshoots and undershoots, as well as with high settling469

times. This is evidence of poor system performance and low470

power quality under these conditions. This also reflects the471

proper functioning of the secondary control. According to472

Figs. 7 to 18, the following results can be inferred. With473

the honey badger algorithm, the least number of fluctuations474

was observed, and the settling time was short. With the PSO 475

algorithm, the number of fluctuations increased dramatically. 476

Therefore, the effect of proper optimization and application 477

methods on minimizing the objective function is evident. 478

These fluctuations were seen in both voltage and frequency 479

outputs. The results for bus 1 are shown, but the results are 480

almost the same in all buses. Figs,16 to 18 show the results for 481

the same systemwithout using the second control loop. In this 482

case, the results drop sharply. Of course, the first control 483
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FIGURE 9. Frequency of the loop optimized via the honey badger algorithm.

FIGURE 10. Sinusoidal voltage waveform of the loop optimized via the PSO algorithm.

FIGURE 11. RMS voltage of the loop optimized via the PSO algorithm.

loop eventually returns the nominal values, but this is done484

with very low power quality. Therefore, improper adjustment485

of the second control level leads to poor and unacceptable486

results, and the appropriate power quality is not achieved.487

Table 4 shows the numerical results. In using the BWO 488

algorithm, slightly better results have been obtained than 489

PSO. The reason for the closeness of the results of these 490

two algorithms can be that the search method in the BWO 491
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FIGURE 12. Frequency of the loop optimized via the PSO algorithm.

FIGURE 13. Sinusoidal voltage waveform of the loop optimized via the BWO algorithm.

FIGURE 14. RMS voltage of the loop optimized via the BWO algorithm.

algorithm is almost similar to the Population-based algo-492

rithms. In using the HBA algorithm, the best results have493

been obtained (Total result in Table 4). In this method, the494

average maximum overshoots is 5.3%, the average minimum 495

undershoots is 7.4%, and the average sitting time (average of 496

all scenarios) is 0. 1686 has been obtained. 497
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FIGURE 15. Frequency of the loop optimized via the BWO algorithm.

FIGURE 16. Sinusoidal voltage waveform in the absence of secondary control.

FIGURE 17. RMS voltage in the absence of secondary control.

Finally, the HBA algorithm obtained the best results.498

BWO and PSO algorithms had almost similar results, which499

reminds us that similar algorithms placed in the same500

categorywill get similar and close results. Finally, without the 501

secondary control loop, the results were extremely poor. This 502

comparison was made in the voltage results, which of course 503
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FIGURE 18. Frequency in the absence of secondary control.

FIGURE 19. Comparison of algorithms in bus frequency output 1.

TABLE 4. Resultsof voltage for different algorithms.

affects the frequency and current output. Also, in examining504

the worst cases, it can be seen that the PSO algorithm has505

performed about 7% better than the BWO in obtaining the506

minimum undershoot in the 5th scenario. But in general and507

the average performance of BWO has been better.508

Considering the favorable results obtained by the HBA509

algorithm, it may be concluded that the category of510

meta-heuristic algorithms with the Trajectory search method 511

probably perform better in this category of articles. 512

It should be noted that the results of only one phase are 513

shown. Since the system is balanced, the coefficients obtained 514

for the PID controller are the same for all 3 phases. The 515

outputs are almost constant and there is a slight difference 516

due to the phase difference as shown in Fig. 8. Also if the 517

coefficients of the algorithms are adjusted according to what 518

was explained in table 3, the same results will be obtained. 519

V. CONCLUSION 520

In this paper, an integrated two-level control method was 521

presented, whose purpose is achieving high-quality opera- 522

tion in microgrids. In the first level, a control based on the 523

mathematical equations of the system and the droop controls 524

were introduced. The second control level was entrusted to 525

a PID controller optimized via the honey badger algorithm. 526

The results showed that the proposed method was able to 527

effectively control the occurrence of severe system distur- 528

bances. The power quality in the case of the honey badger 529

algorithm was much better when compared to that of the 530

PSO and BWO algorithms. It was also shown that not using 531
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the second control level wields very poor and unacceptable532

results.533
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