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ABSTRACT The application of license plate recognition technology is becoming more and more extensive.
In view of the current practical requirements for the recognition accuracy and real-time performance of
license plate recognition system in complex scenes, the existing target detection methods and license plate
recognition methods are studied, and a car license plate recognition method based on improved YOLOv5m
and LPRNet model is proposed. On the basis of studying the YOLOv5m algorithm and the image features of
the car license plate, the YOLOv5m algorithm is improved from three aspects: the K-means++ algorithm
is used to improve the matching degree between the anchor frame and the detection target, the DIOU
loss function is used to improve the NMS method, and the feature map with 20 × 20 is removed to
reduce the number of detection layers. A lightweight LPRNet network is used to realize license plate
character recognition without character segmentation. Combining the improved YOLOv5m algorithm with
LPRNet network, a license plate recognition system based on IYOLOv5m-LPRNet model is designed.
The experimental results show that the average recognition accuracy of license plates in front, tilt, night
and strong light interference scenes is more than 98%; Compared with the models of YOLOv3-LPRNet,
YOLOv4-LPRNet, YOLOv5s-LPRNet and YOLOv5m-LPRNet, the recognition accuracy and recall rate
of this method are improved, reaching 99.49% and 98.79% respectively; The mAP of this method is also
the highest, reaching 98.56%; In terms of recognition speed, this method is also faster than the other four
methods, and the number of pictures processed per second is increased by 5 compared with the YOLOv5m-
LPRNet model. Therefore, the improved license plate recognition method in this paper performs well in
robustness and speed.

20 INDEX TERMS License plate recognition, license plate detection, deep learning, YOLOv5m, LPRNet.

I. INTRODUCTION21

With the continuous advancement of smart city construc-22

tion, intelligent transportation system has developed rapidly,23

and license plate recognition system is a necessary part of24

intelligent transportation system, which plays an important25

practical role in improving traffic efficiency, traffic law26

enforcement and traffic safety. How to improve the accuracy27

and real-time performance of the license plate recognition28

system in a variety of complex scenes is a key problem to29

be solved by relevant scholars. Many scholars have carried30

out in-depth research on license plate recognition.31

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Liu.

At present, there are two main types of license plate 32

recognition technologies. One is to use traditional image 33

processing technology, and the other is to use deep learn- 34

ing methods. Deep learning methods are more robust than 35

traditional methods and have been widely studied [1], [2]. 36

Shi and Zhang [3] proposed to use BGRU to optimize 37

the license plate recognition network model, and com- 38

bined with the improved YOLOv3 network to locate the 39

license plate. This method has good robustness. In order to 40

solve the problem of fuzzy license plate character recog- 41

nition, Zhang et al. [4] proposed an license plate char- 42

acter recognition algorithm without character segmentation 43

based on improved CRNN+CTC(Convolutional Recurrent 44

Neural Network+Connectionist Temporal Classification). 45
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FIGURE 1. Structure of YOLOv5m network.

The recognition accuracy and speed of the algorithm have46

been improved to a certain extent. Li et al. [5] used the47

Faster R-CNN algorithm to locate the license plate, used the48

K-means++ algorithm to select the best license plate area49

size, and used the improved AlexNet model to achieve high50

accuracy license plate recognition, avoiding the impact on51

license plate character recognition due to the inability to accu-52

rately segment the license plate characters in the license plate53

recognition method based on license plate character segmen-54

tation. Li et al. [6] used deep neural network to realize end-55

to-end license plate detection and recognition, and trained56

the whole network end-to-end, which not only avoided the57

accumulation of intermediate errors, but also accelerated the58

processing speed. Silva and Jung [7] proposed an end-to-end59

adaptive license plate recognition method based on hierar-60

chical convolutional neural network. Its core idea is to use61

the two passes of the same convolutional neural network to62

identify vehicles and license plate areas, and then use the sec-63

ond convolutional neural network for character recognition.64

Kim et al. [8] proposed a license plate recognition method65

based on deep convolution neural network on the basis of66

multi task learning. The network has a good generalization67

error rate. The research shows that this method is more68

accurate than using the traditional deep convolution neural69

network to classify numbers and characters. Khare et al. [9]70

introduced a novel method called partial character recon-71

struction to segment license plate characters, developed an72

automatic license plate recognition system that can cope with73

many factors, and enhanced the performance of the license74

plate recognition system. In order to solve the problem of75

license plate location in the low resolution multi vehicle76

environment, Zhu et al. [10] proposed a deep learning license77

plate recognition method based on improved YOLOv5s.78

The algorithm has good robustness and fast operation speed. 79

Fu and Qiu [11] used the improved YOLOv3 network struc- 80

ture to identify the characters of the license plate. The net- 81

work is composed of seven full connection layers to predict 82

the seven characters of the license plate, and each full con- 83

nection layer accurately predicts the position and category of 84

one character. 85

The existing license plate recognition methods have some 86

shortcomings, such as low recognition accuracy and poor 87

real-time performance, and the application of YOLOv5 algo- 88

rithm in license plate recognition is rare. Therefore, this paper 89

studies the application of YOLOv5m algorithm in license 90

plate recognition, improves YOLOv5m algorithm accord- 91

ing to the characteristics of license plate objects, and pro- 92

poses a license plate recognition method based on improved 93

YOLOv5m and LPRNet combinedwith LPRNet license plate 94

recognition network. Taking the blue license plate of the 95

car as the object, the recognition test is carried out, and the 96

recognition performance is quantitatively evaluated. 97

II. IMPROVEMENT OF YOLOv5m ALGORITHM 98

A. INTRODUCTION TO YOLOv5m ALGORITHM 99

YOLOv5m is one of the models of YOLOv5 [12], which 100

is characterized in that the depth of each CSP module 101

is CSP1_2, CSP1_6, CSP1_6, CSP2_2, CSP2_2, CSP2_2, 102

CSP2_2, CSP2_2. In Focus and CBS_1, CBS_2, CBS_3, 103

CBS_4 the model widths (i.e. the number of convolution ker- 104

nels) of each stage are 48, 96, 192, 384 and 768 respectively. 105

YOLOv5m has more depth and width than YOLOv5s. The 106

structure is slightly complex, but the detection accuracy is 107

higher. YOLOv5m network is composed of four parts: Input, 108

Backbone, Neck and Prediction. Its structural framework is 109

shown in Figure 1. 110
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FIGURE 2. Structure of CSP.

Mosaic method is used in Input to realize data enhance-111

ment, adaptive anchor box calculation and adaptive image112

scaling. The idea of Mosaic method is to randomly select113

several pictures and splice them on one picture for data114

training, and then flip the picture and change the color gamut.115

Its advantage is that more small targets are added through116

random scaling, which improves the robustness.117

Backbone implements image feature extraction, including118

Focus, CBS, CSP1_x and Spp fourmodules. The key function119

of Focus is to slice the input image, which makes the feature120

image smaller, reduces the number of layers and parame-121

ters, and improves the convolution operation speed. CBS is122

composed of convolution layer(Convolution), batch normal-123

ization layer(BN) and activation function(SiLU). Its func-124

tion is to perform convolution, normalization and activation125

operations on slice images. Cross Stage Partial(CSP) network126

has CSP1_x and CSP2_x two structures, where x represents127

the number of residual components. CSP1_x with residual128

structure is used in feature extraction to optimize the gradient129

in the network, so that the gradient value is enhanced when130

the layer and layer back-propagation, so that the gradient131

disappearance caused by the deepening of the network can132

be effectively avoided. The composition of CSP is shown in133

Figure 2. Spatial Pyramid Pooling(SPP) [13] is composed of134

CBS andMaxPool, as shown in Figure 3. The most important135

function of the SPP module is to expand the receptive field.136

The SPP uses convolution kernel of different sizes to input137

characteristic maps of different sizes for maximum pooling,138

and then splice different results with the data without pool139

operation, so that the dimension of the output characteristic140

vector is the same.141

Neck part realizes multi-scale feature information fusion.142

It adopts the structure of Feature Pyramid Network(FPN) +143

Pyramid Attention Network(PAN) [14], which is composed144

of several bottom-up paths and several top-down paths.145

Its structure is shown in Figure 4. The feature map is up sam-146

pled by FPN from top to bottom, and the extracted features147

are fused with those extracted from the backbone network;148

PAN is used to down sample the feature map from bottom149

to top, and the extracted features are fused with the fea-150

tures extracted from FPN layer. Through FPN+PAN network151

structure, the features extracted from the backbone network152

and detection network can be aggregated, and the feature153

fusion ability of the network can be improved. The extracted154

features are fused through CSP2_2 module. Concat is a155

channel splicing module to realize the combination of image156

features.157

FIGURE 3. Structure of SPP.

FIGURE 4. Schematic diagram of Neck structure.

Prediction section predicts the input image features, out- 158

puts the boundary box of the target category and target 159

position with the highest confidence score, and provides 160

three different detection scales(80 × 80, 40 × 40, 20 × 20). 161

There are three commonly used bounding box loss functions, 162

namely, classification loss function, confidence loss function 163

and location loss function. The real target box is screened 164

out by using NonMaximum Suppression(NMS) to eliminate 165

redundant prediction target boxes, which improves the detec- 166

tion accuracy of the network. 167

B. IMPROVEMENT OF YOLOv5m ALGORITHM 168

1) IMPROVE THE MATCHING DEGREE BETWEEN ANCHOR 169

FRAME AND DETECTION TARGET 170

K-means algorithm is a random allocation of initial clustering 171

centers, which is not suitable for clustering license plate 172

data sets. Therefore, in order to improve the accuracy of 173

license plate detection, K-means++ algorithm [15] is used 174

for multidimensional clustering of label data sets, which can 175

effectively reduce the time for the model to find the anchor 176
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FIGURE 5. Relative position and size of target.

box and the amount of calculation in the target box matching177

process. In order to make the anchor frame and detection178

frame have a large intersection, so as to select the best a priori179

frame, the expression of the algorithm is:180

d = 1− IOU (1)181

where, IOU represents the intersection over union of the182

prediction frame and the real frame.183

YOLOv5m network will adaptively calculate the cor-184

responding a priori anchor box values according to dif-185

ferent data sets, and its initial a priori anchor boxes are186

(10,13), (16,30), (33,23), (30,61), (62,45), (59,119), (116,90),187

(156,198) and (373,326). The prior anchor boxes obtained188

by K-means++ algorithm clustering are (12,16), (17,39),189

(30,52), (54,60), (33,26), (126,183), (227,283), (373,326)190

and (407,486) respectively. The principle of allocation is to191

allocate large prior anchor boxes to small targets and small192

prior anchor boxes to large targets. The map of the relative193

position and size of the target is obtained by analyzing the194

data on the target position and size label, as shown in Figure 5.195

Figure 5(a) shows the relative position of the target.196

According to it, the relative position of the anchor frame in197

the image can be found, that is, it is concentrated between198

0.4-0.6 along the X axis and between 0.4-0.5 along the199

Y axis. Figure 5(b) shows the relative size of the target. It can200

be seen that the target width accounts for 40%-60% of the201

image width, and the target height accounts for 10% -15% of202

the image height.203

2) IMPROVED NMS METHOD204

In view of the problem that NMS is prone to miss detection205

when screening the real target frame, the idea of DIOU loss206

function is used for reference to improve the post-processing207

method of NMS, and the DIOU-NMS method is obtained.208

DIOU loss function is:209

RDIOU =
ρ2(b, bgt )

l2
(2)210

where, b is the predicted target box, bgt is the real target 211

box, ρ2(b, bgt ) is the distance between the center point of the 212

predicted target box and the real target box, and l is the dis- 213

tance between the diagonals of the minimum circumscribed 214

rectangle of the two boxes. 215

Assuming that the network model detects a candidate box 216

set as Hi, for the prediction target box M with the highest 217

category confidence, the pi of DIOU-NMS update formula is 218

defined as: 219

pi =

{
pi, IOU − RDIOU (M ,Hi) < ε

0, IOU − RDIOU (M ,Hi) ≥ ε
(3) 220

where, i is the number of anchor boxes corresponding to each 221

grid, pi is the classification score of different category targets, 222

IOU is the intersection and union ratio, and RDIOU (M,Hi) 223

is the value of RDIOU about M and Hi, ε is manually set 224

threshold for NMS operation. 225

DIOU-NMS method takes into account the distance, over- 226

lapping area and aspect ratio between the predicted target 227

frame and the real target frame. The farther the distance 228

between the center points of the two rectangular frames, it is 229

determined that they may be located on different detection 230

objects. Combining the IOU of the two rectangular boxes 231

with the distance between the center point, on the one hand, 232

optimizes the IOU loss, on the other hand, guides the learning 233

of the center point, and can more accurately return to the 234

prediction target box [16]. 235

3) REDUCE THE NUMBER OF DETECTION LAYERS 236

There are three detection layer characteristic maps with dif- 237

ferent scales in YOLOv5m network, which are 80 × 80, 238

40 × 40, 20 × 20. The receptive field of 80 × 80 detection 239

scale is 8 × 8 pixels region, suitable for detecting small 240

targets; And the receptive field of 40 × 40 detection scale is 241

16 × 16 pixel region, mainly used to detect medium-sized 242

targets; For 20 × 20 detection scale, its receptive field is 243

32× 32 pixel region, used to detect large targets. 244
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FIGURE 6. Structural diagram of IYOLOv5m.

In the traffic scene, the license plate belongs to a small245

target, so it is necessary to reduce the number of detection246

layers, that is, removing feature map of the scale with 20×20,247

reserving feature map of the scale with 80× 80 and 40× 40.248

The improved network not only meets the needs of license249

plate detection, but also reduces the complexity of the net-250

work and improves the running speed of the network and the251

speed of target detection.252

The structure of the improved YOLOv5m(IYOLOv5m)253

model is shown in Figure 6.254

III. LPRNet LICENSE PLATE RECOGNITION NETWORK255

LPRNet [17] adopts a lightweight convolutional neural net-256

work structure, which can be used in license plate recognition257

without the need for license plate character segmentation258

like the traditional algorithm, and can realize end-to-end259

license plate character recognition with good robustness. The260

backbone network of LPRNet has three convolution layers,261

three maximum pooling layers, three basic modules, and two262

Dropout layers set to prevent over fitting. The network input263

is 94×24 image, the output layer is a convolution layer, and its264

structure is shown in Table 1. Each basicmodule contains four265

convolution layers, one input layer and one feature output266

layer. Its structure is shown in Table 2.267

LPRNet uses the backbone network to extract image fea-268

tures, and then uses convolution kernel to convolute to obtain269

the license plate character sequence. However, since the270

LPRNet decoder output is different from the length of the271

character sequence, the CTC(Connectionist Temporary Clas-272

sification) loss function with variable length coding is used273

to avoid errors. LPRNet uses the beam search filter to obtain274

TABLE 1. LPRNet network backbone.

TABLE 2. Small basic block structure.

the first n sequences with the highest probability as output, 275

and returns the first pre-defined template set successfully 276
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FIGURE 7. License plate recognition system process.

matched according to the national standard for motor vehicle277

license plates.278

IV. IYOLOv5m-LPRNet LICENSE PLATE RECOGNITION279

MODEL280

Based on the above research, in view of the strong target281

detection ability and fast detection speed of IYOLOv5m,282

combined with the ability of lightweight LPRNet network283

to realize end-to-end license plate character recognition,284

a car license plate recognition system based on IYOLOv5m-285

LPRNet model is designed, as shown in Figure 7. Compared286

with the traditional method, this model does not need to287

segment the license plate characters, avoids the impact of288

character segmentation effect on character recognition, and289

improves the adaptive ability of the algorithm.290

V. EXPERIMENTAL RESULTS AND ANALYSIS291

A. LICENSE PLATE DATA SET292

CCPD(Chinese City Parking Dataset) [18], an open-source293

data set of the Chinese Academy of Sciences, is composed of294

Chinese blue license plates. There are about 250000 indepen-295

dent license plate pictures, taking into account various com-296

plex traffic environments, such as different lighting environ-297

ments, diversity of shooting angles, different time difference,298

etc. Taking into account the accuracy and operation speed,299

21445 license plate pictures under different light intensity,300

different camera angles and different time scenes are selected301

for the experiment. The K-fold cross validation method is302

used to train the model. The license plate data set is divided303

into five groups, with 4289 pictures in each group. The val-304

idation set is made for each group of data respectively, and305

the remaining four groups of data are used as the training set,306

that is, the training set contains 17156 pictures.307

The picture file name of the CCPD data set is the308

annotation information, for example, the file name of the309

license plate picture is ‘‘0093-2_4-326&446_470&500-310

470&493_332&500_326&453_464&446-10_11_26_23_24311

_26_25-124-72.jpg’’, represents the annotation information312

of the picture. The file name is divided into 7 segments,313

including the region, horizontal and vertical tilt angles,314

annotation box vertex coordinates, four vertex coordinates315

of license plate, license plate number and other informa-316

tion. For example, ‘‘326&446_470&500’’ in paragraph 3317

indicates that the vertex coordinates of the upper left cor-318

ner and the lower right corner of the callout box are319

(326,446) and (470,500) respectively, and ‘‘10’’ in paragraph320

5 ‘‘10_11_26_23_24_26_25’’ indicates ‘‘<Jiangsu>’’, ‘‘11’’321

indicates ‘‘M’’, and ‘‘26_23_24_26_25’’ respectively indi-322

cates: 2, Z, 0, 2 and 1, that is, the license plate number is323

‘‘<Jiangsu>M2Z021’’.324

B. EXPERIMENT CONFIGURATION AND PARAMETER 325

SETTING 326

Experimental configuration: Intel CPU R©CoreTMI7-108750 327

@2.60GHz×8, The GPU is GeForce GTX 3060 12GB, the 328

RAM size is 16GB, the operating system is Windows 10, 329

the development environment is PyCharm 2021, the frame- 330

work is Pytorch 1.7, the development language is Python 3.8, 331

CUDA 11.6, CuDNN 7.6. 332

Superparameter Settings: the optimizer is Adam, the initial 333

learning rate is 0.01, the learning rate attenuation coefficient 334

is 0.1, batch_size is 32 and the weight attenuation coefficient 335

is 0.0005. Because the larger the epoch value is, the more 336

stable the training model is, the higher the accuracy is and the 337

faster the convergence is. Therefore, the epoch is determined 338

to be 300 through experiments. 339

C. PERFORMANCE EVALUATION INDEX 340

In order to effectively evaluate the robustness of the model 341

and the accuracy of license plate recognition, the perfor- 342

mance of the model is evaluated by five indicators: Preci- 343

sion, Recall, Fscore, mean of average precision(mAP) and 344

FPS. Fscore comprehensively reflects the performance of 345

the model. FPS represents the number of pictures pro- 346

cessed per second, the larger the value, the faster the 347

operation speed. The closer mAP is to 1, the better the 348

overall performance of the model. The formula for defin- 349

ing the evaluation index by using the confusion matrix 350

is [19]: 351

Precision =
TP

TP+ FP
× 100% (4) 352

Recall =
TP

TP+ FN
× 100% (5) 353

Fscore =
2× Precision× Recall
Precision+ Recall

(6) 354

mAP =

N∑
i=1

∫ 1
0 Pi(R)dR

N
(7) 355

FPS =
Figure Number
Total Time

(8) 356

where, TP is the number of samples that are both 357

actual and predicted to be correct, FP is the number of 358

samples that are actually negative and predicted to be 359

positive, FN is the number of samples that are actually 360

positive and predicted to be negative, N is the number of 361

sample categories, APi =
∫ 1
0 Pi(R)dR is the average accu- 362

racy of category i, FigureNumber is the total number of 363

processed pictures, and TotalTime is the total processing 364

time. 365
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FIGURE 8. License plate recognition test results.

D. IDENTIFICATION RESULTS AND COMPARATIVE366

ANALYSIS367

The license plate recognition model in Figure 7 is used368

to test the license plate recognition of 6000 pictures with369

different shooting angles and different light intensities. These370

6000 pictures are divided into four categories, including371

each 1500 pictures collected in front, tilt, night and dark 372

scenes. This can test the performance of the license plate 373

recognition model in different scenes. Part of the recogni- 374

tion results are shown in Figure 8. The purplish red rect- 375

angular box is the detection box, and the white characters 376

above the detection box are the recognition results, that is, 377
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TABLE 3. Index values of license plate recognition.

TABLE 4. Performance comparison of different license plate recognition models.

the output license plate number. The recognition results in378

Figure 8(a) are ‘‘<Anhui>A37095’’, ‘‘<Jiangsu>E5NF78’’,379

‘‘<Anhui>AX8J13’’ and ‘‘<Anhui>AHF777’’ respec-380

tively, the recognition results in Figure 8(b) are ‘‘<Anhui>381

ANN923’’, ‘‘<Anhui>AF5Z25’’, ‘‘<Anhui>AN4526’’ and382

‘‘<Anhui>ACL042’’ respectively, the recognition results in383

Figure 8(c) are ‘‘<Anhui>A71U52’’, ‘‘<Anhui>HW896T’’,384

‘‘<Anhui>AHE328’’ and ‘‘<Anhui>APB097’’ respec-385

tively, and the recognition results in Figure 8(d) are386

‘‘<Anhui>AP077L’’, ‘‘<Anhui>ATJ063’’, ‘‘<Anhui>387

A002R6’’ and ‘‘<Jiangsu>M2S966’’ respectively.388

It can be seen from Figure 8 that the recognition results389

are basically correct for license plates in front, tilt, night and390

strong light interference. Figure 9 shows the change curve391

of the loss value of the improved model during the training392

process. It can be seen that the loss value drops steadily.393

When epoch=300, the global loss rate drops to about 1.5%,394

indicating that the convergence of the improved model is395

more stable.396

In order to verify the overall performance of the license397

plate recognition model in this paper, use equations (4) - (8)398

to calculate the index values, as shown in Table 3.399

According to the analysis in Table 3, the Precision of front400

license plate, inclined license plate and night license plate is401

higher than 98%, the Precision of front license plate is as high402

as 99.84%, only the Precision under dark light conditions is403

close to 98%, and the average value of Precision is more than404

98%. For Recall, the front license plate and inclined license405

plate are higher than 98%, the front license plate is as high as406

99.86%, and the Recall of night and dark light license plates is407

slightly higher than 97%, with an average value of more than408

98%. The average value of Fscore is 0.9829, which is close to409

1. The mAP of the front license plate is as high as 99.34%,410

and the average value is 98.26%, indicating that the model411

has high accuracy. The average value of FPS is 32, that is,412

it processes 32 pictures per second, which is faster.413

FIGURE 9. Loss function curve.

The model in this paper is compared with YOLOv3- 414

LPRNet, YOLOv4-LPRNet, YOLOv5s-LPRNet and 415

YOLOv5m-LPRNet models to conduct license plate recogni- 416

tion test under the same experimental conditions to verify the 417

effectiveness of the improved model in this paper. The results 418

are shown in Table 4. 419

It can be seen from Table 4 that the Precision of the 420

method in this paper reaches 99.49%, which is 13.75%, 421

11.5%, 6.57% and 5.29% higher than the Precision of the 422

YOLOv3-LPRNet, YOLOv4-LPRNet, YOLOv5s-LPRNet 423

and YOLOv5m-LPRNet models respectively; Recall reaches 424

98.79%, which is 19.66%, 17.17%, 4.14% and 3.59% higher 425

than the Recall of YOLOv3-LPRNet, YOLOv4-LPRNet, 426

YOLOv5s-LPRNet and YOLOv5m-LPRNet models respec- 427

tively. Fscore takes into account both Precision and Recall, 428

which comprehensively reflects the performance of the 429

recognition model. The value of the model in this paper 430
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is as high as 0.9914, indicating that the recognition effect431

of the model in this paper is the best, showing excellent432

recognition performance. The mAP of this method is the433

highest, which is 11.61%, 10.48%, 5.4% and 4.2% higher434

than the mAP of the YOLOv3-LPRNet, YOLOv4-LPRNet,435

YOLOv5s-LPRNet and YOLOv5m-LPRNet models respec-436

tively. In terms of recognition speed, the improved method437

in this paper is also faster than the other four methods, and438

the number of pictures processed per second is increased by439

5 compared with the YOLOv5m-LPRNet model. Overall, the440

Precision, Recall, Fscore, mAP and FPS indexes of thismethod441

are higher than those of YOLOv5m-LPRNet. Therefore, the442

improved license plate recognition model in this paper shows443

excellent adaptability and robustness, and the recognition444

speed is also fast.445

VI. CONCLUSION446

The YOLOv5m algorithm is studied, and the YOLOv5m447

algorithm is improved from three aspects in combination448

with the characteristics of the license plate detection object.449

The improved license plate detection algorithm has faster450

operation speed and accurate positioning. The lightweight451

LPRNet network is used to realize license plate character452

recognition. The network has strong adaptability to complex453

environment and good robustness. Combining the improved454

YOLOv5m algorithm with LPRNet network, a car license455

plate recognition system based on IYOLOv5m-LPRNet456

model is designed, and the system simulation model is estab-457

lished. The model is used to train and verify a large num-458

ber of car license plate samples, which verifies the effec-459

tiveness of the model. The experiment on the car license460

plate recognition model shows that the recognition accuracy,461

recall and mAP of the model are improved, reaching 99.49%,462

98.79% and 98.56% respectively; The recognition speed463

reaches 42 pictures per second. The improved method has464

high recognition accuracy, fast speed, excellent robustness465

and real-time performance, and can basically meet the needs466

of car license plate recognition in complex scenes.467
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