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ABSTRACT With the wide application of heterogeneous multi-core processor real-time systems, the existing
analysis methods of worst-case response time (WCRT) overestimate the blocking information among
tasks, resulting in a rather pessimistic estimation. To improve the accuracy of the WCRT, we propose a
reconstruction-based WCRT analysis method for multi-type directed acyclic graph (DAG) tasks scheduling
algorithm(RMDS). The RMDS algorithm comprises the following steps: First, we unitize all task nodes in
the multi-type DAG task; Then, we use key factors as task priorities to schedule tasks and reconstruct the
DAG task model into a parallel node segment model; Finally, we estimate the WCRT of multi-type DAG
tasks according to the parallel node segment model to assess task schedulability. To verify the performance of
our algorithm, we compared it with traditional algorithms. RDMS showed an acceptance rate 6.13% higher
and its overall performance increased by 25.95% in comparison with traditional algorithms.

INDEX TERMS Worst-case response time, reconstruction, task scheduling, RMDS, multitype DAG tasks.

I. INTRODUCTION

Real-time embedded systems are increasingly being imple-
mented on heterogeneous multi-core processor platforms to
meet their diverse and high computing demands [1] owing
to their continuous improvement of processor performance.
Real-time systems based on heterogeneous multi-core pro-
cessors have been successfully applied in the fields of digital
signal processing [2], image processing [3], [4], and dis-
tributed systems [5], and have achieved remarkable results.
Resource allocation [6] and energy consumption [7] in the
process of task scheduling based on heterogeneous multi-core
processor platforms are always the key issues to be faced.
To address these problems, this study adopts a migration
method that can avoid cache misses and processor task state
transitions. The study focuses on the overhead non-migration
scheduling method [8].
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The worst-case response time (WCRT) is the maximum
time spent by all DAG tasks on a heterogeneous multi-core
platform under the corresponding DAG task scheduling pol-
icy. This bound is used to judge whether a current DAG task
can be scheduled and completed within the specified time
and is an important evaluation index to measure the quality
of DAG task scheduling algorithms. Current methods to cal-
culate the upper bound of worst response times overestimate
the required overhead time and are thus too pessimistic.

The WCRT of each task is the most important indicator
to measure the real-time performance of the system. The
schedulability of the task is assessed by its WCRT, which pro-
vides the basis for real-time scheduling. Since the real-time
task scheduling is a non-deterministic polynomial (NP) com-
plete problem [9], and only suboptimal solutions WCRT can
be obtained. The WCRT computing method for real-time
tasks has become a topic in the field of embedded research.

Directed acyclic graphs (DAG) are widely used to model
applications executed on heterogeneous multi-core plat-
forms. Typically, applications are divided into subtasks that
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are scheduled to be executed on a set of available pro-
cessor cores. Each vertex of the DAG corresponds to an
execution sequence, and each directed edge represents a
precedence constraint between vertices. The critical path
is the length of the path with the longest execution time
in the entire DAG task, which represents the lower limit of
the WCRT.

Previous studies [10], [11], [12], [13] analyzed the execu-
tion sequence of the tasks, studied the relationship among
the execution time of tasks, the length of the critical path,
and the WCRT, and helped improve the effect of the task
execution time on the WCRT for polynomial solving tasks.
Using polynomial needs to consider the influence of different
factors on the WCRT, and the calculation method is com-
plicated. Other studies [14], [15], [16], [17], [18], [19], [20]
analyzed the tasks latest deadline and earliest start time to cal-
culate the task priority and generated a priority list to obtain
the WCRT according to that sequence. Still other studies
(21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31]
used a heuristic algorithm to dynamically simulate the task
scheduling problem and generated the optimal scheduling
sequence through continuous iterations to obtain the WCRT.
This method requires a large amount of computation to iter-
atively generate the task scheduling sequence. The structure
of the task graph is complex, and it is easy to fall into a local
optimum whereas ignoring the global optimum scheduling
goal.

This paper focuses on the multi-type DAG model, and pro-
poses areconstruction-based multi-type DAG task scheduling
method (RMDS) and a WCRT analysis method.

(1) First, the DAG task graph unitizes the tasks,
unifies the execution time of the tasks, and improves the
accuracy of obtaining blocking information during task
execution;

(2) Second, a key factor calculation method is proposed
as the priority index of task nodes, make the task scheduling
order globally optimal.

(3) Third, each task node in the DAG is assigned to the
corresponding parallel node segment, so that the DAG task
model is reconstructed into a parallel node segment [12]
model, optimize the scheduling process of tasks and improve
the efficiency of task allocation.

(4) Finally, the WCRT of multi-type DAG tasks is esti-
mated based on the parallel node segment information to
acquired task WCRT is more accurate.

The experimental results show that the RMDS algorithm
proposed here improves the schedulability assessment accu-
racy by 25.95% compared with the DTA algorithms.

This paper is organized as follows: Section 2 discusses
related work; Section 3 introduces the system and task
model; Section 4 describes the WCRT analysis method
proposed in this paper; Section 5 compares the proposed
algorithm with existing algorithms and verifies the superi-
ority and correctness of this method; conclusions are stated
in Section 6.
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Il. RELATED WORK

Many experts and scholars have made significant research on
how to efficiently obtain a more accurate WCRT for real-time
tasks.

A. POLYNOMIAL CALCULATION

Jaffe et al. [10] proposed a calculation method for the WCRT
of real-time tasks for the scheduling problem of different
types of tasks on different processors, but the obtained WCRT
did not consider the self-sustainability problem that get a
larger WCRT. Han e al. [11] proposed two WCRT analysis
methods by studying multi-type DAG tasks, which solved
the non-self-sustainability problem of the algorithm [10] and
improved the WCRT calculation accuracy. The algorithm
overestimates the interference of non-critical path nodes to
the execution of critical path nodes. Melani et al. [12] ana-
lyzed the DAG task model with conditional structure and used
the worst-case execution time and longest path length of the
task to characterize the complex structure of the conditional
task graph and proposed the concept of parallel node seg-
ments. The node segment divides the execution interval of
the task and calculates its WCRT. The algorithm does not
consider the task execution interval defined by the parallel
node segment, which will cause a large number of processors
to be idle waiting for the execution of other task nodes in
the same node segment, and the WCRT obtained is less
accurate. Serrano et al. [13] proposed a DAG conversion strat-
egy for DAG tasks that support parallel and heterogeneous
computing. This strategy avoids the interference between
parallel tasks by allocating some of them to the accelerator
for execution, reduces the idle waiting time of the processor,
and obtains the WCRT of the task, but this method does not
consider the possibility that the assignment of different tasks
leads to different results.

B. SIMULATION SCHEDULING

Axer et al. [14] studied fork-join tasks with fixed priority and
proposed a WCRT analysis method based on fixed-priority
tasks, considering the interference of tasks with higher prior-
ity. The algorithm is a trade-off inadequate consideration of
priorities and task selection results in poor accurate WCRTs.
Maia et al. [15] proposed a schedulability analysis method
based on global fixed-priority tasks on multiprocessors, using
task decomposition and sliding window to derive the inter-
ference information between tasks, and calculated the worst-
case response of each task time, but the time complexity
of the algorithm is high, and it cannot analyze large-scale
real-time tasks. Yang et al. [16] proposed an end-to-end
response time analysis method by studying DAG tasks that
allow parallelism within tasks, calculating the WCRT in the
case of priority scheduling of tasks with the earliest deadline.
The WCRT obtained by the algorithm is not very accurate.
Chang et al. [17] proposed a critical assignment strategy for
the schedulability problem of multi-type DAG task models,
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assigning a criticality to each subtask as the priority constraint
of task execution to obtain the WCRT. Nogd et al. [18]
proposed a response time analysis method based on fixed
priority and ordered spin lock for the problem of lack of
response time analysis for non-preemptive global scheduling
of shared resources. However, the WCRT obtained by the
algorithm fluctuates greatly in different situations. He et al.
[19] proposed a response time analysis method for DAG tasks
based on arbitrary priority to solve the problem that DAG
task scheduling is constrained by priority, high priority tasks
are scheduled first, which improves the efficiency of finding
the tasks’ WCRT, but the accuracy was poor. Sun et al. [20]
showed that the traditional real-time scheduling algorithm of
OpenMP tasks cannot guarantee the upper bound accuracy
of the response time and proposed a hierarchical schedul-
ing algorithm (HS) to schedule OpenMP tasks and gave a
response time analysis method based on the HS algorithm, but
their algorithm has great limitations in scheduling flexibility
and response time analysis accuracy.

C. HEURISTIC ALGORITHM

According to the difference of task classification, experts
have invested a lot of research on the scheduling problem of
related tasks [21], independent tasks [22], and periodic tasks
[23], [24], using heuristic algorithms.

Moghadam et al. [25] proposed a simulation-based
response time analysis method for the high complexity of
industrial real-time systems, using reinforcement learning to
simulate the execution scenario of the program to estimate the
WCRT, but the algorithm requires a significant time to train.
Sun et al. [26] proposed a linear-time dynamic programming
algorithm to estimate the WCRT and achieved good results,
although the algorithm’s high complexity requires significant
computational time. He et al. [27] proposed to control the
execution order of tasks through vertex priority assignment,
and designed a heuristic algorithm for proper task priority
assignment. In order to improve the schedulability of the
system, the algorithm has a large time overhead for DAG
tasks with a large number of nodes. Skr et al. [28] showed
that the heuristic algorithm can only reach the local optimum,
and the result deviates from the optimal solution. An ILP-NC
algorithm based on integer linear programming is proposed.
This algorithm reduces the number of constraints required for
task scheduling and improves its performance by modifying
the number of processors set by the platform and the deadline
for a given task. But the computations needed for this method
are highly complex. Roy et al. [29] proposed a low-cost
heuristic algorithm CC-TMS to solve the problem of high
computational complexity of the optimal solution of task
scheduling by integer linear programming, which reduces the
algorithm for finding the optimal solution of task scheduling.
However, when scheduling more complex tasks, the algo-
rithm only considers how to quickly obtain the scheduling
order and ignores the scheduling time. Devaraj et al. [30]
addressed the problem that traditional heuristic task schedul-
ing algorithms cannot consider all necessary conditions, and
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proposed a fault-tolerant scheduling method based on super-
visory control and designed a search strategy to maximize
fault-tolerance, thereby improving task scheduling. But this
algorithm is very time consuming.

Current research uses different scheduling strategies to
solve the task scheduling problem, and has achieved great
results, but the results of the existing methods to obtain the
worst response time of the task are pessimistic, and they do
not consider the impact of other tasks in the task scheduling
process. In view of the above, this study proposes a worst-case
response time analysis method for multi-type DAG tasks
based on reconstruction, which improves the accuracy of
task response time and reduces the time overhead of task
scheduling.

IIl. SYSTEM MODEL AND RELATED DEFINITIONS

A. PROCESSOR MODEL

Here we assume that the heterogeneous multi-core platform
consists of K different types of processors, represented by
H = {H|,H>,...,Hg}. The number of processor cores of
each type is not necessarily the same, so let my represent the
number of processor cores of the kth type, that is my = |Hg|.
All cores can execute tasks in parallel. The computing speed
at which each processor core executes the corresponding task
node is one unit of time.

B. TASK MODEL

The multi-type DAG task model can be represented as a
quadruple G = {V,E,P,c}, where V. = {vi,v,...,
Vi, ..., vy} is the set of nodes, each node v; represents the
i task in the DAG, and n = |V| is the number of tasks in
the DAG. E is the set of DAG edges, whose elements are
two-dimensional matrix, (e;) for 1 < i,j < 2, and ¢;; =
1 indicates that there is a predecessor dependency between
the nodes (vi, vj) , where v; is called the predecessor node of v;
and v; the successor node of v;, that is, v; can only be executed
after v; is executed. The relationship between task nodes and
processors is denoted by P, all tasks are to be executed on
a fixed type of processor. In the processor modeling stage,
each type of processor is marked, and tasks are assigned to
the processor with the fastest execution speed by default, and
each node has a type of processor. For example, P (v;) =
k, (k € [1,K]) means that the node v; must be executed on
set Hy of processor cores of type k. The execution time of
each task node is denoted by c, and ¢ (v;) is the maximum
execution time of the node v; on its corresponding type of
processor Hy.

Definition 1: Let prep(v;) denote the set of direct prede-
cessor tasks of the task v; in the multiple-type DAG task.
If pred(v;) = 0, then the node is called the start node and
is denoted vy,,+. The set succ(v;) denotes the set of tasks that
directly succeed v;. If succ(v;) = @, then the node is called
the termination node and denoted v,

In a DAG task, if there are multiple start and end nodes, a
virtual start node and end node with an execution time of 0 is
added.
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FIGURE 1. DAG task graph example G.

When a continuous execution sequence includes both the
start and the end nodes it is called a complete path [. L =
{l1, 1o, I3, ..., Iy represents the set of all complete paths, and
Lnax 1s the longest complete path, which is called the critical
path, len(l,,) represents the time cost of executing the com-
plete path [, and len(G) is expressed as the time overhead of
the longest path /4, in the DAG, which determines the lower
bound of the WCRT. We have:

len (1) = Zwelm c(v;) (D
len(G) = ;nai( {len (1,,)} 2)

Definition 2: Let des(v;) be the set of descendent nodes of
vi. If node v; € des (v;), then v; must be executed after v;
and v; has no other predecessors. All nodes, except Vg, are
descendants of vgs.

Definition 3: If we consider all the connected nodes from
the node v; to the terminal node v,,; as a subgraph of the
DAG task, the longest path of the subgraph is called the local
critical path PCP(v;), and Lpcp(v;) the local key. The local
critical paths of nodes on the critical path are a subset of
the critical paths of the DAG. The length of the path is:

max c¢ (v;) + (LPCP (Vj)) 3)

vjesucc(v;)

Lpcp (vi) =

Definition 4: Let’s be the set of multiple parallel tasks
where all tasks in the node segment are executed at the
same time and different node segments are serially connected
through directional arcs. By converting the DAG task into
an execution sequence composed of multiple node segments,
the task model is simplified. The worst execution time of all
parallel node segments depends on the task node with the
longest execution time:

c (segment;) = max
viEsegments;

¢ (i) “

Fig. 1 shows a multi-type DAG example G running on three
types of processors, where each node represents a task of the
DAG, the node name of the current task and the execution
time of the task are given in the node, different colors indicate
the different processor cores in which they are executed; v; is
the name of the node, and the digital sub-table represents the
execution of the node on the corresponding processor type
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FIGURE 2. Schematic diagram of node splitting.

and the size of its execution time. In this example, m; = 2,

and my = m3 = 1. From Definition 1 and Definition 2,
we know that prep (vo) = {v1, v2, v3}, since succ (vg) = @
and prep (vis) = #, SO Vsurr = V0, Vend = Vi5. The

critical path is I = {vo, v3, v7, V10, V13, v15} whose length
is len (G) = 12. From definition 3 it can be concluded that
Lpcp (v3) = 10.

IV. RMDS ALGORITHM

To obtain a more accurate WCRT, we propose a
reconstruction-based WCRT analysis method for multi-type
DAG tasks (RMDS).

A. TASK PREPROCESSING

The execution time of each task node in the DAG is randomly
generated. Since the execution time of task nodes is not
uniform, when calculating the WCRT many processors will
be idle when the task node divides the execution interval
and the WCRT of the task cannot be accurately calculated.
To solve the above problems, this study unitizes each task
node of the DAG according to the execution time and divide
all task nodes except the start node and all end nodes into
multiple nodes with the same execution time preserving their
sequential connection. We end up with a collection of unit
nodes. To reduce the number of node splits, the execution
time of a unit node is set to the greatest common divisor d
of all nodes that need to be split. We normalize the tasks
whose execution time is less than one unit and then perform
the unitization operation of the tasks to ensure that to each of
them is assigned at least one unit node.

Fig. 2 is a schematic diagram of how a node with an
execution time 4 and d = 1 is split into & nodes with an
execution time of d. Through node splitting, each split unit
node v; j is represented as the 7™ unit node of the i’ node.

The Fig. 3 shows the task graph G’ after unitizing the task
graph G. All nodes in G except the start node v,y and the
end node v,y are split into unit nodes. The other attributes of
each unit node are the same as those before the split, and all
unitized nodes are connected by edges.

The number of nodes |V’| of the DAG after unitization is:

VI=EL ®

Equation (5), |V| is the number of nodes in the DAG
before unitization, and d is the greatest common divisor of
the execution time of the split nodes.

B. TASK PRIORITIES IN RMDS

The accuracy of improving the WCRT of task scheduling
depends largely on assigning priorities to tasks. If a task is
scheduled first, resulting in a shortened WCRT, the task must
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FIGURE 3. Unitized task graph G'.

have a high priority. This study proposes key factors as task
priority indicators and evaluates the impact of current node
priority allocation on subsequent nodes by calculating key
factors and prioritizes tasks with large key factors. The key
factor is mainly composed of two parts.

(1) The local critical path length Lpcp from the current
node v; to the terminal node v,,4, as shown in Definition 3,
which represents the WCRT lower limit of the DAG subgraph
formed by the current node and the terminal node. It is used
as the main reference factor for task scheduling.

(2) The criticality w (v;) of the current node to subsequent
nodes. If the current node has many descendant nodes, pref-
erentially assigning this node can effectively reduce the idle
waiting time of the processor. To ensure the minimum overall
response time, 1 (v;) is used as a secondary indicator of task
priority assignment, as shown in (6):

p(vi) = max p(v)

vjesuccy;

+ max
ke[1,K]

C \vj
Z vj € succ (v;) ( J) (6)

P =k Mk

where succ (v;) is the direct successor node set of task node
vi, P (vj) = k indicates that task node v; is scheduled on the
processor core of type k, and my is the number of processor
cores of type k. it (Venq) is defined as 0.

In summary, for the task scheduling priority assignment
problem, the calculation method of the key factor is shown
in the following equation:

Iprio (v;) = Lpcp (vi) + p (%) @)

Table 1 is a list of task priorities based on key factors.

According to Table 1, the key factors proposed in this paper
expand the range of priorities and subdivide the degree of
influence of each task on subsequent task scheduling.

C. TASK GRAPH RECONSTRUCTION
Based on the priority list of DAG tasks shown in Table 1,
the DAG is reconstructed into a parallel node segment model,
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TABLE 1. Task priority list.

Node Lpcp(v) u(w;) Iprio(v;)
Vo 12 115 235
Via 8 5.0 13.0
Vi 7 45 115
Vas 9 7.0 16.0
Vs, 8 6.0 14.0
V3, 10 9.5 19.5
Vs 9 75 16.5
Vas 6 35 9.5
Vs 6 3.5 9.5
Ver 7 5.0 12.0
Va1 8 5.5 13.5
Vss 7 5.0 12.0
Ver 5 5.0 10.0
Vos 5 3.0 8.0
V1o 6 40 10.0
Vios 5 3.0 8.0
Viis 4 3.0 7.0
Viza 4 4.0 8.0
Vg 4 2.5 6.5
Viss 3 2.0 5.0
Vs 3 2.0 5.0
Vis1 2 0 2.0

the execution interval of each task node is limited, and the
priority selection strategy is used to ensure that tasks are in
a relatively optimal time period scheduling, thereby reducing
the execution time of task nodes. The reconstruction of the
DAG is divided into the following steps.

(1) Obtain nodes with 0 in-degree nodes from the DAG,
and form a ready node set, and execute step (2).

(2) Allocate the ready node set to the node segments
according to the size of the key factor and assign the node
with the largest key factor first. If the key factor is the same,
go to step (3), otherwise, delete the currently allocated node
and go to step (6).

(3) The nodes with the long local critical paths are pref-
erentially allocated to the node segments. If the local critical
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on Reconstruction

Algorithm 1 RMDS

Input: G = {V, E, P, C}, System
Output: Segment
1 Initialize all nodes of DAG

2 Seglength =0
3 Foreachv, € G
4 If there are multiple nodes that degree is 0
5 Create a node Viypur (Vouspur) With ¢ (v) =0
6 succ (Vinpu) = vi or prep (Voupur) = vi
7 End if
8 End for
9 Calculate the greatest common divisor d of all the nodes
10 For each node v; € G && Vi # Vstarts Vend
11 Ifc(vi) >d
12 v, —> {V,',] JVi2s ey Vi,c(v,-)/d}
13 End if
14 End for

15 calculate the priority of each node Eq. 6

16 While G # NULL

17 Initialize the usage of each processor core and clear readyList
18 For each v;j € Gandprep (v ;) = 0

19 Input v; j to readyList

20 End for

21 Rank(readyList) according to priority

22 For each v; j : readyList

23 If P (vij) = k and Type of k processor idle

24 Input v; j into Segment[Seglength] and delete v; j from G
25 End if

26 End for

27 Seglength = Seglength + 1

28 End while
29 Return Segment

o0

|

V6,1
1/2

®-®

V10,2
1/2

Vio,1
1/2

FIGURE 4. Segment model.

paths have the same length, step (4) is performed; otherwise,
the currently allocated nodes are deleted, and step (6) is
performed.

(4) Priority is given to node segments with the largest
number of direct successor nodes; if the number of direct
successor nodes is the same, perform step (5); otherwise,
perform step (6).

VOLUME 10, 2022

(5) Allocate nodes in the order of the node sequence, delete
the currently allocated nodes, and execute step (6).

(6) If the current node segment has no idle processor core
or the current ready node set is empty, repeat steps (1-6) until
the node in the DAG is empty.

According to the above method, the DAG is transformed
into a parallel node segment model without affecting the
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Before reconstruction

H1 Hl HZ H3
0 —
1 -
2 -
- vZ
3 2/3
4 -
H ;
1/2 V3
5 23
6 v
7L 1/3
H ;
1/3
8 Vi
| Vo 1/3
? 2/2
10 .
1k 1/2
Vis
12 1/3
| V15,1
13 2/3
141
150

After reconstruction

Hl H] Hz H3
0 —
1 _ I
2r V31
3L 1/3
V32
4 1/3
[ii]
5L 1/3
L
6L 1/3
V6,1 Va1
7L . 1/2 1/3
V10,1 V8,1
sk 12 1/3
V10,2 Vi1
9l 1/2 1/3
Vi1
1/2
10 I VMJ
1- 1/3
» Vis,1
12 23
13-
14
15

FIGURE 5. Comparison of task simulation scheduling before and after algorithm processing.

dependencies among task nodes. The execution interval of
each task is specified to avoid unnecessary blocking between
tasks, thereby reducing the WCRT of the task.

Pseudocode of the RMDS algorithm.

Lines 1-2 of the algorithm initialize all nodes in the DAG
input by the algorithm, that is, perform zero-setting opera-
tions on indicators such as the priority of each node, and
initialize the length of the node segment to 0. Lines 3-8
normalize the DAG G and transform the input irregular task
graph into a standard DAG with only one start node and end
node. Line 9 obtains the greatest common divisor d of the
execution time of all nodes except the start node and the
termination node by calculation. Lines 10-14 unitize the task
graph G with the information obtained earlier. Line 15 calcu-
lates the priority of each node using 6. Lines 16-28 converts
the DAG model into a parallel node segment model. Line 17
initializes the processor and clears the ready list. Lines 18-20
get the current list of ready tasks. Line 21 orders the list of
ready tasks by priority. Lines 22-28 place the node into the
current node segment and delete the corresponding node in
the DAG until no node that meets the requirements exist or
the current node segment has no corresponding idle processor
core. By analyzing the algorithm, during its execution the
nodes will be split into unit nodes, and then the corresponding
operations are performed on the tasks (lines 16-28). Through
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analysis, the outermost loop is in the worst case, the entire
DAG task is connected in series, it needs to loop V' times to
complete the task scheduling. In this case, the inner loop time
is 1, the total time complexity is 0(’V’| + 1), and becomes
O(IV’ |) after eliminating the constant. In the best case of the
outer loop, all nodes are scheduled in parallel. At this time, the
4 v/

Zk![l,ll]mk + 1’|m_k| + l:l’
so the time complexity is 0(|V/ |). The task node is divided
into V’ unit nodes, so the space complexity is O(|V'|).

The task graph is converted into a segment model by the
RMDS algorithm, and the result is shown in fig. 4.

Fig. 5 shows the comparison of task simulation scheduling
time after and before model conversion. It can be seen that the
WCRT obtained by converting G using the RMDS algorithm
one unit shorter of the traditional algorithm.

time complexity of the task is [

D. WCRT ANALYSIS

The RMDS algorithm proposed in this paper converts the
DAG task model into a segment model and divides the exe-
cution interval of each task node to obtain the WCRT of
the task according to the information of the node segment.
Compared with the WCRT analysis method that has been
proposed so far, this paper reconstructs the DAG task model
into a parallel node segment model. During the reconstruction
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process, the number of parallel nodes in each node segment is
set, thereby delaying start time. Changing the start execution
time of some nodes optimizes the scheduling sequence of
DAG tasks, thereby reducing the WCRT. Through the model
conversion strategy, the WCRT of this paper can be obtained
using the following equations:

WCRT = Z c (seg) (®)

seg ESegment

(8) can be simplified into the equation:

WCRT = d * (lenth (Segment) — 2)
+¢ (Vstart) +€ Wena)  (9)

where d is the greatest common divisor of the execution time
of all task nodes in the unitized DAG, and lenth (Segment)
represents the total length of the parallel node segment trans-
formed by the DAG.

Theorem: The WCRT of a DAG task is bounded by

R (G') < d x (length (Segment) — 2)
+¢ (Vstart) + € (Vena)  (10)

Proof: According to the calculation method of WCRT,
the WCRT of the DAG task depends on the execution time
d of the unitized task and the number of node segments after
task transformation. Assuming that the actual execution time
of a node in the multi-type DAG is less than the WCRT of the
task node, then c(v;) > ¢’ (v;).

If the number of node splits remains the same, thend > d’
and length (Segment) = length (Segment’). According to (9),
it can be known that WCRT > WCRT’ holds.

To sum up, when the actual execution time of the task node
is less than the worst execution time of the task, the actual
execution time never exceeds the upper bound of the WCRT
proposed in this paper. The theorem is proven.

This paper proposes a WCRT analysis method for
multi-type DAG tasks based on reconstruction. By adjusting
the scheduling order of different task nodes and limiting
the scheduling interval of different nodes, the interference
between tasks is reduced, thus reducing the task schedul-
ing time and obtaining a more accurate upper bound of
the WCRT.

V. EVALUATION

In order to verify the performance and accuracy of the RMDS
algorithm. A comparative analysis with four algorithms: JEF
[10], HAN-1 [11], HAN-2 [11], and DTF [17] is presented
to verify the performance of the RMDS algorithm. The DAG
is randomly generated using the layer-by-layer method [31].
The WCRT of each algorithm on different task graphs is
obtained through experimental simulation. The results are
compared using the following metrics.

(1) Acceptance Ratio (AR): Specifies the WCRT upper
bound as the ratio between the number of tasks that can
be scheduled, and the total number of tasks generated. The
higher the acceptance rate, the more accurate the worst-case

VOLUME 10, 2022

response of the algorithm.

(In

_ count (WCRT (G;) < D;)
AR = ZG eset |set|

In (11), the set is the DAG task set, WCRT (G;) is the
WCRT of the i task graph, D; is the deadline of the current
task graph G;, and |set| represents the amount of data in the
current task set.

(2) Average WCRT (AWCRT): The experiment is random,
and multiple sets of data are averaged to obtain the aver-
age WCRT of the task. The performance of the algorithm
is assessed by comparing the average WCRT obtained by
different algorithms.

WCRT (G;)
AWCRT = ZGiem el (12)

(3) Normalized upper bound (NR): This performance index
is based on the JEF algorithm as a reference and performs
a normalized comparison of the other algorithms based on
the WCRT obtained by the JEF algorithm. If the normalized
result is smaller, the better the algorithm is.

WCRT (G;)
NR = ZG,eset JEF (G)) (13)

(4) Speedup: The ratio of the task sequence execution
time to the WCRT, to obtain the acceleration of the current
algorithm for task scheduling.

vol (G)
WCRT

In (14), vol (G) represents the time overhead of sequential
execution of tasks.

(5) Slack: Slack is a measure of the robustness of a task
scheduling algorithm, which reflects the uncertainty of the
WCRT of a task generated by an algorithm scheduling. The
definition of Slack is shown in eq. (15).

Speedup =

(14)

Y% 1 WCRT — Inter (v;) — Exit (v;)
n

Slack =

15)

where n is the number of task nodes, Inter(v;) denotes the
length of the longest path from the entry node vy, to the
task node v; (excluding the task v;), and Exit(v;) represents
the length of the longest path from the task node v; to the
termination node vey;;.

The algorithm considers the influence of different numbers
of processor types and the number of cores. When creating
a processor model, the number of processor types K is ran-
domly selected in the range of [2, 10], and the number of cores
for each processor, my, is randomly selected as a number
between 2 and 8.

The first parameter is the parallelism factor Pr [17], which
controls the probability of the existence of an edge between
the current node and its subsequent nodes in the DAG task,
to judge the influence of the parallelism of the task on the
algorithm; the parallelism factor Pr is randomly selected
between [0.04, 0.2].
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FIGURE 6. Variation of indicators of different algorithms with U.

The second parameter is the number of task nodes | V]|, on the upper bound of the WCRT. The number of task nodes
which is used to control the impact of the scale of DAG tasks |V| is randomly selected between [10, 50].
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The third parameter is the task total utilization rate U. The
task utilization rate of all task nodes is randomly assigned
by the UuniFast method [32], and U = ZweG u(v;),
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to obtain the WCRT, u (v;) is the utilization of node v;.
The total task utilization U is randomly selected from
[0.5, 5], and the sum of the worst execution times of all
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nodes of the DAG task is vol(G) = U x T, where the the control experiment. During the experiment, the algorithm
deadline D < T. was used to conduct comparative experiments for each task

According to three parameters, the layer-by-layer method graph. For example, a total of 45 groups of experiments
is used to randomly generate 37,500 DAGs as the dataset for with a step size of 0.1 were carried out for the parameter U,
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FIGURE 9. Variation of indicators of different algorithms with V.

for values of U in the range [0.5, 5], and each group of
experiments was randomly generated. The same experiment
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was performed on 300 different DAG task graphs, and the

experimental results were averaged.
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TABLE 2. Summary of the comparison between the RMDS algorithm and other algorithms.

Algorithm JEF HAN-1 HAN-2 DTF
Acceptance Ratio 234.8074% 39.4602% 101.1992% 6.1293%
Average WCRT 58.7477% 28.2046% 40.9967% 4.867%
Normalized WCRT bound 0] 28.1035% 41.2983% 4.8292%
Speedup 59.4710% 29.1931% 43.7133% 5.239%
Slack 57.1461% 26.8674% 41.1600% 4.8808%

Fig. 6 shows the curves of each performance index of dif-
ferent algorithms as a function of the total task utilization U.
Fig. 6(a) is a graph of the variation of the acceptance rate of
different algorithms with U. From the experimental results
in Fig. 6(a), the RMDS algorithm is more accurate than the
traditional algorithm in judging the schedulability of tasks,
and it shows an average improvement over the DTF algorithm
up 6.13%. When U is in the range of (1.5, 4), the task
acceptance rate of the RMDS algorithm is 18.04% higher than
that of the DTF algorithm. Fig. 6(b) shows the variation of
the normalized upper bound with U for different algorithms.
From the experimental results in Fig. 6(b), the RMDS algo-
rithm greatly reduces the WCRT of the task. Compared with
the DTF algorithm, the response time obtained by the RMDS
algorithm is reduced by 4.63%. Fig. 6(c) shows the variation
of the average WCRT of different algorithms with U. From
the experimental results in Fig. 6(c), as the total utilization of
the task increases, the WCRT of the task increases linearly,
From Fig. 6(c), it can be seen that the WCRT of the RMDS
algorithm slightly increases compared with the traditional
algorithm. The average WCRT is 4.49% lower than that of
the DTF algorithm. Fig. 6(d) shows the speedup of different
algorithms changing with U. From the experimental results
in Fig. 6(d), the RMDS algorithm has a higher speedup
for task scheduling than the existing algorithm under dif-
ferent task utilization rates. The MDS algorithm achieves
a better performance for heterogeneous multi-core proces-
sors, and with the increase of U, the speedup of the algo-
rithm has remained stable. By comparing the results, the
speedup of the RMDS algorithm is 5.01% higher compared
with the DTF algorithm. Fig. 6(e) is a comparison chart of
Slack with U of different algorithms. From the experimental
results in Fig. 6(e), the stability of the RMDS algorithm is
higher than that of the existing algorithm. The stability of
the RMDS algorithm is 4.69% higher than that of the DTF
algorithm.

Fig. 7 shows the graphs of variation of the performance
indicators of different algorithms varying with the number
of processor types K. Fig. 7(a) is a graph showing the vari-
ation of the acceptance rate of different algorithms with
K. From the experimental results in Fig. 7(a), as K increases,
the algorithm has higher scheduling performance for tasks.
Fig. 7(b) shows the variation of the normalized upper bound
with K for different algorithms. From the experimental
results in Fig. 7(b), the WCRT of the RMDS algorithm
is always relatively stable with the increase of K. Solved
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non-self-sustaining problems. Compared with the DTF algo-
rithm, the normalized WCRT obtained by the RMDS algo-
rithm is reduced by 4.01%. Fig. 7(c) shows the variation
of the average WCRT of different algorithms with K. From
the experimental results in Fig. 7(c), the average WCRT of
the RMDS algorithm is 3.98% lower than that of the DTF
algorithm. Fig. 7(d) shows the variation of speedup with K
for different algorithms. From the experimental results in
Fig. 7(d), the speedup of the RMDS algorithm under different
processor environments is always higher than that of the
existing algorithm. By comparing the results, the speedup
of the RMDS algorithm is 4.25% higher than that of the
DTF algorithm. Fig. 7(e) shows the comparison of Slack
with K for different algorithms. From the experimental results
in Fig. 7(e), with the increase in the number of processor
types, the stability of the RMDS algorithm remains balanced,
and higher than the current one. The stability of the RMDS
algorithm is 3.98% higher than that of the DTF algorithm.

Fig. 8 shows the variation of the performance index of
different algorithms where Pr denotes the number of types
of processors. Fig. 8(a) is a graph of the variation of the
acceptance rate of different algorithms with Pr. From the
experimental results of Fig. 8(a), as the number of paral-
lel nodes of the task increases, the acceptance rate of the
algorithm gradually increases. Fig. 8(b) shows the variation
of the normalized upper bound with Pr for different algo-
rithms. From the experimental results in Fig. 8(b), the WCRT
obtained by the RMDS algorithm with the increase of Pr
is the WCRT obtained by the RMDS algorithm which is
lower than the results of traditional algorithms. Compared
with the DTF algorithm, the normalized WCRT obtained by
the RMDS algorithm is reduced by 5.14%. Fig. 8(c) shows
the average WCRT of different algorithms as a function of
Pr. From the experimental results in Fig. 8(c), tasks with high
parallelism can be scheduled in a shorter time. The RMDS
algorithm’s average WCRT is 5.07% lower than that of the
DTF algorithm. Fig. 8(d) shows the variation of speedup with
Pr for different algorithms. From the experimental results in
Fig. 8(d), with the increase in task parallelism, the algorithm
accelerates task scheduling, and the speedup of the RMDS
algorithm is 5.67% higher than the DTF algorithm. Fig. 8(e)
is a comparison chart of slack with Pr of different algorithms.
From the experimental results of Fig. 8(e), the higher the
task parallelism, the worse the stability of the algorithm. The
stability of the RMDS algorithm is 5.13% higher than that of
the DTF algorithm.
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Fig. 9 shows the graphs of the performance indicators
of different algorithms varying with the number of tasks
V. Fig. 9(a) shows the variation of the acceptance rate of
different algorithms with the number of tasks V. From the
experimental results in Fig. 8(a), as the number of tasks
increases, the acceptance rate of the algorithm gradually
increases. Fig. 9(b) shows the variation of the normalized
upper bound with V for different algorithms. From the exper-
imental results in Fig. 9(b), as the number of tasks increases,
the WCRT obtained by the RMDS algorithm is always lower
than the results of traditional algorithms. Compared with
the DTF algorithm, the normalized WCRT obtained by the
RMDS algorithm is reduced by 5.82%. Fig. 9(c) shows the
variation of the average WCRT with V for different algo-
rithms. From the experimental results in Fig. 9(c), the average
WCRT of the RMDS algorithm is 5.63% lower than that of
the DTF algorithm. Fig. 9(d) shows the speedup of different
algorithms as a function of V. From the experimental results
in Fig. 9(d), the Speedup of the RMDS algorithm is 6.03%
higher than that of the DTF algorithm. As the number of
tasks increases, the RMDS algorithm can also stabilize the
performance of the processor. Fig. 9(e) is a comparison chart
of the variation of Slack with V for different algorithms.
From the experimental results in Fig. 9(e), the stability of
the RMDS algorithm is always in a balanced state, which
is higher than that of the existing algorithm. The stability of
the RMDS algorithm is 5.72% higher than that of the DTF
algorithm.

Table 2 summarizes the results of the comparison of vari-
ous indicators between the RMDS algorithm and the JEF [9],
HAN-1 [10], HAN-2 [10], and DTF [16] algorithms. Each
value in the table represents the current RMDS algorithm.
The indicator’s performance improvement for the current
algorithm. Based on the above experiments, the RMDS algo-
rithm proposed in this paper has improved performance in all
aspects compared with the existing algorithms. It can be seen
from Table 2 that the RMDS algorithm proposed in this paper
has a comprehensive performance improvement of 25.9453%
compared with the DTF algorithm.

VI. CONCLUSION

This paper studies the WCRT analysis method for multi-type
DAG tasks on heterogeneous platforms and proposes a
reconstruction-based WCRT analysis (RMDS) for multi-type
DAG tasks. In the RMDS algorithm, each task is processed
as a unit, and the blocking information of each task schedul-
ing is accurate. To determine the scheduling order of task
nodes, a priority calculation method based on key factors
is proposed. Finally, the DAG task graph is reconstructed
into a parallel node segment model to schedule tasks. In this
paper, a new scheduling method is proposed to obtain the
WCRT of tasks more accurately. The experimental results
show that the WCRT accuracy of the DAG task obtained by
the RMDS algorithm is 25.9453% higher than that of the
traditional algorithm. Due to the complexity of the struc-
ture of multi-type DAG tasks, the selection of task priority
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determines the accuracy of the WCRT finally obtained by
the algorithm. How to choose an appropriate task priority
calculation method is the focus of our next research.
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