IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 20 July 2022, accepted 23 August 2022, date of publication 31 August 2022, date of current version 30 September 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3203067

== RESEARCH ARTICLE

Biomedical Multimedia Encryption by
Fractional-Order Meixner Polynomials Map and
Quaternion Fractional-Order Meixner Moments

ACHRAF DAOUI', MOHAMED YAMNI2, HICHAM KARMOUNI',
MHAMED SAYYOURI', HASSAN QJIDAA2, MUSHEER AHMAD 3,
AND AHMED A. ABD EL-LATIF“45, (Senior Member, IEEE)

!Engineering, Systems and Applications Laboratory, National School of Applied Sciences, Sidi Mohamed Ben Abdellah University, Fez 30050, Morocco
2Laboratory of Electronic Signals and Systems of Information (LESSI), Dhar El Mahrez Faculty of Science, Sidi Mohamed Ben Abdellah University,
Fez 30050, Morocco

3Department of Computer Engineering, Jamia Millia Islamia, New Delhi 110025, India

“EIAS Data Science Laboratory, College of Computer and Information Sciences, Prince Sultan University, Riyadh 11586, Saudi Arabia

3Department of Mathematics and Computer Science, Faculty of Science, Menoufia University, Shebin El-Kom, Menoufia 32511, Egypt

Corresponding author: Ahmed A. Abd El-Latif (aabdellatif @psu.edu.sa)

This work was supported by the EIAS Data Science Laboratory, College of Computer and Information Sciences, Prince Sultan University,
Riyadh, Saudi Arabia.

ABSTRACT Chaotic systems are widely used in signal and image encryption schemes. Therefore, the design
of new chaotic systems is always useful for improving the performance of encryption schemes in terms of
security. In this work, we first demonstrate the chaotic behavior of fractional order Meixner polynomials
(FrMPs) for introducing a new two-dimensional (2D) chaotic system called FrMPs map. This system is very
sensitive to any variation by 10™13 of its control parameters (uandf).Next, we use FrtMPs to introduce a new
type of orthogonal transforms called quaternion fractional order Meixner moments (QFrMMs). The latter
generalize the existing fractional order Meixner moments. To demonstrate the relevance of the proposed
FrMPs map and QFrMMs in the field of signal and image processing, they are applied in the development
of a new encryption scheme. The main advantage of this scheme is its applicability to the encryption of
different types of biomedical data such as multi-biomedical signals, multiple grayscale medical images,
color medical image, and grayscale medical image. Several simulation analysis (visual, histogram, runtime,
correlation, robustness, etc.) are conducted to verify the efficiency of the proposed scheme. Simulation and
comparison results confirm that our encryption method is effective in terms of high security level, high
quality of the decrypted information, strong resistance to different types of attacks, etc. These findings
support the suitability of the proposed scheme for the secure exchange of biomedical multimedia via a public
communication channel.

INDEX TERMS Quaternion theory, quaternion fractional order moments, fractional-order polynomials,
multiple image encryption, medical image encryption.

I. INTRODUCTION

In order to detect pathology in a patient, specialists/
physicians must analyze a variety of data that are collected
from a patient. These data can be biomedical signals and
images, which are usually collected in hospitals and/or in
medical analysis centers. Biomedical data can be transmitted
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between medical analysis centers and between specialists/
physicians for the purpose of diagnosis and analysis. The
transmission of these data is typically done via unsecure com-
munication channel such as the Internet [1]. The privacy of
individuals can therefore be negatively affected if the private
medical data are misused by unauthorized persons who use
the Internet [2].

A literature survey on medical data security approaches [3],
[4], [5], [6], [7], [8] indicates that encryption schemes
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can provide a high security level when exchanging the
medical data via unsecured channels. However, existing
encryption schemes are designed for either medical images
[9], [10], [11], [12] or biomedical signals (bio-signals)
[13], [14], [15]. To the best of our knowledge, no encryption
scheme applicable to both medical images and bio-signals
has yet been developed. For this purpose, we develop a novel
encryption scheme, which is applicable for the encryption of
bio-signals and images. The importance of developing such
encryption scheme is that it is unified and can be used to
encrypt different types of biomedical multimedia. It is also
important to state that no multi-biomedical signals encryption
scheme is available in the literature. Therefore, we propose
in this work an encryption scheme that can be applied to
the encryption of multi-biomedical signals. Examples of
bio-signals that can be used as inputs to the proposed encryp-
tion scheme include the electrocardiogram (ECG) [13], [14]
fingertip photoplethysmogram (PPG) [16], arterial blood
pressure (ABP), electroencephalogram (EEG), electromyo-
gram (EMG) signals; galvanic skin response (GSR), etc.
Figure 1 shows some bio-signals that can be measured from
a person’s body with the positions where they are measured.
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FIGURE 1. Some measurable bio-signals from the human body [17].

Encryption schemes are usually based on chaotic systems
that are very sensitive to the variation of their initial condi-
tions and parameters. The latter are used as security keys that
are shared between the sender and the receiver via a secure
communication channel.

Various chaotic systems can be found in the literature.
However, the design of new chaotic systems remains an open
research area. Starting from the idea that a high complexity
level of the chaotic system can improve the security level of
an encryption scheme [18], we put forward in this paper a new
two-dimensional (2D) chaotic system called fractional order
Meixner polynomials (FrMPs) map. The mathematical model
of FrtMPs map is complex in comparison to other models
of existing 2D chaotic systems [19], [20], [21], [22], [23].
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Therefore, a high level of security can be predicted by using
FrMPs map in an encryption scheme. Moreover, the matrix
form of FrMPs map is exploited in the introduction of a
new type of discrete orthogonal moments called quaternion
fractional order Meixner moments (QFrMMs). Then, FrMPs
and QFrMMs are involved in the design of our unified
encryption scheme. Indeed, QFrMMs are used in the diffu-
sion phase of four inputs. Then, FrMPs map is used in the
confusion phase. In both phases, QFrMMs and FrMPs map
parameters are given as security keys. Finally, the encrypted
data can be securely transmitted between different medical
analysis centers. In the decryption phase, a reverse process
of the encryption process is followed to recover the original
data with negligible reconstruction/decryption errors. In both
encryption and decryption phases, the same security keys
must be used to correctly recover the original input data. The
simulation results (see sections IV and VII.C) show that any
variation by the order 10~13 of the security key parameters
leads to the failure in recovering the original input data, which
reflect the strong security level of our scheme.

The main contributions of the work presented in this paper
are summarized as follows:

* New 2D chaotic system called FrMPs map is proposed,
which is very sensitive to any variation by the order
10~13 of its control parameters (; and 8).

* New quaternion fractional order Meixner moments
(QFrMMs) are proposed for the encryption of multiple
inputs in a holistic and compact way.

* Introduce a novel unified encryption scheme based on
QFrMMs and FrMPs map for encrypting both bio-
signal, grayscale medical image, color medical image,
multi-biomedical signals and multi-grayscale medical
images.

* Provide experimental analysis and comparisons to prove
the validity, efficiency and superiority of the proposed
scheme.

The rest of the work is presented as follows: the second
section covers the related work. The third section briefly
presents the theoretical background of FrMPs. In the fourth
section, we present the proposed FrMPs map. The proposed
QFrMMs are presented in the fifth section. The details of
the suggested unified encryption scheme are delivered in the
sixth section. In the seventh section, the results of simulations
and comparisons are offered to valid the efficiency of the
designed scheme. Finally, conclusion and future work are
outlined in the last section.

Il. RELATED WORK

Discrete orthogonal moments (DOMs) are regarded as
powerful descriptors in the field of digital signal and
image processing. DOMs are computed based on dis-
crete orthogonal polynomials (DOPs), like Tchebichef [24],
Krawtchouk [2], Hahn [25], Meixner [26], Charlier [27],
dual Hahn [28], [29] and Racah polynomials [30]. Lately,
some discrete orthogonal polynomials involving fractional
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order have been introduced in the literature. Many inno-
vative discrete orthogonal moments of fractional order
have been suggested based on these polynomials. Indeed,
Liu et al. [31] derived the fractional order Krawtchouk
polynomials (FrKPs) as a generalization of integer order
Krawtchouk polynomials. Yamni et al. derived the fractional
order Charlier polynomials (FrCPs) [32] and the fractional
order Meixner polynomials (FrMPs) [33] as generaliza-
tions of Charlier and Meixner polynomials of integer order,
respectively. Xiao et al. [34] derived the fractional order
of Tchebichef polynomials (FrTPs) as generalization of
Tchebichef polynomials of integer order. These authors
used fractional order polynomials as kernel functions to
express new discrete orthogonal moment transforms of frac-
tional order. In addition, recent discrete orthogonal trans-
forms of fractional order have been introduced that use two
types of fractional order polynomials as kernel functions,
such as the separable fractional order Charlier-Krawtchouk
transform (FrCKTs) [2], and the separable fractional order
Charlier-Meixner transform (FrCMTs) [35]. More recently,
some fractional order transforms are extended to quaternion
space using the quaternion theory. Indeed, Liu et al. extend
the fractional order Krawtchouk transform to the quaternion
fractional order Krawtchouk transform based on quater-
nion theory [36]. Yamni et al. extend the fractional-order
Charlier and Hahn transforms to the quaternion fractional
order Charlier transform [37] and quaternion fractional-order
Hahn transform [38]. These transforms generalize the exist-
ing classical discrete orthogonal moments of integer order
and provide excellent feasibility in various signal and image
applications. However, the majority of the fractional-order
transforms are designed for the analysis of single input
(grayscale image or 1D signal). Motivated by the idea of
introducing new discrete fractional order transforms that can
be applied in the analysis of multiple inputs (color image
channels, multiple 1D signals, multiple grayscale images,
etc.), we introduce in the present work a new type of fractional
order transforms called quaternion fractional order Meixner
moments (QFrMMs). These moments are introduced on
the one hand to generalize the existing fractional-order
Meixner moments [33] and on the other hand to describe
four input signals in a compact and simultaneous way.
Table 1 presents a literature review on some discrete frac-
tional order transforms including the proposed one with its
applications.

From the analysis of the works illustrated in Table 1,
it appears that the input data used in these works are either
single or multiple. To overcome this limitation, we present in
the current paper a generic framework that can be applied for
the analysis of single or multiple inputs based on quaternion
moments. Indeed, we introduce an unified encryption scheme
using FrMPs and QFrMMs. This scheme is applicable to both
single input and multiple inputs. The proposed scheme is
applied for the encryption of biomedical multimedia (signals
and images) that are transmitted via unsecured communica-
tion channels.
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TABLE 1. Different discrete fractional order transforms and their
applications.

Discrete orthogonal fractional
order transforms

Single Multiple

Aolicati
pplications input  Inputs

Fractional-order Krawtchouk

i v
transform [31] Image watermarking

Fractional order Charlier
transform [32]
Fractional order Charlier
transform [27]

Fractional order Meixner .
Image encryption v
transform [33]

Image watermarking v

Signal encryption 4

Fractional order Tchebichef
transform [34]

Image encryptionand
watermarking

Fractional order discrete cosine
transform [39]

Separable fractional order
Charlier-Meixner [35]

Separable fractional order

Medical image v
encryption

Image watermarking v

Signal reconstruction

Charlier-Krawtchouk [2] and zero-watermarking Y
Quaternion fractional order ~ Color image encryption v
Krawtchouk transform [361] and watermarking
Quaternion fractional order Color image zero- v

Charlier transform [37] watermarking
Quaternion fractional order Color image v

Hahn transform [38] watermarking

Proposed quaternion fractional
order Meixner moments
(QFrMMs)

Encryption of single
signal/image and 4 4
multiple signals/images

Ill. FRACTIONAL ORDER MEIXNER POLYNOMIALS

The well-known Meixner polynomials belong to the fam-
ily of discrete orthogonal polynomials familiarized by Josef
Meixner. The normalized Meixner polynomials (MPs) are
defined as follows [40]:

0P () = B () [2F) )
" TN )

where M,g” P )(x) is the n-th order Meixner polynomials well-
defined by the following hyper-geometric function [41]:

Aﬁﬁm@)Z(mﬂFlcﬂh—%ﬂQL—%> 2)

where F1(.) is the hyper-geometric function given by:

X1, X2 Z ke ZF
2 1( i |Z> = Ok k! ©)

The weight w(x) and the square norm p(n) functions in Eq.
(1) are defined as follows:

CWT(B 4y

w(X)_—x!F(,B) with B>0and0 <p <1 (4)
n(B), nIT(B + 1)

= = 5

P = = 0f = (= T ©)
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The computation of MPs using Eq. (1) is numerically unstable
[26]. To overcome this problem, Daoui ez al. use the following
modified three-term recursive relation [26]:

PO =y x [ABPO 6 = 1, M) + B  (x— 2,)|
with o (x) = x; 7(x) = B — x(1 — pu); A =n(l — )

1
V= cx—Dttx—1)

A=[20x—-1+t(x— 1)—,\,,]\/@;

2 —1 -2
B g1 BB+ =2)
x(x —1)
where the initial PMs values for x=0, I are calculated accord-
ing to the next relations [26]:

i) = JHEEEZ D o0,
n

with M71(0) = /(1 — )b (7

M,(lﬁ‘”)(l) — (ﬂ +n— ﬁ) \/EM,(I‘?’“)(O) ®)
w/\N B

It is worth noting that Eqgs. (6)-(8) represent the basic math-
ematical model that is used to generate MPs of orders n =
0,1,...,N — 1, which are stored in a square matrix of size
N x N. Then, a spectral decomposition of this matrix is
performed to obtain the following FrMPs [35]:
N-1
M* = VD VT =" e eyl 9)
k=0

(©)

where M represents FrMPs matrix of size N x N, Visa
set of orthonormal eigenvectors of MPs that is specifically
rearranged such that the MPs eigenvectors correspond to the
eigenvalues of MPs, w(k = 0,1,...,N — 1) are the k-th
column of 17, and D is defined as follows [35]:

D* = Diag{1, e /%" e72™ .. , e JN=Damy (1)

FrMPs have been used in the area of image processing with
success [33], [35]. However, the chaotic behavior of these
polynomials has not yet been studied or exploited. For this,
we will highlight the chaotic character of FrMPs in the next
section.

IV. PROPOSED CHAOTIC FrMPS MAP

In this section, we focus on highlighting the chaotic behavior
of FrMPs in order to introduce a new 2D chaotic system called
FrMPs map. First, FtMPs are computed for © = 0.3, 8 =
128, « = 0.5, and n, x =0,1,...,255. It should be mentioned
that the parameters i and § are set in Egs. (6) - (8), and the
fractional order parameter («) is specified in Eq. (9). Then,
the real and imaginary parts of FrMPs matrix of size 256 x
256 are demonstrated in Figure 2. From this figure, we can
see that the values of FrMPs are almost randomly distributed
in the polynomial matrix. This particularity of FrMPs can be
successfully exploited for multimedia encryption.
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Index (x) 0 o

Order (n)
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FIGURE 2. 3D plot of (a) real and (b) imaginary components of FrMPs
calculated forn,x = 0,1, ...,255 with x = 0.5, $ = 128 and « = 0.3.

To display the chaotic behavior of FrMPs, one compute
these polynomials up to a given order N for specified values
of the parameters o, 4 and B. Then, a slight variation is
performed on one of these parameters to visualize the behav-
ior of FrMPs to the performed variation. Indeed, FrMPs are
computed for n,x = 0,1,...,15 with u = 0.8, 8 = 8 and
o = 1.3, which allow to create a complex polynomial matrix
of size 16 x 16. The latter is then decomposed into real
and imaginary parts (matrices). The obtained matrices are
then reshaped into RV and IV vectors each of size N = 256,
respectively. Next, the value of the parameter . is changed by
a variation of the order A = 107" (ux = u + A), and
the process thus described to generate RV and IV is repeated to
generate the vectors RV, (real part) and /V,, (imaginary part)
corresponding to FrMPs computed for n,x = 0,1, ..., 15,
w*=084+10"15 8 =8and @ = 1.3. RV and RV, vectors
are shown in Figure 3 (a), and the vectors IV and IV, are
shown in Figure 3 (b). In Figure 4, we display the influence
of B parameter variation by the order 10~!5 on FrMPs that
are calculated for n,x = 0,1,...,15, 0 = 08,8 =
8,0 = 13 and n,x = 0,1,...,15, u = 0.8,8* =
8 4+ 10715, & = 1.3, respectively. In Figure 5, we display
the consequence of the fractional order («) variation by
the order 10> on FrMPs.

From the analysis of the results shown in Figures (4)-(6),
we can see that the variation of the local parameters (u« and
B) by the order 10~ leads to a large variation of FrMPs
values, while a variation by the order 10713 of the fractional
order parameter («) does not lead to a significant variation
on FrMPs. From these results, we can conclude that FrMPs
displays a chaotic behavior. Therefore, FrMPs is considered
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FIGURE 3. Influence of y parameter variation by the order 10~15 on the (a) real (RV,,) and (b) imaginary (V)
parts of FrMPs.
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FIGURE 4. Influence of g parameter variation by the order 101> on the (a) real (RVg) and (b) imaginary (IVg)
parts of FrMPs.
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FIGURE 5. Influence of the fractional order o« parameter variation by the order 10~15 on the (a) real (RV,) and (b)
imaginary (/V) parts of FrMPs.

as a new 2D chaotic system where the real part of FrMPs of FrMPs represents the second dimension of this system,
is the first dimension of this system and the imaginary part which is called FrMPs map. The control parameters of this
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map are the parameters u(0 < u < 1) and (8 > 0) with
the fractional order « is set to a real value (@ € R). The
mathematical model of the proposed FrMPs map is described
by Egs. (6)-(9). FrMPs map will be used in the confusion
process of the proposed encryption scheme.

V. PROPOSED QUATERNION FRACTIONAL ORDER
MEIXNER MOMENTS
Based on the quaternion algebra and FrMPs, a new dis-
crete orthogonal transform called quaternion fractional order
Meixner moments (QFrMMs) is proposed in this section.
This transform can be used in the diffusion process of the
proposed encryption scheme.

The quaternion number (g) is firstly introduced by
Hamilton as follows: [42]:

g =a-+bi+cj+dk (11)

where a,b,c and d are real values with i,j and k are three
imaginary numbers satisfying the following rules:

i2:j2:k2=ljk=—l
j=—ji=kjk=—-kj=iki=—-ik=j (12)

If a = 0in Eq. (11), g is called a pure quaternion.
The g number can be used to compactly represent four
signals (S, S», 3 and Sy) as follows [43]:

S =81+ S2i + S3j + Sak (13)

Since the quaternion number is not commutative, we define
the right-side QFrMMs as follows:

N—1M-1
QFrMME,(S) =Y " > S x M (x) x M™(y)u
x=0 y=0

forn=0,.... N—landm=0,...,N—1 (14)

where p© is a pure unit quaternion selected in this paper as
w = —(i+j+k)//3 .My and My represent FrtMPs matrices
of fractional orders «jand a7, respectively.

Eq. (14) is equivalent to:

QFrMMR (S) = Ao + iA| + jAs + kA3

where

N—-1M-1

1
— | D0 ) Ax MM (x) x M*2(y)
ﬁ x=0 y=0

N—1M-1

Av=——2| 2 D BXMI0) X MP2(0)

L x=0 y=0

A0 =

N—1M-1

D Cx M (x) x M (y)
_x:O y=0

Ay=——

& -
]

N—1M-1

Ay = _% S Y D x MO ) x MEG) | (15)

L x=0 y=0
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with
A = 8(x,y) + S3(x, y) + Sa(x, y),
B = 81(x,y) + 83(x,y) — Salx, y),
D = S1(x,y) + S2(x,y) — S3(x,y)

It is worth mentioning that the proposed QFrMMs depend on
six parameters (1, 81, &1, 2, B2, o). These parameters can
be used as a security key of our encryption scheme.

The inverse transformation of the right-side of QFrMMs
can be computed by the following relation:

3'23'1 +i$'2 +j$'3 +k§4
with
TN—1M—1 T

D0 (A + Ay + A3) MO ()M (y)

S =
L n=0 m=0 _
[N—1M-—1 ]
D0 (Ao + A — A3) MU ()M (y)
L n=0 m=0 .
[N—1M-1 ]
D) (Ao — A+ A3) MT ()M (y)
L n=0 m=0 .
[N—1M-1 ]

DD Ao+ A —A) M @M™(y) | (16)

L n=0 m=0 i

where § 1, 32, 3’3 and 3’4 represent the reconstructed versions
of the original signals S1, S, S3 and S4, respectively.

To measure the reconstruction error between an original
signal (S) and its reconstructed form (S‘), we can use the
following mean-square error (MSE) criterion:

| NolmM-l

DD 186y = 8Gx,y) ’ (17)
N xM

x=0 y=0

MSE =

The peak signal-to-noise ratio (PSNR) criterion is also uti-
lized to compute the reconstruction error. This criterion is
given by the next relation:

N M
> S
1y=1 (18)

PSNR = 10]0g10

x=
N M R 2
> Y [sern —Sey)

x=1y=1

If the MSE value tends to zero (high PSNR), it means that the

original signal and its reconstructed form are very similar.

To quantity the difference between the reconstructed

1D signal f (7) and the original one f (i), we can use the fol-

lowing Percentage Root Difference (PRD (%)) criterion [44]:

é [ro—ja]
> [fo]’

i=1

PRD(%) = x 100 (19)

The next section presents the proposed unified encryption
scheme based on FrMPs and QFtMMs.
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VI. PROPOSED ENCRYPTION SCHEME FOR

BIOMEDICAL MULTIMEDIA

The diagram of the novel suggested encryption scheme is
presented in Figure 6, which show that our scheme involves
two main phases, namely (i) the holistically encryption of
four biomedical data records in a storage device, and (ii) the
decryption of the received data via the internet in another stor-
age device. The details of the proposed scheme are presented
in the next subsections.

A. BIOMEDICAL DATA ENCRYPTION PHASE

This phase is conducted at a storage device located in a
medical analysis laboratory or in a hospital. The present phase
includes the following steps:

Step 1: In this step of preprocessing, four inputs
(11, I, I and 14) of biomedical data are used simultaneously.
These data can be one bio-signal divided into four frames,
four bio-signals reshaped in 2D matrices, four grayscale med-
ical images, one color medical image represented in CMYK
color space, or one grayscale medical image divided into
four blocks. The dimensions of the inputs are stored in a
matrix noted Dim = [Di, Dy, D3, D4] where Dy, Dy, D3
and D4 represent the dimensions of I, I, I3 and 14, respec-
tively. Then the inputs are reshaped into four matrices
S1, 82,83 and S4 where the size of each matrix is N x M.
Note that the zero-padding method [45] can be used to make
S1, 82,83 and S4 of equal size. Next, Eq. (13) is used to
represent the S1, Sz, S3 and S4 by quaternion representation,

Input biomedical data

L I, I, I,
vy 4
‘ Preprocessing |
¥
S

Quaternion matrix of size N x M

v

Computation of QFrMMs

v
QM

Quaternion matrix of size N x M

<«—KEY 1

2D Chaotic FrtMPs map |4— E
[ )

Confusion of rows & columns

A

* Attacks

v t
QM** QM**
Encrypted data . @ P Encrypted data

which allows to obtain a quaternion matrix noted S of size
N x M. The latter is then divided into non-overlapping blocks
each of size 8 x 8§ to optimize the computation time of FrMPs
matrix in the next step.

Step 2: This step represents the input data diffusion process
of our scheme. For this purpose, the S matrix produced in
the previous step is divided into blocks each of size 8§ x 8.
Next, Eq. (15) is used to compute QFrMMs of each block.
Then, QFrMMs corresponding to each block are concate-
nated to produce a quaternion matrix named QM of size
N x M (e.g. 512 x 512, 1024 x 768, 1800 x 1200, 1024 x
1024 etc.). The resulting QM matrix represents the dif-
fused input data. It is worth mentioning that the parameters
oy, 2, 11, 12, Bi, B2} of QFrMMs (Eq. (15)) are provided
as a security key noted KEYI. The optimal choice of these
parameters is conducted according to the systematic method
presented in [2], which is based on the Sine Cosine Algorithm
(SCA) [46]. The use of this method guarantees the good
quality of the reconstructed image when using our scheme.
To illustrate the relevance of this method, three medical color
images of various sizes are reconstructed by QFrMMs.Then,
we display in Figure 7 the reconstructed images with
the selected parameters by the method given in [2], and
the reconstruction error (PSNR) that corresponds to each
image.

From the results shown in Figure 7, we can notice that
the PSNR values are high, which indicates that the medical
images are reconstructed with high quality. These results

Decrypted biomedical data
L I, I, ],
tttt

’ Post—processing |

a
S

Quaternion matrix of size N x M

KEY 1 —» |Computation of inverse QFrMMs

QM
Quaternion matrix of size N x M

?

Inverse of
rows & columns confusion

KEY 2

<+

2D Chaotic FrMPs map

Public communication

channel

FIGURE 6. Diagram of the proposed scheme for multiple biomedical data encryption.
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FIGURE 7. Color medical images reconstructed by QFrMMs with the
optimal parameters of QFrMMs selected by the method given in [2].

confirm that the method presented in [2] is successful in
selecting the optimal parameters of QFrMMs.

It is important to mention that FrMPs are computed only
for n,x = 0,1,...,7. Therefore, the runtime of QFrMMs basis
polynomials is fast.

Step 3: This step is known as the scrambling process
(confusion) and it is designed to increase the security level
of our scheme. During this step, we use FrMPs map in the
following way:

(a) Generate a 2D chaotic sequences (CI/ and C2) each
of size L with L > max[N, M]. Then, these sequences
are normalized in the interval [—N, N] with rounding their
components to integer values.

(b) Use the elements of CI sequence to confuse each
row of OM matrix via a circular shifting operation by
k-positions with k; = C1@(),i = 1,2,...,N ie. OM x
(i, :) = circshift (OM (i, ) , ki), i=1,2,..., N, where Y =
circshift(A,k) is a function that circularly shifts the elements
of the A matrix by k positions [47].

(c) Use the elements of C2 sequence to confuse each
column of MQ* matrix by a circular shifting operation of
h-positions with h; = C2(),j = 1,2,...,M ie.
OM** (:,j) = circshift (OM* (. j) , hj).j = 1,2,..., M.
Thus, the resulting QM™** matrix represents the encrypted
medical data that will be communicated from one storage
device to another one via the Internet.

In the present step, the values of the FrMPs map parameters
are specified as a security key noted KEY2 with KEY2 =
{a3, u3, B3}. It should be mentioned that the selection of
KEY?2 parameters is made by the user in the definition domain
of FrMPs parameters. Moreover, it is important to mention
that the Dim matrix, and the security keys (KEY! and KEY2)
are transferred from the sender to the receiver via a secure
communication channel [48] to assure the confidentiality of
the proposed encryption scheme.
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B. DECRYPTION PHASE OF THE RECEIVED DATA

The present phase is performed at the storage device
that receives the encrypted biomedical data. In this phase,
we perform the inverse process of the steps given in the
encryption phase to retrieve the original biomedical data.
Indeed, the following steps are involved:

Step 1: In this step, the inverse process to that described
in Step 2 of subsection VI.A is followed. Indeed, 2D chaotic
sequences CI and C2 each of size L are generated via the
proposed FrMPs map using KEY?2 as initial conditions of
this map. Then, C2 and C/ sequences are used to apply the
inverse confusion of QM** columns and rows, respectively,
for recovering matrix.

Step 2: This step consists first of subdividing QM matrix
into 8 x 8 blocks. Then, the inverse of QFrMMs (IQFrMMs)
is computed for each block according to Eq. (16). Finally, the
computed IQFrMMs of the blocs are concatenated to retrieve
the quaternion matrix S of size N x M. In the current step,
KEY 1 is used for computing IQFrMMs.

Step 3: This step begins with separating the quaternion
matrix S into four components (S, S2,S3 and S4). The
latter are then reshaped into 1 1 iz, 23 and 24 matrices (or 1D
signals) that represent the decrypted medical data of sizes
D1, D>, D3, Dy (with Dim = [D1, D>, D3, D4]), respectively.

It is worth mentioning that the four biomedical input data
are decrypted with very low reconstruction errors, which can
be measured using the reconstruction error criteria (MSE,
PRD, PSNR, etc.). It is also important to note that an efficient
transform-based encryption scheme requires the reconstruc-
tion error to be close to zero (MSE, PRD =~ 0).

VII. SIMULATION RESULTS AND PERFORMANCE

ANALYSIS
In this section, we outline the strengths and capabilities of the

suggested method for encrypting multi-biomedical signals
and images. It should be noted that all the experiments of
the actual work are realized using Matlab 9.6 installed on a
2.4 GHz processor PC with 4 GB of RAM.

A. RECONSTRUCTION ERRORS ANALYSIS OF
BIOMEDICAL SIGNALS

To perform the following test, we use four biomedical signals
of different types selected from the PhysioBank database [49]
that contains more than 90,000 digitized physiological sig-
nal records. The types of the selected bio-signals are ECG,
impedance pneumography respiratory (IPR), EEG and EMG,
and the size of each signal is N = 4096 samples (Figure 8).
The selected ECG signal is labeled as “Record 100 in
the MIT-BIH arrhythmia database, where the recordings are
digitized at 360 samples per second. The IPR signal is labeled
as “bidmc01” in the BIDMC PPG and Respiration Dataset.
This signal is sampled at 125 Hz. Regarding the EEG signal,
it is denoted “chbO1_01_edfm” in CHB-MIT Scalp EEG
Database, which contains signals sampled at 256 samples
per second with a resolution of 16 bits. The EMG signal is
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FIGURE 8. (a)-(d) Original and decrypted biomedical signals (ECG, PPG, EEG, and EMG) with the MSE and PRD values that
correspond to the decrypted signals. (e) Real and (f) imaginary parts of the encrypted signals.

labeled “emg_healthy” in the Examples of Electromyograms KHz and then downsampled to 4 KHz. It should be mentioned
database. The EEG signals of this dataset were recorded at 50 that the amplitudes of these signals are not normalized in
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FIGURE 9. The average execution time details of (a) the encryption and
(b) the decryption phases of the ECG, PPG, EEG, and EMG test signals,
each of size N = 4096 samples.

the original database. For this reason, we normalize their
amplitude to the interval [—1, 1] for performing the numer-
ical simulations. Then, the test signals are encrypted by the
proposed method, generating a quaternion matrix (QMs:x)
of size N x M. The four components of this matrix are
mapped to create a complex matrix of size 2N x 2M in order
to facilitate the presentation of the achieved results. Then,
this matrix is reshaped into 1D vector that represents the
encrypted bio-signals. The latter is of complex form, for that
it is displayed in Figure 8 in two parties that represent the
real part and the imaginary one of the complex vector. It can
be seen from Figure 8 that there exists no visual likeness
between the original signals and their encrypted form. This
result indicates that the suggested scheme is able to hide all
visual information of the input signals.

The decrypted signals with the corresponding PRD (%)
values are given in the same Figure 8. The results achieved
in this figure display that the four bio-signals are decrypted
with reconstruction error tending to zero (MSE < 10727
and PRD (%) < 107!2). This evidently specifies the high
quality of the reconstructed bio-signals by the suggested
method.
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Noting that the present test is performed by using the
following security key in both encryption and decryption
phases:

KEY = {ay, a2, u1, 42, B1, B2, a3, us, B3}
= {1.3,1.45,0.8,0.75,8,7.5,1.25,0.77, 8.1}

B. RUNTIME ANALYSIS

To show the execution speed of our scheme, one measures
the execution time of the encryption and decryption phases
the four test signals (ECG, PPG, EEG, and EMG). Indeed,
each phase is executed 100 runs, and then the average time
of both phases is obtained and shown in Figure 9. From the
achieved results, we can observe that the average time to
encrypt and then decrypt the four input signals each of size
N = 4096 is 0.5842 sec. This encouraging result makes our
method promising for use in the encryption of bio-signals.

C. KEY SENSITIVITY AND KEY SPACE ANALYSIS

This section analyses the influence of the security KEY
parameters modification on the reconstruction quality of the
decrypted bio-signals. Indeed, a slight variation by the order
A = 1071 is performed in the decryption phase on one of
the following KEY parameters:

{1, n2, B1, B2, 13, B3} = {0.8,0.75,8,7.5,0.77, 8.1}.
Then, we observe the effect of the performed deviation on
the quality of the decrypted signal. It should be noted that
the KEY parameters {«], oz, @} are not very sensitive to a
slight variation by the order A. For this reason, they are not
considered in the present test. The original signals as well as
the decrypted ones are demonstrated in Figure 10. From this
figure, it is obvious that the quality and the visual representa-
tion of the decrypted signal are significantly degraded when
a slight variation by the order A = 10~1 is performed on
one parameter value of the security key (KEY). This result
clearly designates that the proposed map is quite sensitive to
the slight deviation of the security key.

By considering the precision order of about 10~ for real
type value of double precision, the KEY size of our scheme
comes approximately equal to (1013)% = 10%0 ~ 2294 This
key space is sufficiently higher than the minimum recom-
mended key size that is 2100 1507, which delivers adequate
security against exhaustive brute-force assaults.

D. HISTOGRAM ANALYSIS

Histogram analysis is frequently used to illustrate the tough-
ness of an encryption scheme against statistical attacks. The
histograms of the original, encrypted and decrypted signals
are displayed in Figure 11. From this figure, we can clearly
note that the original and the decrypted signals histograms
are quite same, which specifies that the anticipated scheme
does not change the statistical characteristics of input signals.
On the other hand, we notice that the histograms of the real
and imaginary parts of encrypted signal are very different
from the histograms of the original/decrypted signals, which
means that our scheme can efficiently resist statistical attacks,
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TABLE 2. Correlation analysis results of the proposed scheme using
various bio-signals.

ryy Vvalue for the ryy value for the
Bio-signals original and original and decrypted
encrypted signals signals
ECG -0.0101 1
IPR 0.0092 1
EEG 0.0102 1
EMG -0.0032 1

so any useful information can be obtained by analyzing the
histograms of the encrypted signal.

E. CORRELATION ANALYSIS

To assess the statistical dependence between input, encrypted
and decrypted signals, the correlation coefficient ryy is
widely used. The following relation defines this coefficient
for two input signals X and Y of the same size:

o CX.,Y)
X VYV

where C(X, Y) represents the covariance of X and Y, with
V(X) and V(Y) are the variance of X and Y signals, respec-
tively. If rxy tends to zero, this implies that there is no statis-
tical dependence between X and Y. In contrast, when |rxy|
tends towards one, there is a strong statistical dependence
between X and Y.

Since the size of each original/decrypted signal is N, and
the encrypted signals size is 4N, we select arbitrary sequences
of size N from the encrypted signal to compute ryy values
in the following test. The same test signals demonstrated in
Figure 8 are used in the present test. The results of this test
are given in Table 2 that indicate,on the one hand, that the
values of rxy corresponding to the original signals and the
encrypted one tend towards zero, which specifies that there
is no statistical dependency between the original signals and
the encrypted ones. It is also noticeable that the ryy values
are equal to one for the original and decrypted signals, which
designates that our scheme provides a perfect reconstruction
of the decrypted signals with an insignificant reconstruction
error.

The following test is provided for a comparison between
the suggested method and other excellent bio-signal signal
(ECG and EEG) encryption methods presented in [14], [51],
and [52]. The comparison is conducted in terms of the corre-
lation coefficient and the average runtime for both encryption
and decryption phases of each method. For this persever-
ance, the test signals demonstrated in Figure 8 are used. The
average |rxy| value corresponding to the original and the
encrypted signals is premeditated for each encryption scheme
and then reported in Table 3. Similarly, the average |rxy|
values corresponding to the original and the decrypted signals
are presented in the same table. It is worth mentioning that the

(20)
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TABLE 3. Comparison in terms of average values of |ryy| between our
scheme and recent schemes given in [14], [51], [52], and [53].

Average |r,,| Average |r,|

Average time in

Encryption value of the value of the (sec) for the
scheme original and original and encryption &
encrypted signals  encrypted signals  gecryption phases
Scheme [51] 0.0095 1 1.0236
Scheme [14] 0.0205 0.9902 1.6411
Scheme [52] 0.0102 0.9921 1.3872
Scheme [53] 0.0098 1 1.8257
Proposed 0.0085 1 0.5842

bio-signal encryption methods provided in [14], [51], [52],
and [53] are suitable for encrypting a single input bio -
signal. For this purpose, the average time of 100 executions
is calculated for each method and then multiplied by four
to compare the obtained time with the mean running time
of the projected method, which is used for the simultaneous
encryption of four input bio-signals. From the comparison
results achieved in Table 3 it appears that, the suggested
scheme achieves improved performance than the competi-
tive approaches in terms of statistical dependence between
the original, encrypted and decrypted signals. This can be
explained by the fact that FrMPs exhibit chaotic characters on
the one hand, and QFrMMs generate a decrypted signal with
negligible reconstruction errors on the other hand. Moreover,
we notice that the execution time of the suggested encryption
method is lower than the compared methods. The reason for
this can be explicated by the circumstance that our scheme is
block-based method, which reduces the computational time
in comparison to the compared methods.

After confirming the usefulness of our scheme for the
encryption of multi-biomedical signals, we show in the next
section the usefulness of our scheme in the encryption of
multiple grayscale medical images.

F. VISUAL AND HISTOGRAM ANALYSIS

This section presents the tests that justify the competence of
the suggested scheme in the encryption of multiple medical
images. For this purpose, we arbitrary select four Magnetic
resonance imaging (MRI) from the [54] dataset and four
Computed Tomography (CT) images from the [55] dataset,
which contains over 32,000 labelled lesions detected on CT
images.

In the present test, the selected images of size 512 x 512 are
encrypted via the suggested method. Then, the four input
test images, encrypted and decrypted ones are displayed
in Figure 12. The results presented in this figure specify
that the quality of the decrypted CT images is very high
(PSNR>290). Therefore, the diagnosis of a specific pathol-
ogy cannot be influenced by this very low degradation of the
derypted images. On the other hand, we can see that the real
and imaginary parts of the encrypted image fully hide the
visual information of the plaintext CT images. Therefore, the
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FIGURE 11. Histograms of the (a) original, (b) the encrypted and (c) the decrypted bio-signals.

attacker cannot predict the content of the original images via

a visual analysis of the encrypted image.
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Moreover, we can see the large difference between the

histograms of the encrypted and decrypted CT images
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FIGURE 12. Original CT images. (e) - (f) Real and imaginary parts of the encrypted images, respectively.
(8) - (j) Decrypted images with the PSNR values.
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FIGURE 13. Histograms of (a)-(d) the original CT images, (e)-(f) the encrypted images, and (g)-(j) decrypted images.

(Figure 13). Therefore, the statistical analysis is not success- G. ROBUSTNESS TO DIFFERENTIAL ATTACKS ANALYSIS

ful when it is applied to the proposed scheme. In attack analysis, the assailant employs two alike images
The present analysis is not sufficient to corroborate the effi- with a minor change in one pixel of these images. Then, the
cacy of the suggested scheme. For this, we perform statistical attacker attempts to identify the resemblances between the
analysis in the following tests encrypted images trying to identify the used security key in
102611
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the encryption scheme [56]. The number of pixels change rate
(NPCR) and the unified average changed intensity (UACI)
criteria are used to appraise the robustness of an encryption
scheme against differential attacks. NPCR and UACI criteria
can be defined as [57], [58] :

i

withDy (i, j) = {?§E§j§ ; g/gﬁ b
CG. ) — Cl

UACI = 2i|C6n -G x 100 (22)

255 x N xM

where C and C’ are the original image and the changed one
of size N x M, respectively.

It should be reported that a well-performing encryption
scheme must meet the following criteria: NPCR > 99.50%
and UACI > 33.33% for 8-bit grayscale images, as indicated
in [59]. Furthermore, the ideal values of NPCR and UACI
for 8-bit gray scale images are 99.6094% and 33.4635%,
respectively [60].

As previously stated in this work, a variation of the order
1013 in any value of QFrMMs and FrMPs map parameters
(m1, 2, u3, B1, B2, B3) leads to the failure in decrypting the
input biomedical data. Therefore, we can rely on this property
to resist differential attacks. Indeed, we can define a constant
value (i.e. y = 2.6 X 10~15) that is added to only one
of the above KEY parameters (i.e. ©; = 0.34 + y) while
the rest of the parameters remain unchanged. Then, at each
execution of the encryption algorithm, the value of y is
incremented by a slight value (i.e. y = 2.6 x 10719 +10713).
That is, each input image is encrypted/decrypted with its
own security key. The use of this method guarantees the
resistance of suggested system against differential attacks.
That is, for the same input, the proposed algorithm generates
two different outputs in two successive iterations. In this
way, it is expected that the suggested encryption process
can avoid differential attacks. To test the efficiently of this
method against differential attacks, we use the test the images
“X-rayl”, “X-ray2” and “X-ray3” of size 1024 x 1024
(Figure 14). Then, we modify one pixel by 1 bit in the original
images at arbitrary positions in these images. Next, the values
of NPCR and UACI are deliberated, assessed and reported
in Tables 4 and 5, respectively. The achieved results in these
tables show that the suggested encryption method is able to
resist differential attacks because the average values of NPCR
and UACI criteria achieved by the proposed method are very
close to the ideal values of these criteria as indicated in [60].

In the following test, we compare the UACI and NPCR
values obtained by our scheme versus recent transform-based
encryption schemes, which are presented in [33], [34], [61],
and [62]. To perform the current test, we use 8-bit grayscale
medical images of various size that are shown in Figure 15.
Then, one pixel is changes by a 1-bit variation at the arbitrary
positions in all the test images. Next, the values of NPCR
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X-ray1

X-ray2 X-ray3

FIGURE 14. Original X-ray images of size 1024 x 1024 used in the test.

TABLE 4. NPCR values for 1-bit variation of various pixels.

. . Average
Image Position of the changed pixel NPCR
(2,3) (500,300) (1000,4)
“X-rayl” 99.6115% 99.5912% 99.6015% 99.6014%
“X-ray2” 99.6050% 99.5989% 99.6068%  99.6036%
“X-ray3 99.5991% 99.6025% 99.6104% 99.6040%
TABLE 5. UACI values for 1-bit variation of various pixels.
Image Position of the changed pixel Average
& gedp NPCR
(2,3) (500,300) (1000,4)
“X-rayl” 33.4578% 33.4615% 33.4625%  33.4606%
“X-ray2” 33.4644% 33.4589% 33.4619% 33.4617%
“X-ray3 33.4579% 33.4605% 33.4624% 33.4603%

Test images

N e
CcT X-ray MRI

size 512x512 10241024 1024x1024

FIGURE 15. 8-bit grayscale test images of different sizes used in the
comparative analysis of NPCR and UACI criteria.

and UACI are calculated and reported in Tables 6 and 7,
respectively.

The results of the current test show on the one hand that
all the compared methods meet the NPCR and UACI criteria
according to work presented in [59] since NPCR > 99.50%
and UACI > 33.33%. On the other hand, we can notice that
our method provides superior performance with respect to the
compared schemes. This superiority can be explained by the
fact that our scheme is based on FrMPs map and QFrMMs
that demonstrated a good chaotic behavior. In contrast, the
compared schemes are not very sensitive to the variation of
their control and fractional order parameters.

H. NOISE ROBUSTNESS ANALYSIS
The encrypted image/signal can be affected by different noise
types during communication or processing. Therefore, it is
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Original image

Noise
strength
(k)

Decrypted image

PSNR value 38.1478 29.2365

21.25 15.9852

FIGURE 16. Decrypted MRI image with PSNR values for various noise strengths (k).

TABLE 6. NPCR values for 1-bit variation of various pixels.

Test Encryption scheme
Image
Proposed [61] [62] [34] [33]
«CT» 99.6021% 99.5914% 99.5922% 99.6025% 99.6015%
« X-ray » 99.5988% 99.5814% 99.5871% 99.5930% 99.5900%
«MRI» 99.6012% 99.5863% 99.5912% 99.5908% 99.5882%

TABLE 7. UACI values for 1-bit variation of various pixels.

Test Encryption scheme
Image rye

Proposed [61] [62] [34] [33]
«CT» 33.4609% 33.4402% 33.4421% 33.4502% 33.4318%

«X- 33.4618% 33.4303% 33.4598% 33.4585% 33.4414%
«TRP» 33.4598% 33.4415% 33.4502% 33.4569% 33.4412%

essential to test the toughness of our planned scheme against
noise. Let’s consider that I is the original encrypted image
contaminated by a noise (G) as follows:

Iy =1+ kG (23)

where Iy is the noisy image, G represents a ‘“‘Gaussian”
noise with zero-mean and identity standard deviation, and k
indicates the strength of the noise. To perform the present
test, a MRI medical image of size 1024 x 1024 is taken from
the database [63]. This image is encrypted by the proposed
method and then affected by a noise a “Gaussian” noise
(Eq. (23)) with different values of k. The original image and
the decrypted ones are presented in Figure 16. From this
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figure, it appears that the quality of the decrypted images
decreases proportionally to the increasing of k value. How-
ever, the visual content of the decrypted images seems iden-
tifiable. The archived results designate that the suggested
scheme can counterattack noise contamination.

I. CROPPING ATTACKS ROBUSTNESS ANALYSIS
Congestion or failure of a communication channel can occur
during the transmission of medical data (images, signals,
videos, etc.), which can lead to partial loss (cropping) of the
transmitted data. Therefore, it is requirement to assess the
robustness of our scheme against cropping. For this purpose,
we use an MRI image (Figure 17) of size 512 x 512, which
is taken from the database [63]. This image is encrypted by
the proposed method. Then, the real and imaginary parts of
the encrypted image are cropped in the same area by various
occlusion values. Finally, the cropped images are decrypted
via our scheme. The results of the actual test are offered in
Figure 17, which show that the quality of the decrypted image
reduces (decrease PSNR) when the occlusion ratio increases.
However, we can see that the visual content of the decrypted
images is still presented, which specifies that the suggested
system can withstand cropping attacks.

J. COMPARISON ANALYSIS WITH SIMILAR WORK

In the following test, we use DTI images shown in Figure 18
to calculate the correlation coefficient values according to
the proposed method and other similar approaches presented
in [33], [34], [61], and [62]. The test results are given in
Table 5. From this table, we can observe that the coeffi-
cients are tending towards 1 for the original images, which
shows the strong dependence between the adjacent pixels
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Original
MRI
image

Cropped
encrypted
image

occlusion 116 1/8 14 1/ 2

Decrypted
image

PSNR 32.1528 28.8287 19.6325 14.1785

FIGURE 17. Decrypted MRI medical image from the attacked encrypted one for various occlusions.

TABLE 8. Correlation coefficient values obtained by the proposed method and other similar ones.

Testing direction
Method Image Horizontal Vertical Diagonal Averqge Runtime
in (sec)
Original « DTI 1 » 0.9274 0.9829 0.9405
Proposed -0.0023 0.0017 0.0034 5.4654
Method [61] -0.0156 -0.0149 0.0151 4.4622
Method [62] Encrypted « DTI'1 » 0.0254 0.0256 -0.0234 4.3589
Method [34] 0.0186 -0.0198 -0.0179 4.2195
Method [33] -0.0045 -0.0052 0.0036 5.0187
Original « DTI 2 » 0.9204 0.9636 0.9700 -
Pr;oe‘iﬁzzd 0.0028 -0.0035 -0.0036 5.4653
Method [61] -0.0174 0.0165 -0.0145 4.4621
Method [62] Encrypted « DTI 2 » 0.0232 0.0240 -0.0228 43591
Method [34] -0.0138 -0.0140 0.0159 4.2194
Method [33] 0.0048 0.0050 0.0046 5.0185
Original « DTI 3 » 0.9400 0.9531 0.9620 -
Proposed 0.0034 -0.0031 0.0030 5.4650
Method [61] 0.0182 -0.0172 0.0184 4.4620
Method [62] Encrypted « DTI 3 » -0.0235 0.0228 -0.0219 4.3589
Method [34] -0.0138 -0.0140 0.0152 4.2192
Method [33] 0.0052 -0.0049 -0.0041 5.0184
of these images. We also see that the correlation coeffi- different encryption methods with a clear superiority of

cients tend towards zero for the encrypted images by the the proposed method since it allows generating correlation
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DTI1

DTI 2

DTI3

FIGURE 18. Original color DTI images of size 720 x 720.

coefficient values very close to zero. The results validate that
the projected method delivers decent diffusion and confusion
characteristics. It is prominent that the execution time of
our suggested method is relatively higher than the compared
methods (Table 8). This limitation remains an open problem
to be addressed in future work.

VIil. CONCLUSION

In this paper, a new type of chaotic systems is introduced,
namely FrMPs map. Then, a novel discrete orthogonal
transform is called QFrMMs is also introduced. Next,
a new encryption scheme applicable for biomedical data
is proposed based on QFrMMs and FrMPs map. This
scheme is designed to be adaptable to several biomedical
multimedia (bio-signals, grayscale medical images, color
medical images, multi-biomedical signals and multiple med-
ical images). To support the validity of the of the proposed
scheme, several analysis tests are performed in terms of the
decrypted data quality, key sensitivity, correlation, robust-
ness to statistical attacks, robustness to noise addition and
cropping, timing, etc. The results clearly demonstrated the
efficiently and good robustness of the suggested encryption
method. Comparisons with similar methods are also provided
to show the validity and of the proposed scheme for the secure
transmission of various biomedical data over the Internet.
In the future, the planned scheme will be developed to be
applied in 3D medical image encryption.
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