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ABSTRACT Even though machine learning (ML) applications are not novel, they have gained popularity
partly due to the advance in computing processing. This study explores the adoption of ML methods in
marketing applications through a bibliographic review of the period 2008–2022. In this period, the adoption
of ML in marketing has grown significantly. This growth has been quite heterogeneous, varying from the use
of classical methods such as artificial neural networks to hybrid methods that combine different techniques to
improve results. Generally, maturity in the use of ML in marketing and increasing specialization in the type
of problems that are solved were observed. Strikingly, the types of ML methods used to solve marketing
problems vary wildly, including deep learning, supervised learning, reinforcement learning, unsupervised
learning, and hybrid methods. Finally, we found that the main marketing problems solved with machine
learning were related to consumer behavior, recommender systems, forecasting, marketing segmentation,
and text analysis—content analysis.
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INDEX TERMS Machine learning, marketing, scientific publications, deep learning, supervised learning,
unsupervised learning.

I. INTRODUCTION14

Due to improvements in information technology and the fast15

growth of the Internet, the revolution of data in the last16

decades has made businesses generate a substantial amount17

of useful data; however, we still don’t know how to use it18

[1], [2]. The data must be transformed into information and19

knowledge that can be turned into tools to help organizations20

improve their decision-making [3]. In this regard, machine21

learning (ML) allows for generating useful results for com-22

panies with less effort and time [4], [5], and it is increas-23

ingly being used in marketing research. For example, ML is24

employed inmarket segmentation, tourism, customer lifetime25

value, loyalty and client segment, direct market, marketing26

campaigns, and other applications [6]. ML techniques pro-27

vide computers with the ability to understand and use data and28

experiences like a human brain [7]. ML models are applied29

to data due to their ability to resolve different problems, from30

those that could be solved through conventional statistics and31

management of scientific techniques to complex problems32
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that require a bigger analysis; in this regard, ML allows 33

solving problems faster and better than conventional tech- 34

niques. Therefore, ML-based techniques are used to predict 35

the results of new data, predictions, and classifications or to 36

help people in the process of decision-making. Companies 37

need to learn more and more about their consumers, their 38

products, how to present them in the media, and how to plan 39

future activities efficiently, making use of their historical data 40

[8]. As we will see, ML has been widely used to discover 41

the most relevant needs of consumers and the relationship 42

they have with products and their attributes [9], [10], segment 43

satisfaction, recognition or recommendation, the selection of 44

a new product or reaction to advertising [11], [12], [13], [14]. 45

Data can come from different sources both structured 46

and unstructured [15], [16], [17]. Sources include websites, 47

social media, and blogs (YouTube, Twitter Tweets, Google 48

Trends, visits to Wikipedia, reviews on IMDB, restaurants, 49

tourism, hotels, and Huffington Post news) to predict the 50

consumers’ demand, among others. Other sources include 51

data from business transactions such as e-commerce [18], 52

[19], retail scanners, as well as intentional sources of data 53

creation through user and internet usage (e.g., web cookies), 54
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location data (GSM, GPS, call center, among others), and55

personal data generated from searches [20]. The expectation56

is that ML would deliver a consistent and high-quality way to57

develop techniques that contribute to rapid innovation where58

organizations or entities can manage their boundaries [21].59

Using ML, organizations can improve their market planning,60

position themselves in newmarkets, and analyze the changing61

market situation, consumer segmentation, retention market-62

ing loyalty and their commitment to or renunciation of a63

brand or product [22], [23]. All this enables organizations64

to improve their services or products and influence decision-65

making. However, these techniques also represent a chal-66

lenge as their use extends and evolves from memory-based67

algorithms models (user-oriented, item-oriented) to mod-68

els of latent factors until reaching learning models such69

as Item2Vec, Product2Vec, or Doc2Vec and finally, deep-70

learning models [24], [25]. Accordingly, organizations must71

know what model to use, how to use it, and the advantages or72

disadvantages that it provides.73

To obtain a clear idea of the most used techniques and74

methods of ML in marketing, we searched for scientific75

articles published between January 2000 and March 2022.76

We employed keywords related to ML in top journals of the77

marketing subject category within the Scopus and Journal78

Citation Reports (JCR) databases. Thus, after a thorough79

review, a total of 320 scientific articles were obtained, allow-80

ing us to observe what marketing problems are solved and81

the techniques used for this purpose. We did not only per-82

form an overview of the methods and how ML influences83

this industry; instead, our study goes deeper and focuses on84

guiding the reader on howML techniques could be applied to85

solve real marketing problems. In this article, we presented86

the advantages and disadvantages of the methods and which87

marketing problems are more feasible to solve with specific88

algorithms.89

II. METHODOLOGY90

ML techniques have gradually become a common election in91

marketing research [26]. To provide the reader with a guide92

to the techniques used in the marketing scientific literature93

and the marketing problems they can solve, we followed94

several steps. Figure 1 summarizes the methodology we95

followed. In step 1, we identified scientific journals whose96

main focus was marketing by searching the ‘‘Scimago Jour-97

nal & Country Rank’’ (SJR) database for journals in the98

‘‘marketing category’’. Then, we filtered the search look-99

ing for journals of the Q1 quality quartile (SJR). To ensure100

that the journals were top-ranked, within the same SJR101

database, we additionally filtered the journals indexed in102

the Web of Science (WoS-JCR). JCR indexing is gener-103

ally considered stricter than SJR, so this filter limits jour-104

nals to being SJR Q1 and those belonging to JCR Q1,105

JCR Q2, JCR Q3, or JCR Q4. The final selection with106

this filter yielded 42 journals: J. of Marketing, J. of Market-107

ing Research, Marketing Science, J. of Consumer Research,108

J. of Supply Chain Management, J. of Public Administration109

Research and Theory, Public Administration Review, J. of the 110

Academy of Marketing Science, J. of Retailing, Interna- 111

tional J. of Research in Marketing, Quantitative Market- 112

ing and Economics, Academy of Management Perspectives, 113

J. of Consumer Psychology, J. of International Marketing, 114

J. of Interactive Marketing, Industrial Marketing Manage- 115

ment, Governance, J. of Advertising, American Review of 116

Public Administration, Sport Management Review, Market- 117

ing Theory, J. of Travel and Tourism Marketing, J. of World 118

Business, J. of Purchasing and Supply Management, Inter- 119

national Business Review, International Marketing Review, 120

International J. of Advertising, J. of Hospitality Marketing 121

and Management, Psychology and Marketing, J. of Des- 122

tination Marketing and Management, Business Horizons, 123

J. of Public Policy and Marketing, J. of Retailing and 124

Consumer Services, Electronic Commerce Research and 125

Applications, Consumption Markets and Culture, J. of Ser- 126

vices Marketing, Public Relations Review, J. of Marketing 127

Management, Administration and Society, J. of Advertising 128

Research, European J. of Marketing J. of Business Research, 129

Marketing Letters. 130

In step 2, we searched for individual articles published 131

by these journals in the Web of Science (WoS) database 132

between January 2000 and March 2022, which is a range of 133

almost 22 years. We tried using different keywords regarding 134

real applications of ML techniques. Our first search yielded 135

689 published articles, of which only a small number of 136

articles included what we were looking for. Finally, step 3, 137

we decided to search for a list of specific ML methods. The 138

final search is showed in the Figure 1. In the WoS database, 139

we used ‘‘TS’’, meaning search for topic terms in the follow- 140

ing fields: Title; Abstract; Author Keywords; Keywords Plus. 141

With this, we obtained 320 journal articles. 142

In step 4, we reviewed one by one each of the 320 articles 143

and then performed a filter that would allow us to reach a 144

final number of articles. These criteria were the following: 145

the use of ML should be the main technique of the article, 146

the ML techniques should have been declared by the authors 147

(papers not showing a learning process were excluded), and 148

the article must provide enough information concerning the 149

technique used. Furthermore, the articles must define the 150

technique as ML and show the application of a case with 151

real data from verified sources (not experimental or simulated 152

examples [27], [28]). Some articles that used semi-supervised 153

learning but did not show a real application were rejected 154

[29], [30], [31]. Our database ignores articles that are not 155

in the area of marketing [32] (e.g., financial credit scores). 156

Ordinary regression (OLS), hierarchical regression, and clas- 157

sic grouping (clustering) were not included if they did not 158

exhibit any learning technique. Articles that only exhibited 159

the use of software but did not provide intermediate results 160

were not included either [33], [34]. Articles that presented 161

software but did not exhibit the parameters employed and the 162

reasoning behind its use were not included [35]. Finally, a 163

total of 125 articles were included in this review. In step 5, 164

we searched within these 125 articles for the main groups of 165
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FIGURE 1. Methodology steps followed in this study.

marketing problems solved with ML, finally determining the166

following five: consumer behavior (CB), forecasting (FC),167

market segmentation (MS), recommender system (RS), and168

text and video or content analysis (TX).169

III. BRIEF SUMMARY OF THE ARTICLES STUDIED170

This section presents a brief descriptive summary of some171

characteristics of the reviewed articles, including the number172

of articles published per year, their citations, their quality173

quartile, the journals in which they were published, the type174

of learning they use, and the type of marketing problems they175

solve. Figure 2 demonstrates an increase in the number of176

published articles using ML in marketing recently (data for177

2022 is until March). Furthermore, between 2000 and 2007,178

only six articles met our quality criteria (there were no pub-179

lications that met the criteria in the years 2001, 2003, 2005,180

2006 and 2007), and for this reason, some of the next figures181

report only information starting from the year 2008. On the182

other hand, as expected, older articles tended to have a higher183

number of citations on average, with some fluctuations.184

Regarding the distribution of articles each year by JCR-185

quartile, Figure 3 shows that there are no articles classified as186

Q4 JCR that meet our criteria and that publications in high-187

impact Q1 JCR journals tend to exhibit a progressive increase188

over the years. Q2 JCR journals did not exhibit a significant189

change, except in 2019. Additionally, the presence of Q3190

WoS-JCR journals is almost marginal in all the years, and191

this is primarily because we tried to maintain the quality of192

the articles published, discarding journals of lower quartiles.193

Figure 4 shows the annual distribution of the top nine194

journals that published articles that met the search criteria.195

In total, 22 journals exist in our database. As illustrated in196

FIGURE 2. Number of articles published per year (line) and the average
number of citations in each article (bars) (January 2000 to March 2022).

FIGURE 3. Number of articles applying ML in marketing published by JCR
quartile every year (2008 to March 2022).

Figure 4, these journals have published at least four arti- 197

cles applying ML in marketing. The Electronic Commerce 198

Research and Applications is the journal with the highest 199

number of publications over the years with 24 articles pub- 200

lished, followed by the Journal of Business Research and the 201

Journal of Retailing and Consumer Services with 21. The 202

Journal of Marketing Science exceeded 10 publications in all 203

years, and the others on the list have between four and eight 204

publications in that period. Other journals that do not appear 205

in this list have published two articles in these years (three 206

journals) and one article (11 journals). 207

IV. MACHINE-LEARNING TECHNIQUES USED IN 208

MARKETING RESEARCH 209

Regarding the main ML techniques used in our review of 210

literature on marketing, it is difficult to achieve a systematic 211

and organized classification widely accepted. Figure 5 shows 212

a simplified organization of ML types of learning and ML 213

techniques, indicating that ML can be broadly categorized 214

into two classes: supervised and unsupervised learning [36]. 215

Supervised learning is used with labeled data in training 216

and learning. Unsupervised learning is a technique to find 217
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FIGURE 4. JCR journals with the highest number of published articles
meeting the criteria (2008 to Mar 2022).

FIGURE 5. Classification of the most used types of learning and
techniques in marketing research.

some pattern or structure of the data by itself where no218

labels are given. In the same way, some techniques do not219

belong to any of the categories due to their features that220

are not supervised or unsupervised, including deep learning,221

reinforcement learning, and hybrid methods.222

Figure 6 shows the percentage distribution of articles pub-223

lished in the marketing area over time. Here, deep learning224

is present in almost all years. Similarly, in recent years,225

several techniques have been used simultaneously (multi-226

technique) for the purpose of comparison to select the one227

that provides the best results. Hybrid learning combining228

different techniques has been increasingly applied recently229

FIGURE 6. Distribution of the number of articles according to the type of
ML (2008 to March 2022).

due to the higher speed of computational capability. It is also 230

noteworthy that supervised and unsupervised learning has 231

been widely used in recent years, but not as other techniques. 232

Regarding the specific techniques used in the marketing 233

articles, within deep learning, as mentioned earlier, Figure 7a 234

shows that the most used technique is the artificial neural net- 235

work (ANN), followed by the convolutional neural network 236

(CNN) and other techniques that change the way neurons are 237

interconnected or the adaptations of the original model. For 238

classification techniques (Figure 7b), the decision tree (DT) is 239

themost used technique, and this could be due to its simplicity 240

in the implementation and compression of the results. Addi- 241

tionally, other variations of DT are used, including gradient 242

boosting (GB) and random forest (RF). 243

Support vector machine (SVM) or naïve Bayes (NB) is 244

almost equally used. Furthermore, this review ascertained 245

that regression models (Figure 7c) were rarely used; however, 246

eXtreme Gradient Boosting (XGB) is the most used. In the 247

case of unsupervised learning techniques, the ones found 248

are clustering (Figure 7d), in which K-means is frequently 249

used for market segmentation and latent Dirichlet allocation 250

(LDA) for text processing. In hybrid techniques (Figure 7e), 251

the most used in combination with other ways to improve 252

prediction are deep learning techniques such as ANN and 253

CNN, followed by SVM. Some published articles sought to 254

compare some techniques based on their performance (Fig- 255

ure 7f); in this case, the most compared technique is DT 256

and RF, followed by SVM. Numerous techniques are used 257

in ML; however, we merely provided a brief overview of the 258

most common ones implemented in marketing applications, 259

as detailed in this review and Figure 7. The algorithms used 260

by the papers include individual algorithms or a combination 261

of them [37]. 262

In the following sections, we will comment on the most 263

used ML techniques in marketing, organizing them by 264

type of learning according to Figure 5. We will be refer- 265

encing the articles that have used each technique as we 266

go along. 267
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FIGURE 7. ML techniques percentage share use in solving marketing
problems.

A. DEEP LEARNING268

Deep learning algorithms are a group of powerful techniques269

that work through easily obtainable software; in particular,270

these models were developed as a generalization of math-271

ematical models. It works with a biological brain that is272

composed of several interconnected neurons, governed by273

algorithms that allow them to learn from mistakes, recognize274

patterns, and operate with incomplete information [38]. Some275

authors use the restricted Boltzmann machine (RBM) to learn276

co-occurrence patterns of items to elaborate on the latent277

association of items, and then they use a backpropagation278

neural network (BPNN) to predict those items belonging to an279

interest search [39], [40]. Other applications are prominent in280

content analysis to solve natural language processing (NPL) 281

tasks and identify information from words in a review [41], 282

[42], [43], [44], [45], news events [46], or hierarchical atten- 283

tion networks (HAN) [47]. CNN is also applied as a con- 284

tent generator [48], and it is also used for text and image 285

detection in social networks, brands, and retail [49], [50], 286

[51], [52]. Moreover, further applications of deep learning 287

emerge in decision-making processes such as buying, which 288

uses a multilayer perceptron neural network (MPL-NN) [53], 289

or ranking products with hierarchical deep learning [47], [54]. 290

Furthermore, the ANN is one of the most used deep learning 291

algorithms. ANNs can be classified into two dimensions: 292

supervised or unsupervised; and can be either recursive or 293

non-recursive [11]. ANN results depend on its architecture. 294

Usually, ANNs use a standard backpropagation algorithm 295

to train the network. However, the recurrent neural network 296

(RNN) is a kind of ANN that is adapted to model sequen- 297

tial tasks [44], [55]. Moreover, other models or techniques 298

implement a different kind of backpropagation; for instance, 299

the Elman neural network is a semi-recursive ANN that 300

uses the back-propagation-through time learning algorithm 301

to find patterns in value sequences [56], and the nonlinear 302

auto-regressive with exogenous ANN (NARX-ANN) is an 303

important class of discrete-time nonlinear systems. Addition- 304

ally, large-scale memory storage and retrieval (LAMSTAR) 305

combines a self-organization map (SOM) [57] and statistical 306

decision tools [58], and long short-term memory (LSTM) is 307

a variant of RNNs that aims to process long-term time series 308

and solve the problem of the vanishing gradient in an RNN 309

[25], [55], [59]. On another note, wavelet neural networks are 310

feedforward ANNs with one hidden layer, radial wavelets as 311

activation functions in the hidden nodes (HUs), and a linear 312

output layer [60]. 313

B. SUPERVISED LEARNING 314

Classification techniques are usually computer programs that 315

learn from the input data given and use this training data to 316

learn to classify by observing patterns in this data. On the 317

other hand, supervised learning for regression is a set of 318

algorithms used to predict continuous values; for example, 319

randomized logistic regression (RLR) works by splitting 320

the training data and running a regression on each [61], 321

[62]. Some examples of supervised learning in marketing 322

include strategies to communicate decisions, choices [63], 323

satisfaction [64] and product development [65], churnmodels 324

[66], [67], classification of online articles and reviews [68], 325

[69], demand prediction, or measurement of influencer index. 326

In ML there are some algorithms that can be used for market- 327

ing purposes, including the following: 328

1) SUPPORT VECTOR MACHINE (SVM) 329

SVM is a classification method that employs the mapping 330

of the input vector onto a high-dimensional feature space 331

and then, constructs a linear model that implements nonlin- 332

ear class boundaries in the original space [70]. The data is 333

classified through a special kind of linear model, namely, 334
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the optimal hyperplane, that maximizes the distance between335

observations that belong to each category [71]. Support vector336

regression (SVR) is also a popular SVM where the hyper-337

plane is the actual nonlinear function that should be esti-338

mated, and the sign of the residuals represents the two classes339

[72]. The capacity of the system is controlled by parameters340

that do not depend on the dimensionality of feature space341

[73], [74]. Mostly, this technique is used to forecast customer342

retention [75], online customer reviews [68], and prices in343

supply chains [76].344

2) NAÏVE BAYES (NB)345

Naïve Bayes is based on Bayes’ theorem models that assign346

class labels to problem instances, represented as vectors of347

feature values, where the class labels are drawn from some348

finite set. It offers ‘‘a competitive classification performance349

for text categorization compared with other data-driven clas-350

sification methods’’ [64]. This technique is used to measure351

customer satisfaction [64] or predict customer churn [66].352

3) K-NEAREST NEIGHBOR (KNN)353

KNN is a non-parametric method used for classification and354

regression. The algorithm requires the specification of a sim-355

ilarity function that produces a similar score between pairs,356

a response variable of interest, and the number of nearest357

neighbors (k’ nearest neighbors) [73], [77]. The output for358

classification is to classify an object by a plurality vote of its359

neighbors; in other words, the object is assigned to the class360

of that single nearest neighbor. For regression, the output361

is the average of the values of the k’ nearest neighbors of362

the object. KNN for regression is a popular algorithm that363

allows the prediction of the numerical target based on a364

similarity measure, which is often any distance function [73].365

This technique is used in hybrid techniques or to compare366

performance, especially in predicting the influence on social367

networks [73], differences in the evaluation of products [77],368

and brand personality [78], among others.369

4) DECISION TREE (DT)370

DT is a method that generates rules for data classification371

using a representation of a tree-like structure [79], and regres-372

sion trees respond to their predictors by recursive binary splits373

[80]. The output is made by a decision node with two or374

more branches and a leaf node. This technique is suitable for375

describing sequences of interrelated decisions or predicting376

future data trends, and it can classify specific entities into377

specific classes based on their features. Some variations of378

DT include the conditional inference tree (Ctree), which is379

a non-parametric class of regression trees embedding tree-380

structured regression models into rule-based procedures [81],381

and decision trees with cost-sensitive learning methods have382

been utilized by academics to solve the problem of class383

imbalance in data, especially in churn [79]. This technique384

has been used to predict the value of reviews [69], [82], the385

choice of a brand based on social networks [81], and sales386

[83], [84]. Notably, it is one of the most used supervised387

techniques to be included in recommender systems [63], [85], 388

[86], [87], [88]. 389

5) LASSO 390

Lasso is a linear model that estimates sparse coefficients. 391

It does both parameter shrinkage and variable selection auto- 392

matically [73]. 393

6) ENSEMBLE METHODS 394

Ensemble methods are algorithms that construct a set of 395

classifiers and then classify new data points by taking a 396

(weighted) vote of their predictions [89]. The fundamental 397

principle of ensemble learning is to divide a large dataset into 398

small data chunks [68] (baggingmodels) or combine multiple 399

learning algorithms to obtain better performance (boosting 400

models) [80]. Random forest is the most commonly used 401

algorithm within bagging models, and it uses a multitude of 402

decision trees or statistical data structures during training to 403

best divide and average the labels to create a more balanced 404

prediction [90]; additionally, it combines several base classi- 405

fiers into a robust classifier by increasing the overall accuracy 406

of the aggregated model [79]. 407

The training set is randomly generated. RF is implemented 408

to reduce the correlation between the random distributions 409

of the input set and improve the bagging [91], [92]. Some 410

techniques can improve the RF algorithm; for instance, 411

non-parametric RF is more robust to outliers compared to 412

other bagging or boosting algorithms [92]. Boosting models 413

improve accuracy based on the idea that it is easier to find an 414

average of many approximate rules of the thumb than to find 415

a single highly accurate prediction rule [80]. Boostingmodels 416

include gradient boosting (GB) that builds a set of weak learn- 417

ings (commonly used DT) to produce suitable learning by 418

correcting prior learning [74]. GB adjusts the predictor to the 419

residual errors made by the previous learning, i.e., increases 420

the gradient to allow optimization of an arbitrary loss function 421

[92]. XGBoost (XGB) is a model used for regression or 422

classification commonly based on decision trees. XGB is an 423

efficient model for making decisions from a large dataset, and 424

it is obtained by recursively partitioning the data space and 425

fitting the prediction model at each partition. The individual 426

decisions are entirely inaccurate but are better than those 427

generated randomly [91]. RF combines several decision trees 428

at the end of the process, whereas gradient boosting combines 429

decision trees at the beginning of the process [93]. 430

C. REINFORCEMENT LEARNING 431

Reinforcement learning corresponds to supervised algo- 432

rithms in which an agent interacts with the environment 433

and learns to increase the maximum reward [94]. These 434

algorithms are commonly used as a recommender system 435

for configuring campaigns, digital advertising, and revenue, 436

promoting different product categories, and retailing, among 437

others. The most used method is genetic algorithms (GA). 438

This method is based on the mechanics of natural evolution 439

and natural genetics with chromosomes whose values are the 440

93278 VOLUME 10, 2022



V. Duarte et al.: Machine Learning and Marketing: A Systematic Literature Review

outcome of Boolean functions as a data structure. They do441

not require a starting value. GA learns and tries to maximize442

the accumulated reward using a survival-of-the-fittest scheme443

with a random organized search to find the best solution to a444

problem [95].445

D. UNSUPERVISED LEARNING446

Unsupervised learning methods are algorithms that identify447

patterns in datasets containing data points that are neither448

classified nor labeled. Unsupervised learning involves ana-449

lyzing data without trying to predict anything [96]. Clustering450

is a well-known technique for finding groups in data [97].451

There are two kinds of clustering: hierarchical clustering452

techniques, and nonhierarchical techniques, more suitable for453

segmenting large databases [98]. Unsupervised learning is454

commonly used for market segmentation and text analysis455

(TA). In market segmentation, it is used for retail segmen-456

tation [98], market structuring [99], buyers of certain brands457

[100], e-commerce markets [101], and service opportunities458

[102]. On the other hand, in TA, it seeks to analyze news,459

reviews, and social networks tomeasure sentiment or veracity460

[97], [103], [104], [105], [106], [107].461

1) K-MEANS462

K-means is one of the most popular clustering algorithms463

achieves results using highly efficient approaches [101].464

K-means requires a number of seeds that have the same465

dimension as the input vector and is equal to the number of466

clusters to be create. The learning process adapts the seeds to467

conform approximately to the actual distribution vector and468

stop when the difference between the new seeds and the old469

seeds is smaller than a threshold [102].470

2) FUZZY FRAMEWORK (FL)471

Fuzzy models involve inference blocks that apply relevant472

fuzzy rules for depicting the actual importance level of trust473

factors [108]. These rules are also introduced to fuzzy seman-474

tic DT-based methods to improve the learning and predic-475

tion performance [109]. Fuzzy c-means is another technique476

that is used to estimate the probability of each data point477

belonging to each cluster. This technique allows data points478

to be members of multiple clusters rather than forcing them479

to belong to one single cluster [97]. The nature of fuzzy480

models is similar to the meaning of ‘‘divide and conquer’’.481

The backgrounds of rules (if condition else action) divide the482

input space into a number of local fuzzy regions, while the483

consequences describe the behavior within a region through484

its constituents. The components of the consequences result485

in different kinds of mathematical fuzzy models, but their486

backgrounds are essentially the same [60].487

3) LATENT DIRICHLET ALLOCATION (LDA)488

LDA is a simple and efficient learning model that is used to489

recover the parameters for high-dimensional data into a wide490

class of topics. K is the number of latent factors (topics) found491

in a more dimensional observation. Typically, it is used to 492

process natural language or text characteristics [103]. 493

E. HYBRID METHODS 494

Several published articles used different models to improve 495

the algorithm’s performance. They integrated neural net- 496

works with a new architectural design for feedforward ANNs 497

used in multilevel output choice problems. The ANN is 498

trained with a genetic algorithm [110], such as fuzzy logic 499

or other techniques as opposed to the standard backprop- 500

agation training method. Other methods include ensemble 501

learning models to measure different features in marketing 502

segmentation and influencer index while others aimed to get 503

better accuracy. Additionally, this study demonstrated that 504

some articles optimized parameter procedures that play an 505

important role in the predictive models [111]. 506

V. MAIN MARKETING PROBLEMS SOLVED WITH 507

MACHINE LEARNING 508

Figure 8 shows the types of learning used to solve different 509

marketing problems. In this figure, we notice that deep learn- 510

ing is the most prevalent method across the published articles 511

and is also most employed to solve marketing problems. 512

This may be because deep learning techniques are versatile 513

and employ different ways of solving complex problems. 514

Unsupervised techniques are primarily used to solve mar- 515

ket segmentation problems and are not used for forecasting. 516

Reinforcement learning is only used in recommender sys- 517

tems. Hybrid techniques can be seen with a greater prepon- 518

derance in forecasting, requiring a more accurate prediction. 519

Supervised techniques can be used to solve any marketing 520

problem. Overall, the important thing to know is the nature 521

of the data available. 522

In terms of the specific marketing problems solved in the 523

published articles, Figure 9 shows that issue of recommender 524

systems is the most prevalent. Consumer behavior, forecast- 525

ing, and market segmentation are also important. Notably, 526

text and video analysis has become more popular recently, 527

and this is also related to improvements in speed and the 528

simplicity in the use of ML techniques that allow this process 529

to be carried out, including deep learning and unsupervised 530

learning. The following sections will detail each one of these 531

applications. 532

A. CONSUMER BEHAVIOR 533

Consumer behavior refers to the study of how clients, both 534

individuals and organizations, meet their needs and desires 535

to choose, purchase, use and get rid of goods, ideas, and 536

services. In other words, it refers to the decision taken by 537

clients during the purchasing process and the factors that 538

can influence this decision [112], [113]. These factors can 539

be cultural, social, and psychological, among others. Within 540

the applications of consumer behavior, we can stress char- 541

acterization of clients, customer retention, trend prediction, 542

competition, etc. 543
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FIGURE 8. Percentage distribution of the number of articles published
between 2008 and March 2022 by type of learning for each marketing
problem (CB: consumer behavior, FC: forecasting, MS: market
segmentation, RS: recommender system, TX: text and video analysis and
context analysis).

FIGURE 9. Distribution of the number of articles by the main marketing
problem they solve (2008 to March 2022).

The articles correlated purchases in online shopping web-544

sites with the clients’ trust based on factors of security545

and design [108], number of navigation clicks for daily546

offers [114], or usefulness of reviews [82]. Additionally,547

the reviewed articles also correlated purchases with the548

stores’ facades featured on the Internet [115] and investigated549

competitive advantages by identifying dynamic problems of550

tourist destinations, including stakeholders (suppliers, cus-551

tomers, competitors) [116], personalities of individuals, and552

their travel intentions both during and after the pandemic553

[117]. In the same way, the articles also examined children’s554

classification (rating) behavior toward certain trademarks555

based on emotions and loyalty [118], the credibility in the556

classification of most popular users on consumer reviews557

platforms such as Yelp [119], the prediction of customer558

responses to campaigns [120], and the future behaviors of559

a panel of customers [55]. Furthermore, the price sensitiv-560

ities and the importance of consumer behavior in super-561

markets [121] or purchases of ecological buildings [122]562

have been studied. Studies also investigated the adoption563

of payment according to the attributes of products coin- 564

cidences in shopping baskets [123] and the use of peer- 565

to-peer mobile payment systems and key backgrounds of 566

clients’ intention [124]. It is possible to extract a hierar- 567

chy of product attributes based on contextual information 568

of how attributes are expressed in consumer reviews [12]. 569

In the healthcare/health-related products industry, consumer 570

satisfaction was studied through posts on a review website 571

[125]. Additionally, some studies analyzed the impact of film 572

contracts in movie production and profitability of members of 573

the channel [126], the consumer’s perception of the attributes 574

of certain brands in online posts through visual listening 575

[49], and the customers’ repurchasing behavior of same- 576

brand smartphones [127]. Some studies estimated the possi- 577

bility that a consumer performing some actions, such as use 578

airline services again [128] or willingness to share personal 579

information according to their interests or social interactions 580

[84]. Some studies focused on limited player telemetry data to 581

observe churn from a gamified app [67]. The influence of the 582

increase in online movie searches and their revenues [129]. 583

Other studies use othermodels such as the recency, frequency, 584

and monetary (RFM) model to observe behavior patterns 585

[130]. They even use data from unsolicited communications 586

from consumers on Twitter related to shopping malls [131] 587

or discover how emotional robots can influence the affective 588

feelings of potential consumers on Instagram [93]. 589

B. RECOMMENDER SYSTEMS 590

Recommender systems are software tools that can provide 591

suggestions and/or recommendations regarding products 592

and/or services to final clients [132], [133]. These systems 593

seek to replace the old word-of-mouthmethodwith an autom- 594

atized process [134]. Their objective in marketing is to gen- 595

erate more sales, diversify the products sold, increase the 596

satisfaction and loyalty of clients, and provide a better under- 597

standing of clients’ needs. In this regard, the applications 598

include training, personalized content, e-commerce, and ser- 599

vices [135]. The analysis performed in this review ascertained 600

that recommender systems are employed in market selection 601

[136] or orientation [137], in models aiming to overcome 602

difficulties in processing information of potential providers 603

during the early stages of the selection process [138], or in 604

the process of diagnosing problems in independent clients 605

[86]. Recommender systems are used in distribution sys- 606

tems of vehicles in auctions [139], the probability of mak- 607

ing a purchase and the amount in different products [140], 608

classification based on reviews [47], or the use of choice 609

experiments [63]. 610

In the same way, a study focused on customers, studying 611

their loyalty and asset management in hotels [85], the incon- 612

sistencies in their opinions in a cognitive purchase decision- 613

making process [53], the classification of their elements 614

directly for predictive recommendation [39], and their experi- 615

ences using chatbots [23]. Publicity and campaigns have also 616

used ML techniques to combine means of publicity (televi- 617

sion and online) [72], estimate when, what, and how much 618
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to spend on publicity to increase profits [141], efficiently619

evaluate online publicity [88], and optimize micro-focalized620

techniques of campaigns [142]. Other applications of recom-621

mender systems are found in brand management, associated622

with personality, identification of associations and potential623

collaborations [143], or in the investigation of the moderating624

effects of consumer knowledge (expertise) in a beer rec-625

ommendation [144]. Some authors focused on social media626

reviews for food recommendations in vegetarian restaurants627

[145] or recommendations based on sentiment analysis of628

data from TripAdvisor [146].629

C. FORECASTING630

Marketing forecasting is an analysis that projects the trends,631

features, and future numbers on its objective market. This632

allows having, in advance, these economic variables are633

investigated in market research using marketing forecasting634

[147]. The forecasting methods range from simple mobile635

averages to sophisticated models of supply-product [148],636

[149]. The most used methods for forecasting in marketing637

are the ones based on probabilistic techniques [92]. However,638

these techniques have evolved with the new availability of639

several data (Big Data), which has generated a new interest640

in these techniques [150].641

Most of predictions presented in the articles are related to642

the prediction of market prices [76], forecasting of demand or643

purchase patterns in business segments [40], [60], [74], [151],644

classification or prices of products [65], [152], or difference645

in prices in auctions [58], [153]. Furthermore, forecasting646

models are also employed to identify the probabilities of647

abandonment, retention, or cancellation of clients and their648

attributes [66], [75], [79], [111] and the customer lifetime649

value for the banking sector [154]. Forecasting models are650

also used to draw predictions regarding the success of bank651

telemarketing sales of time deposits [83], the volume of call652

center arrivals’ calls [56], [92] or sales volume [59]. Studies653

also carried out comparisons and predictions regarding the654

influence of social networks on social media promoted posts655

detection [73], [91], determinants of trust in s-commerce656

based on social presence and social support [155], the dis-657

crepancy between the evaluation of online and live products658

[77]. Other studies focused on predicting satisfaction and659

brand recommendation as well as purchase intention [156]660

and how natural-look campaigns are associated with the661

increase in artificial beauty practices [157].662

D. MARKETING SEGMENTATION663

Marketing segmentation is one of the main strategies in the664

field of marketing [158]. Its objective is to identify and665

delimit market segments or ‘‘groups of buyers’’ that will666

then transform into objects of the company’s marketing plans667

[158], [159]. The advantage of marketing management is668

that this technique divides the total demand into relatively669

homogeneous segments, which are identified for some com-670

mon characteristics. These features are relevant to explaining671

and predicting the consumers’ responses—in a determined672

segment—to the marketing stimulus [158], [159], [160]. The 673

segmentation can be made according to geographic, behav- 674

ioral, psychological, and demographic criteria [161]. 675

In this field, the articles analyzed presented the market 676

preferences according to reviews of hotels, tourism, and 677

hospitality sectors [57], [162], stereotypes [109], number of 678

sales of smartphones according to types of sellers [137], 679

market structures or segments according to products or ser- 680

vices and profits [99], [100], [102], [163], and how to carry 681

out promotions and the effect on sales [80]. Other authors 682

segmented customers according to retailer-brand and channel 683

usage [164], brand equity and engagement in brand-related 684

social media behavior [81], or consumer sentiments on social 685

media [165]. Furthermore, some studies looked for patterns 686

of interest in trade based on clicks [101], including segments 687

that vary in their donation intentions, political attitudes, and 688

preferred types of charities [166]. Other works predicted 689

the characteristics and segments of companies that adopt 690

the use of workforce-based robotics [167] or determined the 691

differences in business model attributes of FinTech [168]. 692

Additionally, some works segmented consumers based on 693

their psychological profiles [169]. 694

E. TEXT ANALYSIS – CONTENT ANALYSIS 695

TA, or content analysis, aims to extract legible information 696

through non-structured text machines to allow approaches 697

based on data for content management. To surpass the ambi- 698

guity of human language and achieve high precision for a 699

specific domain, TA requires the development of mining 700

channels of personalized texts [170], [171]. The analysis of 701

content allows researchers to examine great volumes of data 702

with relative ease in a systematic manner [172]. 703

The analysis of text in marketing, according to the bibli- 704

ographic review, is based on the identification of the influ- 705

ence of word-of-mouth reviewers [173], chain operation in 706

the hospitality industry [42], or movie spoilers [106]; addi- 707

tionally, TA is also based on the usefulness and classifica- 708

tion of the attributes of reviews, opinions, or comments of 709

online consumers or Twitter users their consumption trends, 710

satisfaction, or patterns [41], [43], [64], [68], [174], and 711

YouTube review videos [175]. Furthermore, it also includes 712

analysis of news [46], review of publicity [69], and genera- 713

tion, classification, and auto-tagging of content or published 714

text [90], [103], [176]; additionally, it helps determine the 715

clients’ needs based on user-generated content (UGC) or 716

Instagram messages [48], [51]. Recently, an analysis of feel- 717

ings has been carried out with different purposes, capturing 718

the feelings, attitudes, and emotions of Indian consumers 719

towards electric vehicles [177]. It included messages from 720

Twitter users, obtaining a deeper understanding of the role 721

of language in consumer behavior [61], and creating positive 722

emotions for upset customers [44]. Additionally, the analysis 723

investigated how negative feelings influence the market for 724

firms [105] and the use and adoption of digital technologies 725

and platforms for teleworking in the post-pandemic era [107]. 726

In other social networks, the social influence and facilitating 727
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conditions directly impact the users’ sentiments toward intel-728

ligent personal assistants (IPAs) [178], and studies also inves-729

tigated estimates of love and loyalty for brands in Facebook730

photos [179] or prominent figures [78]. Moreover, other stud-731

ies examined brand images on social networks (brand selfies)732

and user responses [52], how the media evaluates public733

agencies, particularly in low-trust contexts [104], and how734

narratives affect the effectiveness of influencers in sponsor-735

ship and likes and comments [180]. Components of effective736

communication in a digital interaction can be understood by737

asking the following: to what extent do what a salesperson738

says (auditory cues) and how he or she says it (visual cues)739

affect his or her effectiveness in digital sales interactions740

(DSIs) [181]. In this regard, some works provide recommen-741

dations for project creators and crowdfunding platforms [45].742

VI. SUMMARY OF THE MARKETING PROBLEMS AND743

THE TECHNIQUES USED TO SOLVE744

In this section, in Table 1, we highlight the marketing prob-745

lems that are solved using ML and the most used techniques746

for each.Moreover, Table 1 provides a summary of the advan-747

tages and disadvantages of each technique. This table can748

serve as a basic guide for the use of ML techniques to solve749

certain marketing problems.750

Regarding the evaluation of the performance of the tech-751

niques, the findings of this review study demonstrated that the752

statistical parameters differ between techniques. In the case753

of the regressions, the coefficient of determination (R2), root754

mean square error (RMSE), mean absolute error (MAE), and755

mean absolute percentage error (MAPE) [145] are used. Met-756

rics such as precision, recall, F1-score, accuracy [42], [128],757

and confusion matrix are employed to evaluate classification758

performance.759

In the articles that we reviewed, the input data came from760

social networks [78], [141], such as Twitter [107], [165],761

Instagram [51], [182], Facebook [73], [179], online reviews762

[47], [156], [173], and videos or comments on YouTube [90],763

[175]. To analyze review opinions, the following sources764

are considered: film classification data [106], [126], hotel765

websites [42], [57], [64], [85], [103], and Yelp [82], [119],766

[183]. Datasets or product databases such as telephone num-767

bers [137], matching products in the shopping cart [123],768

daily sales [114], and online purchases [108], among other769

types of data entries, are also used. The results depended770

on the approach that the authors adopted in sentiment anal-771

ysis, investigating the feelings and emotions found in the772

data [184]. In classification or regression, a rating of the best-773

selling products or those that would work best for the market,774

sales, and demands are obtained. In market segmentation, the775

segments of customers, consumers, suppliers, services, and776

others are usually obtained. The variety of output depends on777

the marketing problem to be solved. Now, based on the arti-778

cles analyzed, it was observed that most of the articles pub-779

lished after 2018 presented the technique’s accuracy, while780

other articles only discussed the output of the technique used.781

TABLE 1. Marketing problems and the techniques used to solve them
from the literature: summary of advantages and disadvantages.

We identified the best algorithms used based on the articles 782

that compared techniques (multi-technique). For classifica- 783

tion, the use of DT, NB, RF, KNN, SVM, and XGB were 784

compared in [128], and the findings demonstrated that XGB 785

offered the best accuracy followed by RF in all the tests 786

performed. 787

Another study compared the performance of ANN and RF 788

[67] with input data from video games, and in the three tests 789

carried out for both classification and regression, the results 790

were similar with a similar time window, but when deciding 791
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and adjusting the RF, the prediction improved. In the case of792

text analysis [125] with data from healthcare/health-product793

e-commerce firms, linear regression (LR), XGB, RF, and DT794

were used. The study concluded that in terms of the RMSE,795

XGB and RF displayed the best predictive power, although796

LR was almost the same. With input data from reviews to797

measure the help they provide [82], DT, RF, GB, bagging798

gradient-boosted trees (B-GB), and ANN were compared,799

and the regression results reported that B-GB had the best800

performance with an increasing volume of data. In the case801

of classification, the B-GB model performed classification802

the best with an accuracy of over 0.9, while DT displayed803

the worst performance is DT. One of the published articles804

conducted a comparison for sentimental analysis [177], and805

it concluded that CNN was the best model to find sentiment806

polarity in Electric Vehicles (EV) data compared to other807

deep learning algorithms such as ANN and RNN. The study808

compared SVM, Doc2Vec, RNN, and CNN. The accuracy809

of CNN reached over 81%. Furthermore, [145] combined810

various algorithms to segment and predict customer needs811

and preferences. In particular, the study joined LDA, SOM,812

and DT for regression and classification (CART), and the best813

results corresponded to the union of LDA+SOM+CART814

with an MAE of 0.3852, RMSE 0.46, and R2 0.93 as com-815

pared to the other unions such as LDA+CART, LDA+RF,816

LDA+ANN, and LDA+MLR. Moreover, [130] compared817

SVM, DT, and MLP, concluding that DT was the best with818

over 96% accuracy, followed by MLP. On the other hand,819

[169] compared the conventional psychological continuum820

model (PCM) segmentation algorithm, K-means clustering,821

and Bayesian LPA, and in this case, unsupervised algorithms822

were compared, showing that Bayesian LPA presented the823

best performance followed by K-means. To predict arrivals824

in a call center, [92] compared GB, GBR, SVR, KNN, and825

RF based on MAE and ascertained that RF performed the826

best, with GB, GBR, and SVR achieving similar results,827

while KNN exhibited a bad performance under that parameter828

MAE.829

Finally, regarding the use of software, few published arti-830

cles reported which software they use or apply. However,831

some works used Python with ML-specific libraries [61],832

[78], [107], [144], [183] or R R©[75], [80], [81], [92]. Others833

used the free open-source software package called Stanford834

CoreNLP [105] or frameworks such as Rapidminer R©[88].835

VII. DISCUSSION AND CONCLUSION836

This research aimed to analyze the degree of adoption of ML837

in the field of marketing research. For this purpose, we ana-838

lyzed journals indexed in the WoS. Of the 42 marketing839

journals that we reviewed, only 13 of them published at least840

one article that meets our quality criteria. Overall, the most841

used ML tool was artificial neural networks, both in hybrid842

methods and isolated use. In the classification methods, the843

most used technique was decision trees. When comparing the844

techniques, the most efficient techniques were the gradient845

booster and the extreme gradient booster technique, as they846

demonstrated the best results. Regarding the unsupervised 847

techniques, KNN is widely used for market segmentation 848

(40%), and LDA is widely used for TA (31%). According 849

to the distribution of types of learning with respect to the 850

marketing application, reinforced learning appears only in 851

recommender systems. 852

In brief, our results highlight that a significant and 853

diverse number of ML techniques are employed in extensive 854

marketing-based applications. In the field of scientific pro- 855

duction, the number of publications increased over time, but 856

this growth was mostly observed in journals with a ranking 857

Q1 and Q2. In the period of years studied, the most used 858

technique was deep learning.We also realized that until 2008, 859

certain techniques were used generically in all marketing 860

applications; however, their use has expanded to a larger level 861

by the year 2022. It is noteworthy that several techniques are 862

widely used in a specific year, displaying a kind of boom 863

in popularity, followed by a period of decline and stability 864

in their use. For example, text mining analysis exhibited 865

disproportional use during some periods (2009–2010), then 866

no use for seven years, and finally being used again in 2016. 867

In the foregoing, we can see that in general, ML techniques 868

have experienced a degree of maturity in the field of market- 869

ing. This is reflected in a larger diversity of applications and a 870

larger diversity of ML techniques. This has also accompanied 871

advances in ML applications, dispensing with the need of 872

having advanced knowledge of programming. Accordingly, 873

this allows researchers who are not specialized in computer 874

science to use the aforementioned techniques in their areas of 875

expertise (e.g., marketing). Last, digital marketing has pro- 876

moted the need for better handling of more data with a more 877

complex analysis, which is provided by ML applications. 878

Regarding the limitations of this study, we can highlight 879

the lack of marketing categories in WoS and the use of JCR 880

as a proxy for this category. However, articles excluded did 881

not affect the main results of this research. 882

Regarding future works, research must focus on the appli- 883

cations of other recent ML techniques in areas of marketing 884

that have not been presented before. Despite the incipient 885

maturity, there is also a belief that some ML techniques— 886

given their simplicity—are not being applied correctly due 887

to the lack of knowledge surrounding them. Hence, a study 888

must be conducted to know if these conditions could produce 889

unexpected results using techniques that allow a larger sim- 890

plicity or visualization of the results (DT and CA) against 891

more complex techniques such as ANN or SVM. 892
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