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ABSTRACT Fully data-driven, deep learning-based models are usually designed as language-independent
and have been shown to be successful for many natural language processing tasks. However, when the
studied language is not high-resource and the amount of training data is insufficient, these models can
benefit from the integration of natural language grammar-based information. We propose two approaches to
dependency parsing especially for languages with restricted amount of training data. Our first approach
combines a state-of-the-art deep learning-based parser with a rule-based approach and the second one
incorporates morphological information into the parser. In the rule-based approach, the parsing decisions
made by the rules are encoded and concatenated with the vector representations of the input words as
additional information to the deep network. The morphology-based approach proposes different methods
to include the morphological structure of words into the parser network. Experiments are conducted on
three different Turkish treebanks and the results suggest that integration of explicit knowledge about the
target language to a neural parser through a rule-based parsing system and morphological analysis leads to
more accurate annotations and hence, increases the parsing performance in terms of attachment scores. The
proposed methods are developed for Turkish, but can be adapted to other languages as well.

15 INDEX TERMS Dependency parsing, computational linguistics, recurrent neural networks.

I. INTRODUCTION16

Current state-of-the-art dependency parsers usually rely17

solely on deep learning methods, where parsers try to learn18

the characteristics of the language from available training19

data [1], [2]. As expected, this approach works well when the20

training data size is big enough. However, these pure deep21

learning-based approaches cannot reach the desired success22

levels when the data size is insufficient [3]. It was observed23

that deep learning-based systems need large amounts of data24

to be able to reach high performance [4]. For languages with25

The associate editor coordinating the review of this manuscript and

approving it for publication was Ángel F. García-Fernández .

small data sets, there is a need for developing additional 26

methods that meet the characteristic needs of these languages. 27

In this article, we propose to take into account the lan- 28

guage grammar and integrate the information extracted from 29

the grammar to a deep learning-based dependency parser. 30

We propose two approaches for the inclusion of the grammar 31

to the neural parser model. Our first approach is to inte- 32

grate linguistically-oriented rules to a deep learning-based 33

parser for dependency parsing of languages especially with 34

restricted amount of training data. The rules are created to 35

deal with the problematic parts in the sentences that are hard 36

to predict. In our second approach, we give morpheme infor- 37

mation as an additional input source to the parsing system. 38
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We experimented with different methods for inclusion of the39

morpheme information. We applied the proposed methods40

to Turkish and the experimental results suggest that both41

approaches improve the parsing performance of a state-of-42

the-art dependency parser for Turkish.43

The proposed methods were evaluated on both projective44

and nonprojective sentences and currently hold the state-of-45

the-art performance in parsing the Turkish IMST-UD Tree-46

bank. To the best of our knowledge, this is the first study that47

integrates the parsing actions of a rule-basedmethod andmor-48

phological elements into a deep learning-based dependency49

parsing system and may serve as a base for other low- or mid-50

resource languages.51

The main contributions of this article are as follows:52

• A novel rule-based enhancement method that can be53

integrated to any neural dependency parser.54

• A morphology-based enhancement method with three55

different ways of including morphological information56

to the parser.57

• A simple yet useful integration method that allows to58

combine the proposed enhancement methods with any59

neural dependency parser.60

• State-of-the-art dependency parsing scores on the61

IMST-UD Treebank.62

The rest of this article is organized as follows. Section II63

presents the related work on deep learning-based, rule-based,64

and morphology-based approaches to dependency parsing as65

well as previous studies for parsing of Turkish. In Section III,66

we describe our proposed models to dependency parsing that67

combine hand-crafted rules and the morphological informa-68

tion with a state-of-the-art deep learning-based dependency69

parser. Section IV gives the experiment details and results70

as well as a discussion on how the proposed models can be71

adapted to other languages. Finally, Section V concludes the72

article and suggests some future work.73

II. RELATED WORK74

Purely rule-based approaches to natural language processing75

(NLP) problems have been very popular in the past, from76

part of speech tagging [5] to aspect extraction in sentiment77

analysis [6]. Rule-based methods have also been applied to78

dependency parsing. There have been studies on rule-based79

parsing using grammar rules for Turkish [7] and for other80

languages [8], [9], [10], [11].81

Recently, deep learning methods began to be frequently82

applied to dependency parsing and show promising perfor-83

mances in predicting the dependency parses of sentences [1],84

[2], [12]. In 2017, a state-of-the-art LSTM-based depen-85

dency parser [13] achieved the best performance in 54 tree-86

banks including the IMST-UD Treebank at the CoNLL’1787

Shared Task on Multilingual Parsing from Raw Text to88

Universal Dependencies [14]. This parser together with its89

enhanced versions [15], [16] presented at the CoNLL’1890

Shared Task on Multilingual Parsing from Raw Text to Uni-91

versal Dependencies [17] show state-of-the-art performance92

on the dependency parsing of many languages. However, 93

these parsers do not have language specific features that can 94

boost the parsing performance, especially for morphologi- 95

cally rich and under-resourced languages like Turkish. 96

Morphologically rich languages (MRLs) pose problems 97

when state-of-the-art NLP models developed for the most 98

widely studied languages like English and French are applied 99

directly to them [18]. There are studies that include rule-based 100

knowledge to data-driven parsers in order to increase pars- 101

ing accuracy. Reference [19] experimented with different 102

voting mechanisms to combine seven different dependency 103

parsers including a rule-based parser. Another study applied 104

a rule-based mechanism on the output of a dependency parser 105

to create collapsed dependencies [20]. 106

There have also been several approaches that use mor- 107

phological information in the dependency parsing of the 108

MRLs. Similar to [21] and [22], which utilize morphological 109

features for the dependency parsing of Hindi and Hebrew 110

respectively, [23] measured the effects of nine morphological 111

features extracted from an Arabic morphological analysis 112

and disambiguation toolkit [24] on the parsing performance 113

of the MaltParser [25] for Arabic. These studies show that 114

usage of some morphological features works well for the 115

dependency parsing of MRLs. Reference [26] compared the 116

strength of character-level modelling of words with an oracle 117

model which has explicit access to morphological analysis 118

of words on dependency parsing and observed that combin- 119

ing words with their corresponding morpheme information 120

using a bi-LSTM structure in the word representation layer 121

outperforms the character-based word representation models. 122

Reference [27] proposed two morphology-based approaches 123

to dependency parsing. In their first approach, they combined 124

the vector representation of words with the representation 125

of some of the morphological attributes given in treebanks. 126

Their second approach represents the words by separating 127

them to their corresponding lemma and suffixes for suitable 128

languages. They observed that both of themodels improve the 129

parsing accuracy for agglutinative languages. Reference [28] 130

proposed a multitask learning framework that makes use of 131

language philogenetic trees to represent the shared informa- 132

tion among the languages. They used gold morphological 133

features for dependency parsing by summing the created 134

vectors of each morphological attribute given in the treebanks 135

and add this vector to the representation of the word, similarly 136

to [27]. 137

However, to the best of our knowledge, there does not exist 138

any prior research on a hybrid approach for dependency pars- 139

ing, where parsing decisions of hand-crafted rules together 140

with morphological information are integrated into a deep 141

learning-based dependency parsing model. Our inclusion of 142

morphology also differs from the previous works in terms of 143

extracting the morphological information. Instead of using 144

morphological features of a word, our models utilize its suf- 145

fixes explicitly.While two of the proposedmorphology-based 146

methods include the suffixes of each word to the word repre- 147

sentation model directly, the third one represents each word 148
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with the suffixes which can and cannot bind to the root of that149

word.150

A. TURKISH DEPENDENCY PARSING151

In this study, we propose both rule-based and morphology-152

based enhancement methods for dependency parsing and153

integrate our methods to a state-of-the-art dependency154

parser [13]. We applied the proposed approaches to Turk-155

ish. Because, unlike English, the resources for Turkish NLP156

in general are restricted, which makes it suitable for such157

enhancements. For dependency parsing, the English tree-158

banks have a total of 34,631 sentences1 annotated in the159

Universal Dependencies (UD) style [29], with the largest one,160

the EWT Treebank [30] including 16,622 sentences. On the161

other hand, for Turkish, until very recently the only data162

sets used for training and evaluation of the systems were the163

IMST-UD Treebank [31] which consists of 5,635 annotated164

sentences and the Turkish UD Parallel (PUD) Treebank [14]165

of 1,000 annotated sentences that is used for testing purposes.166

There are also IWT-UD Treebank [32], which includes 5,009167

sentences crawled from the web and the Turkish UD GB168

Treebank [33] of 2,880 entries which was created by anno-169

tating the examples given in [34]. However these treebanks170

differ from the others in terms of the source of sentences. The171

IWT-UD Treebank was created from social media texts and172

has a noncanonical language that is completely different from173

the other well-edited treebanks [32]. The source of the GB174

Treebank is not a naturally generated corpus but examples in175

a grammar book which include lots of incomplete sentences176

and sentences with informal usage.177

Turkish is not a well-studied language in natural language178

processing, and dependency parsing is no exception to this.179

Following the initial work in [7], another study presents a180

word-based and two inflectional group-based input repre-181

sentation models for dependency parsing of Turkish [35]182

which use a version of backward beam search to parse the183

sentences. They used a subset of 3,398 sentences of the Turk-184

ish Dependency Treebank [36] with only projective (non-185

crossing) dependency relations to train and test the proposed186

parsers. Later, a data-driven dependency parser for Turkish187

was proposed, which relies completely on inductive learn-188

ing from treebank data for the analysis of new sentences,189

and on deterministic parsing for disambiguation [37]. The190

authors use a variant of the transition-based parsing system191

MaltParser proposed in [25], a linear-time, deterministic,192

classifier-based parsing method with history-based feature193

models and discriminative learning. However, the definition194

of a well-formed dependency tree for MaltParser is different195

from the conventions of the UD scheme such that the artificial196

root node in a dependency tree may have more than one child197

in the output of the MaltParser. Yet, UD restricts the artificial198

root node to have exactly one child and it is not possible to199

haveMaltParser produce dependency trees that follow theUD200

convention.201

1In UD version 2.3. Available at http://hdl.handle.net/11234/1-2895

Reference [38] extracted different multiword expression 202

classes as a pre-processing step for a statistical dependency 203

parser. Only the projective dependencies are considered. 204

Reference [39] and [40] are other notable studies that are 205

based on optimized versions of the MaltParser system. Later, 206

a graph-based approach was proposed in [41], where a dis- 207

criminative linear model is trained and a lattice dependency 208

parser is created that uses dual decomposition. All these stud- 209

ies on Turkish dependency parsing used the first version [36] 210

of the Turkish Treebank annotated in non-UD (non-Universal 211

Dependencies) style. 212

To eliminate the inconsistencies in this treebank and to 213

obtain better performance, a revised version of it was pre- 214

sented under the name of IMST Treebank [42] and this new 215

version was evaluated again using the MaltParser. However, 216

the IMST Treebank was also in non-UD style. To contribute 217

to the unifying efforts of the UD project, the IMST Treebank 218

was converted automatically to the UD annotation style [31] 219

and was named as IMST-UD Treebank. This most up-to- 220

date version of the Turkish treebank was evaluated using 221

MaltParser in [32], however only a subset of the treebank was 222

used by eliminating the nonprojective dependencies which 223

allow crossing edges in a dependency tree in training and 224

development sets. In our study, we included both projective 225

and nonprojective dependencies in IMST-UD as the propor- 226

tion of nonprojective sentences in Turkish is too high to be 227

ignored [39]. 228

III. THE PROPOSED METHODOLOGY 229

In order to improve the parsing performance of deep 230

learning-based parsers, we design hybrid methods where the 231

grammar-based information is fed into the deep network of 232

a data-driven parser. We propose two different approaches 233

for supplying the information extracted from the language 234

grammar, the first one is via hand-crafted grammar rules 235

for detecting dependency relations between words and the 236

second one is by analyzing the underlying morphological 237

structure of words. 238

We first give a brief description of the state-of-the-art 239

neural parser used in this study in Section III-A. We then 240

explain our rule-based parsing method in Section III-B and 241

show how these two methods are integrated to get a better 242

parsing mechanism in Section III-C. Finally, we describe our 243

morphology-based enhancement method and its integration 244

to the parser in Section III-D. 245

A. STANFORD’s NEURAL DEPENDENCY PARSER 246

Stanford’s graph-based neural dependency parser [13] is 247

the leading system in the CoNLL’17 Shared Task on UD 248

Parsing [14]. For the representation of input words, the 249

model sums learned word embeddings, pre-trained word 250

embeddings, and character embeddings and then concatenate 251

the resulting word vector with their corresponding part-of- 252

speech (POS) tag embeddings. The parser includes three 253

BiLSTM layers with 100-dimensional word and tag embed- 254

dings. It uses two biaffine classifiers: the arc classifier takes 255
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FIGURE 1. Our rule-based dependency parser.

400-dimensional head-dependent vectors produced by ReLU256

layers on top of the final BiLSTM layer to decide the head of257

a given token, and the label classifier uses 100-dimensional258

vectors to decide its label. For more information, see [13].259

In this study, we use this parser as the baseline system.260

B. A RULE-BASED UNLABELED PARSING APPROACH261

We aim at enhancing the baseline parser by supplying lin-262

guistic information to the neural model. For this purpose,263

we design linguistically oriented rules for the dependency264

parsing of the Turkish language. These hand-crafted rules265

that are not completely free from false positives determine266

the head of the words in a sentence without assigning a label267

for the created dependency relation. Rather than applying268

them as a post-processing step2 that directly modifies the269

predictions made by the baseline parser, we integrate these270

rules to the parser via the dense representation of words in271

order to make them have an implicit effect on the decision of272

the parser (see Section III-C).273

Instead of a complete parser that creates a fully connected274

dependency graph, our rule-based system deals with the most275

difficult cases in predicting dependency relations in a sen-276

tence according to the parsing errors of the baseline system,277

such as complex predicates or multiple adverbs. The rules278

are created by considering the structural components of a279

sentence. We consider the relations between verbs, nouns,280

adverbs, and adjectives in a sentence as having the main281

importance and generate rules that deal with these relations.282

The rules are based on the existing grammar rules extracted283

from [34].284

Fig. 1 shows the general mechanism of our rule-based pars-285

ing system. Our model takes a tokenized sentence as its input.286

Then the rules are applied in sequential order, considering the287

grammatical structure of Turkish. First, the ConsecAdv rule288

2We tried this method in our preliminary experiments and observed that
though it made a little improvement on the parsing performance, integrating
rule decisions at the input representation step of the neural model shows
superior performance.

creates a list of the consecutive adverbs that are related to each 289

other in the sentence, and sends this list to the AdvAdj and 290

AdvVerb rules as an input. Similarly, the ConsecAdj rule cre- 291

ates a list of the consecutive adjectives in the sentence that are 292

related to each other and sends this list to the AdjNoun rule. 293

After that, the CmpxPred and NounComp rules are applied to 294

the words of the sentence sequentially. Then, the PossConst, 295

AdvAdj, AdvVerb, AdjNoun, andNounVerb rules are applied 296

to the remaining words in an iterative manner. This process 297

continues until the heads of all the words in the sentence are 298

associated with a dependency relation or nomore dependency 299

relations can be found in the sentence. The following subsec- 300

tions explain each rule in detail. 301

1) COMPLEX PREDICATES AND VERBAL IDIOMS 302

(CmpxPred) RULE 303

This rule processes the complex predicates (e.g., kabul et 304

(accept), sebep ol (cause) etc.) and verbal idioms (e.g., göz 305

yum (condone) etc.) in a sentence. Complex predicates in 306

Turkish are made up of a bare nominal followed by one of 307

the free light verbs ol, et, yap, gel, dur, kal, çık, düş, buyur, 308

eyle [34, p. 143]. However, verbal idioms can have verbs in 309

a wide range of words and the meaning of these verbs are 310

changed when they are used in an idiom. 311

In complex predicates, head is the nominal part of the 312

predicate. This is because light verb constructions in Turkish 313

are not fully in parallel to their counterparts in languages like 314

Persian where the light verb is considered as the source of 315

all syntactic properties. In Turkish, the nominal part of the 316

noun can still retain its argument structure and case-frame 317

even within the absence of a light predicate as well observed 318

in the literature [43], [44], [45], [46]. Since the nouns not 319

onlymake a semantic contribution but also determine the case 320

and argument structure properties of the complex predicate, 321

we take the nominal part of the complex predicate as the 322

head of the construction. Yet, due to insufficient amount of 323

training data, parsers usually fail to detect these multiword 324
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predicates [47] and consider the verb of such predicates as the325

head of the relation. Example (1) shows such a false annota-326

tion done by the trained baseline deep learning-based parser.327

In the examples, annotations predicted falsely by the baseline328

parser are shown with dotted lines, their corrected forms are329

shown with fine lines. Thick lines represent the annotations330

predicted correctly by the baseline parser. This representation331

is followed in all of the examples in this article. Note that,332

all examples that include dotted lines (false annotations) are333

taken from the output of the baseline parser. The parser falsely334

predicts that the verb getir (bring) is the root word and335

yerine (to its place) is anoblique of therootword. In fact,336

yerine getir (fulfill) is a verbal idiom and the verb getir is the337

verbal component of the complex predicate.338

339

This rule correctly constructs the dependency relations340

between the words of such predicates. In order to detect341

such verbal compounds however, it needs a dictionary that342

lists complex predicates and idioms in Turkish. We col-343

lected approximately 8K complex predicates using the Turk-344

ish Proverbs and Idioms Dictionary supplied by the Turkish345

Language Association (TDK) [48] and from various online346

Turkish resources.3 The CmpxPred rule searches for complex347

predicates and idioms in a sentence. When such a predicate is348

found, the second word of the predicate is set as a dependent349

of the first word and given cmp as the rule-encoding. Since350

the head of the second word is found, it is eliminated from351

the remaining words list.352

2) NOUN COMPOUNDS (NounComp) RULE353

In Turkish, there are two types of noun compounds: bare354

compounds that are treated as head-level (X0) constructions355

and−(s)I (n) compounds where the first noun has no suffixes356

whereas the second noun in the compound takes the 3rd357

person possessive suffix −(s)I (n) [34, p. 94]. In terms of358

dependency grammar representations, in (X0) constructions359

the head word of the compound is the first noun, whereas in360

−(s)I (n) compounds the first noun is dependent on the second361

noun. Differentiating between these two noun compound362

types is not easy for parsers in the absence of large amount of363

3All lexicons collected for this study can be found at
https://github.com/sb-b/BOUN-PARS/tree/master/rule-based-model.

training data. Examples (2) and (3) show an (X0) compound 364

kuru yemiş (dried nuts) and a −(s)I (n) compound ev yemeği 365

(homemade food), respectively. In Example (2), both of the 366

words are in their bare formswith no suffixes and form a noun 367

compound with the head word being kuru (dried). Yet, the 368

parser falsely predicts kuru as an adjective modifier of yemiş 369

(nuts). 370

371

Reduplicated compounds are also handled by this rule. 372

Reduplication is a common process in Turkish [49]. Redupli- 373

cated words construct reduplicated compounds. However, the 374

parser sometimes cannot recognize this idiomatic structure 375

and fails to construct the compound. Example (4) shows this 376

kind of confusion where the parser falsely assigns the first 377

word of the compound as an adjective modifier of the second. 378

379

To detect these cases, the NounComp rule utilizes large 380

lexicons and detects the noun compounds in sentences with 381

the help of these lexicons. We extracted three different lexi- 382

cons from the official noun compounds dictionary of Turkish 383

language published by the Turkish Language Association. 384

These three lexicons are for noun compounds, possessive 385

compounds, and reduplicated compounds with, respectively, 386

the sizes of approximately 1.5K, 7K, and 2K entries.We clas- 387

sified each entry in the dictionary as one of the three kinds 388

of compounds according to their lexical classes. The Noun- 389

Comp rule searches through these lexicons and by this way 390

detects noun compounds, possessive compounds, and redu- 391

plicated compounds in the sentences. In noun compounds and 392

reduplicated compounds, the second word is set as a depen- 393

dent of the first word, whereas in possessive compounds, the 394

first word is set as a dependent of the second word. As rule- 395

encodings, com is given to the dependent components of 396

detected noun compounds, fla is given to the dependants of 397
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reduplicated compounds, and nmo is given to the dependent398

words in possessive compounds. The words whose heads are399

found are then eliminated from the remaining words list.400

3) POSSESSIVE CONSTRUCTION (PossConst) RULE401

The PossConst rule includes both genitive possessive con-402

structions and possessive compounds that cannot be detected403

by the NounComp rule. In genitive possessive constructions,404

the first noun of a noun phrase takes a genitive suffix −(n)In405

that represents the ownership of the first noun over the second406

noun. The second noun takes a possessive suffix −(s)I(n)407

[34, p. 161]. In possessive compounds, there is no genitive408

suffix and the first noun in the compound appears without409

any case marking [34, p. 96]. Although it is easy for the410

parser to detect the genitive possessive construction relations411

due to the existence of a genitive suffix, detecting posses-412

sive compounds is a challenging task. Because in possessive413

compounds, there does not exist a genitive suffix in the first414

noun and the possessive suffix−(s)I(n) in the second noun is415

confusing since it appears the same as the accusative suffix416

−(y)I when the suffix initial (s) is dropped in nouns ending417

with a consonant.418

This situation is depicted in Examples (5), (6) and (7). The419

only difference in Examples (5) and (6) is that the genitive420

suffix showing the possession exists in (5) and is omitted in421

(6). In both sentences, the subject of the sentence is the word422

yağ (oil) and the two nouns form a possessive construction.423

However, this is not the case in Example (7). Here, the424

subject of the sentence is the word makine (machine), and425

the word yağ (oil) is the object of the verb akıt- (drip). The426

confusion originates from the use of the same consecutive427

nouns, makine yağı, in both of the example sentences (6) and428

(7). However, the -ı suffix of the word yağ in (7) is actually an429

accusative suffix and hence the two nouns in (7) do not form a430

compound. In order to help the parser to differentiate between431

these two cases in sentences, we construct the PossConst rule432

that identifies whether there is a compound relation between433

two consecutive nouns or not.434

When two consecutive nouns are detected, the rule checks435

whether there is a genitive suffix in the first noun. If yes, it is436

set as a dependent of the second noun, given nmo as the rule-437

encoding, and dropped from the remaining words list. If the438

first noun is in bare form and the second noun has a possessive439

suffix, then the first noun is set as the dependent on the second440

noun. As stated, the third person possessive suffix -(s)I(n)441

can be confused with the accusative suffix -(y)I when they442

are attached to a word ending in a consonant. In this case,443

both suffixes reduce to the form ı, i, u, or ü. To prevent this444

confusion, the rule analyzes the morphological features of the445

word and checks if it is identified as accusative (Example (7))446

or not (Example (6)). If it is identified as the possessive suffix,447

the PossConst rule assigns the first noun as a dependent of the448

second noun, gives nmo rule-encoding, and the first noun is449

eliminated from the remaining words list.450

In addition, the PossConst rule deals with multiword451

proper nouns and determiner-noun relations. When the452

PossConst rule detects a multiword proper noun, all the fol- 453

lowing consecutive proper nouns are set as dependent on 454

the first proper noun, given cop as the rule-encoding, and 455

dropped from the remaining words list. When it detects a 456

noun that is preceded by a determiner, it sets the determiner 457

as dependent on the noun. The dependent word is given det 458

rule-encoding and dropped from the remaining words list. 459

460

4) CONSECUTIVE ADVERB (ConsecAdv) RULE 461

Consecutive adverbs are also hard-to-detect with data-driven 462

parsers. For instance, the first adverb sonra (then) and the 463

second adverb çok (very) are both dependents of the verb 464

şaşırırsınız (be surprised) in Example (8). However, the 465

parser falsely predicts the word sonra as the dependent of 466

the previous word inanırsanız (if you believe) with case 467

label. The ConsecAdv rule handles such consecutive adverbs 468

in a sentence. We observe that, if there are two consecutive 469

adverbs in a sentence, usually there are two cases: either the 470

first adverb is dependent on the second adverb or they are both 471

dependent on the same head word. So, when two consecutive 472

adverbs are found, themethod checks whether the first adverb 473

belongs to the group of adverbs that emphasize the meaning 474

of the next adverb or not [34, p. 213]. This is done via 475

searching through a list of adverbs of quantity or degree taken 476

from [34, pp. 210-211]. If yes, the first adverb is set as a 477

dependent word of the second adverb, given adv as the rule- 478

encoding, and dropped from the remaining words list. If not, 479

these two adverbs are put in a list (which will be called the 480

consecutive adverbs list throughout the article) and the first 481
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one is dropped from the list of remaining words. When the482

head word of the second adverb is found later, the first adverb483

is also bound to the same head word.484

485

5) CONSECUTIVE ADJECTIVE (ConsecAdj) RULE486

Consecutive adjectives are another troublesome word group487

which the parser sometimes fails to parse correctly. Example488

(9) shows such an annotation.489

490

491

The parser falsely considers the word bulanık (blurred)492

as an adjectival modifier of the word anlamsız and assigns493

amod to bulanık. In fact, it is an adjective describing the word494

gözler (eyes) and should be an amod dependent of the word495

gözler. The ConsecAdj rule is created to prevent this type496

of errors. This rule finds all the consecutive adjectives in a497

sentence. Usually, two consecutive adjectives are dependent498

on the same word. So, when two consecutive adjectives are499

found, these adjectives are put into a list (which will be called500

the consecutive adjectives list from now on) and the first one501

is dropped from the list of remaining words. When the head502

word of the second adjective is found later by the parser, the503

first adjective is also set as a dependent of the same head504

word.505

6) ADVERB-ADJECTIVE (AdvAdj) RULE506

The AdvAdj rule handles adverb-adjective relations in a sen-507

tence. For every two consecutive words in the sentence, if the508

first word is an adverb and the second word is an adjective,509

and if the adverb is a quantity or degree adverb, then the510

adverb is set as a dependent of the adjective word [34, pp.511

175-180] and given adv rule-encoding. When the head of512

an adverb is obtained in this way, the rule checks whether513

the adverb is in the consecutive adverbs list supplied by514

the ConsecAdv rule. If yes, the consecutive adverbs of this 515

adverb are also set as dependents of the same head word and 516

given adv as rule-encodings. So, in Example (10), when the 517

AdvAdj rule detects the degree adverb daha (more) is fol- 518

lowed by the adjective ince (thin), it sets daha as a dependent 519

of ince. The rule then checks the consecutive adverbs list 520

previously created by the ConsecAdv rule and finds that the 521

adverb normalden (than normal) is a consecutive adverb of 522

the adverb daha. So, the adverb normalden is also set as a 523

dependent of the adjective ince. 524

525

7) ADVERB-VERB (AdvVerb) RULE 526

For every two consecutive words in a sentence, if the first 527

word is an adverb and the second word is a verb, and if 528

the adverb is not one of bile (even), -DAn önce (before 529

something), -DAn sonra (after something) that modify the 530

preceeding word, then the AdvVerb rule sets the adverb as a 531

dependent of the verb [34, p. 189] as in the relation between 532

the adverb çabuk (quickly) and the verb ağlarım (I cry) in 533

Example (11). Otherwise, it sets the previous word of the 534

adverb as its head. As the head of an adverb is found, the 535

AdvVerb rule checks whether the adverb is in the consecutive 536

adverbs list supplied by the ConsecAdv rule. If yes, the 537

consecutive adverbs of this adverb are also set as dependents 538

of the same head word and given adv rule-encoding. 539

540

8) ADJECTIVE-NOUN (AdjNoun) RULE 541

The AdjNoun rule constructs adjective-noun relations. For 542

every two consecutive words in the sentence, if the first 543

word is an adjective and the second word is a noun, then the 544

adjective is set as a dependent word of the noun [34, p. 170] 545

and amo is given as the rule-encoding. Like for the adverbs, 546

when the head of an adjective is found, the algorithm checks 547

whether the adjective is in the consecutive adjectives list sup- 548

plied by the ConsecAdj rule. If yes, the consecutive adjectives 549

of this adjective are also set as dependents of the same head 550

word and given amo rule-encoding. So, in the case of Exam- 551

ple (12), the three consecutive adjectives sarışın (blonde), 552

tombul (chubby), and mutlu (happy) are all set as dependents 553

of the noun çocuklar (children) by the AdjNoun rule. 554
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555

9) NOUN-VERB (NounVerb) RULE556

After complex predicates and noun, adverb, and adjective557

compounds are detected and eliminated from the sentence,558

the final NounVerb rule assigns any unassigned noun or559

pronoun followed by a verb as a dependent of that verb and560

gives nov rule-encoding.561

A summary of the rules and their corresponding562

rule-encodings are depicted in Table 1. Fig. 2 depicts the563

application of each rule on an example sentence. In the564

example, the first rules that are applied to the sentence are565

the ConsecAdv and ConsecAdj rules. These rules prepare566

the consecutive adverbs list and the consecutive adjectives567

list, respectively. The consecutive adverbs list stores the568

consecutive adverbs that should be bound to the same head569

word. Similarly, the consecutive adjectives list stores the570

consecutive adjectives which should have the same head571

word.572

After that, the CmpxPred and NounComp rules are applied573

consecutively. The CmpxPred rule finds the complex predi-574

cates and idioms in the sentence using a large lexicon whereas575

the NounComp rule detects the noun compounds, possessive576

compounds, and reduplicated compounds that also exist in the577

pre-built lexicons.578

As the operations of these one-time rules are completed,579

the PossConst, AdvAdj, AdvVerb, AdjNoun, and NounVerb580

rules are applied to the sentence in a loop until none of the581

rules can be applied anymore. As for the example sentence582

in Fig. 2, only two words remained unassigned out of fifteen.583

The complete set of dependency relations extracted by the584

rule-based process is shown on the bottom of the figure. The585

last line in the figure shows the encoding of the rule applied586

to each word, which are then used by the dependency parser587

as will be explained in Section III-C.588

C. INTEGRATING THE RULE-BASED APPROACH WITH589

STANFORD’s GRAPH-BASED PARSING METHOD590

Our approach for combining the rule-based method with591

Stanford’s neural dependency parser is to embed the depen-592

dency parsing rule information to the dense representations of593

the words. The purpose of this approach is to give the parser594

an idea about finding the correct head of the corresponding595

word. The parser uses the dependent-head decisions made by596

the rule-basedmethod in its learning phase and comes upwith597

more accurate predictions about the syntactic annotation of598

sentences.599

TABLE 1. Summary of rules in the rule-based system with examples for
each encoding. Bold words in the Example column are dependents with
an assigned rule-encoding. Note that, the second case of the ConsecAdv
rule and the ConsecAdj rule do not assign a rule-encoding, but create lists
to be used by other rules in subsequent steps.

In our method, first the input sentences are pre-processed 600

by the rule-based system. For each word in a sentence, the 601

rules decide the head of the word if applicable, and then 602

a three-letter encoding4 that denotes the rule action applied 603

(cmp for CmpxPred, amo for AdjNoun, etc.) is assigned to 604

that word. During this process, the rule-encoded words are 605

dropped from the remaining words list in the sentence and the 606

rule-based system continues its process in a recursive manner 607

until the head word of all words in the sentence are found or 608

no more rule can be applied. Note that, each word is affected 609

by at most one rule. The rules are applied sequentially and 610

their order of application is defined considering the grammat- 611

ical structure of Turkish. For instance, the noun compounds 612

that are dealt with by the NounComp rule must be detected 613

in the sentence before the PossConst rule that also deals with 614

nouns because the components of noun compounds cannot 615

be separated from each other. Similarly the AdvAdj rule that 616

deals with adverbs followed by an adjective must be applied 617

before the AdjNoun rule that handles adjectives followed by 618

a noun because otherwise the AdjNoun rule would assign a 619

rule-encoding to the adjective and it would be dropped from 620

4We also tried another representation where these three-letter rule-
encodings are combined with the relative position of head for each word.
However, this method gave similar performances with only providing the
rule-encodings. So, we continued our experiments with the simpler approach
of including only rule-encodings.
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FIGURE 2. Operation of the rules on a sentence. Each rule is applied in accordance with Fig. 1. The resulting rule-encoding for each
underlined word is shown with blue-colored three-letter encodings below that word. First ConsecAdv and ConsecAdj rules find consecutive
adverbs and adjectives, respectively. Then CmpxPred and NounComp find complex predicates and noun compounds. The remaining rules
(PossConst, AdvAdj, AdvVerb, AdjNoun, and NounVerb) are applied in an iterative manner until no rules can be applied anymore. Note
thatemin is marked as CP when it is identified as the head of a complex predicate to inform other rules that it is not a simple noun but the
head of a complex predicate and hence acts like a verb in the sentence.
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FIGURE 3. The word embedding representation of the hybrid model with
the rule-based enhancement. As in the tag representation, rule-encodings
are assigned randomly initialized embedding vectors at the beginning,
which are then updated at each epoch during training.

the sentence and hence, the adverb-adjective relation in the621

sentence could not be detected. After this rule-based pre-622

processing step, the rule-encoding of each word is assigned a623

100-dimensional embedding vector and concatenated to the624

embedding vector of that word. The rule embeddings are625

initialized randomly and trained together with the rest of the626

network. Fig. 3 depicts this scheme.627

So, in our model, the rule vector representation is con-628

catenated with the vector representation of [13]. The parser629

takes these word vector representations with the rule-based630

parsing decisions as input and learns the relations between631

the words in the training phase. In this way, we anticipate that632

the parser will benefit from the decisions of the rule-based633

system and arrive at a more accurate dependency tree for a634

given sentence.635

D. A MORPHOLOGY-BASED ENHANCEMENT FOR636

DEPENDENCY PARSING637

In addition to the rule-based enhancement to the deep638

learning-based parser, we also propose to include themorpho-639

logical information directly to the system. In this approach,640

we use morphemes of a word as an additional source. Our641

motivation relies on the fact that Turkish is a highly agglu-642

tinative language where the word structure is described by643

identifying the different categories of suffixes and determin-644

ing which stems the suffixes may attach to and their orders.645

The suffixation process in Turkish sometimes produces very646

long word forms that correspond to whole sentences in647

English [34]. The morphemes of a word hold important infor-648

mation in terms of the dependency relations that word belongs649

to. For instance, it was observed that the last inflectional650

morpheme of a word determines its role as a dependent in the651

sentence [36]. Based on such observations, we design three652

different methods to enhance the deep learning-based parser.653

The following subsections explain each model in detail.654

1) THE INFLECTIONAL SUFFIXES MODEL655

In this model, all of the inflectional suffixes are extracted656

from the morphologically analyzed form of the word,657

embedded, and then concatenated to the vector representa- 658

tion of that word. The integration method is the same as in 659

Section III-C in the sense that inflectional suffixes of each 660

input word are represented with a 100-dimensional randomly 661

initialized embedding vector which is then concatenated with 662

the word and tag embeddings of the same word. Fig. 4 depicts 663

the creation of the dense representation of an example word 664

insanların (people’s). 665

2) THE LAST SUFFIX MODEL 666

Slightly different than the Inflectional Suffixes Model, here 667

the same process is performed for only the last suffix of an 668

input word. The vector representation of the last derivational 669

or inflectional suffix of a word is added to the vector repre- 670

sentation of that word. Fig. 5 depicts the creation of the dense 671

representation of the same example word in Fig. 4, but this 672

time using the Last Suffix Model. 673

3) THE SUFFIX VECTOR MODEL 674

This model is a bit different than the previous two models. 675

In the Suffix Vector Model, the input words are represented 676

through a vector of all suffixes which the lemma of that word 677

can and cannot take. The motivation behind this model comes 678

from the idea that the role of a word form in a sentence can 679

be determined by considering the suffixes that the lemma of 680

that word never takes and the suffixes it frequently takes. 681

For instance, inflectional suffixes in Turkish indicate how 682

the constituents of a sentence are related to each other [34, 683

p. 65]. For this purpose, we created a lemma-suffix matrix 684

which consists of 40K unique lemmas and 81 inflectional 685

and derivational suffixes in Turkish. The rows of the matrix 686

list the lemmas and the columns show the normalized count 687

of the times each lemma takes the corresponding suffix. 688

To compute these statistics, we used the Newscor part of the 689

Boun Web Corpus [50]. Newscor is created from news doc- 690

uments taken from three pioneering news portals in Turkish 691

(Milliyet, Ntvmsnbc, and Radikal) and includes 184M words 692

in Turkish. Morphological analyses of words in the corpus 693

are predicted using the Turkish morphological analyzer and 694

disambiguator tool [50]. A small subset of the lemma-suffix 695

matrix is shown in Fig. 7 for demonstrational purposes. 696

This lemma-suffix matrix is then concatenated with the 697

pre-trained word embedding matrix used by the parser. For 698

each word entry in the pre-trained word embedding matrix, 699

the row vector in the lemma-suffix matrix that corresponds to 700

the lemma of that word is found and this vector is concate- 701

nated to the end of the embedding vector of that word. Fig. 6 702

depicts the word representation model of the system when we 703

use the Suffix Vector Model. 704

IV. EXPERIMENTS 705

A. EXPERIMENTAL SETTINGS 706

We evaluated the Stanford’s neural parser as the baseline 707

system and the proposed hybrid parser with rule-based and 708

morphology-based enhancement methods on the IMST-UD 709
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FIGURE 4. Dense representation of the word insanların (people’s) using
the Inflectional Suffixes Model.

Treebank,5 the Turkish PUD Treebank [51], and the BOUN710

Treebank [52] which is a newly introduced treebank for Turk-711

ish. In all of the experiments, the default set of parameters712

are used for the deep network that produces the parse trees.713

We use 100-dimensional word vectors, POS tag vectors, and714

rule embedding vectors. The 3-layer BiLSTM modules of715

the parser have hidden layer size of 400 on each side. The716

arc MLP layer of the parser is 400-dimensional and the label717

MLP layer is 100-dimensional. All dropout probabilities are718

0.33. We use Adam optimizer [53] with a learning rate of719

0.002, training themodels for amaximumof 30,000 iterations720

and with early stopping criterion as 5,000 iterations without721

improvement.722

We evaluated each of the proposed models on the723

IMST-UD Treebank which is the most frequently used tree-724

bank in the literature. The training part of the IMST-UD725

Treebank has 3,685 annotated sentences and the development726

and test parts have 975 annotated sentences each. The PUD727

and BOUN treebanks were used in the second set of exper-728

iments where we measured the effect of increasing the size729

of the training data to the parsing models. We include both730

projective and nonprojective dependencies.731

As in the baseline approach [13], we used 100-dimensional732

Turkish word vectors from the CoNLL-17 pre-trained word733

vectors [54]. In the evaluation of the dependency parsers,734

we used the word-based unlabeled attachment score (UAS)735

and the labeled attachment score (LAS) metrics, where UAS736

is measured as the percentage of words that are attached to737

the correct head, and LAS is defined as the percentage of738

words that are attached to the correct head with the correct739

dependency type.740

In our system, both the rule-based and the morphology-741

based methods are dependent on a morphological analyzer742

and disambiguator tool. For this purpose, we used the Turkish743

morphological analyzer and disambiguator tool by [50]. This744

tool takes the whole sentence as input and analyzes and745

5UD version 2.3.

FIGURE 5. Dense representation of the word insanların (people’s) using
the Last Suffix Model.

FIGURE 6. Word representation model of the system with the Suffix
Vector Model.

disambiguates the words with respect to their corresponding 746

meanings in the sentence. This property is very useful for 747

Turkish because there are many words in Turkish which 748

have multiple morphological analyses that can be correctly 749

disambiguated only by considering the context the word is in. 750

The accuracy of the tool on a disambiguated Turkish corpus 751

was reported as 96.45 per cent in [50]. 752

Although our proposed enhancement methods use a mor- 753

phological analyzer and disambiguator tool and do not rely 754

on the gold lemmas, gold POS tags, or gold morpholog- 755

ical features, the baseline parser used in this study needs 756

input sentences in CoNLL-U format where the sentence is 757

segmented to tokens and pre-processing operations such as 758

lemmatization and tagging are supplied for each token. Since 759

our main aim is to improve the performance of the parser, 760

we supplied gold tokenization and POS tags to the parser 761

when evaluating the proposed models and comparing their 762

performance with the performance of the baseline model in 763

order to observe the pure effect of the proposed methods on 764

parsing. When we compared our best model with the state- 765

of-the-art parsers on parsing raw text, we utilized the Turku 766

Neural Parser Pipeline [15], an end-to-end system for parsing 767
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FIGURE 7. A small subset of the lemma-suffix matrix created from the Newscor part of the Boun Web Corpus.

from raw text, by replacing its default parser component with768

our parsing model.769

B. ABLATION STUDY770

We made an ablation study to see how each rule contributes771

to the overall performance of the rule-based parsing model.772

We started from the baseline where no rule is applied and773

then add the rules one by one to the model. At each step,774

we trained multiple models using different seeds for each775

setting and evaluated them on the development set of the776

IMST-UD Treebank. The attachment scores shown in this777

section are the averages of the attachment scores of these778

multiple models.779

Table 2 shows the rules the parser uses at each step of the780

ablation study. In Step 5, we added ConsecAdv and AdvAdj781

rules to the parser at the same time. The reason for including782

these rules together is that, the ConsecAdv rule finds the783

consecutive adverbs that will possibly share the same head784

word and these consecutive adverb pairs are given to the785

AdvAdj and AdvVerb rules as input. When a dependency786

relation is constructed between an adverb and an adjective787

by the AdvAdj rule or between an adverb and a verb by the788

AdvVerb rule, these rules look up the consecutive adverbs list789

sent by the ConsecAdv rule and assign the same head to their790

corresponding pairs.791

Similarly, we introduced the ConsecAdj and AdjNoun792

rules to the parser at the same time in Step 7. Because,793

the ConsecAdj rule finds the consecutive adjective pairs that794

should be set as dependent words to the same head word, and795

the list of these consecutive adjectives is given to theAdjNoun796

rule as input. When the AdjNoun rule forms a dependency797

relation between an adjective and a noun, it searches through798

the consecutive adjectives list and assigns the same head noun799

to the corresponding pairs of that adjective.800

Fig. 8 shows the effect of each rule to the parsing per-801

formance in terms of the attachment scores. We observe802

that, all the rules except the AdvVerb and NounVerb rules803

improve the parsing performance whereas the AdvVerb and804

FIGURE 8. The effect of each rule to the parsing performance on the
development set of the IMST-UD Treebank. Each rule is added on top of
the previous rules. So, in the first step with the label no rule, there is no
rule used in the model. In the second step, the CmpxPred rule is added to
the model. In the third step, the NounComp rule is added to the model
which means both the CmpxPred and NounComp rules are present in the
model. The integration of the other rules proceeds in the same manner.

FIGURE 9. The effect of each rule to the parsing performance on the
development set of the IMST-UD Treebank, when the AdvVerb rule and
the NounVerb rule are removed from the rule-based parsing system. Each
rule is added on top of the previous rules.

NounVerb rules cause a drop in both of the UAS and LAS 805

scores. The possible reason behind this performance drop 806

might be the over-generalizing structures of these rules. Con- 807

sidering the high frequency of complex sentences in Turkish 808

which include one or more subordinate clauses in addition 809

to the main clause, the risk of assigning the wrong verb as 810

the head of an adverb is high for the AdvVerb rule. Similarly 811

in the case of the NounVerb rule, there is a high probability 812

of constructing a relation between a noun and a verb falsely 813

when there are multiple verbs in a sentence. 814
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TABLE 2. The ablation study steps for the rule-based parser.

TABLE 3. Attachment Scores of the baseline parser, proposed models,
and a state-of-the-art multilingual BERT-based parsing model (Udify) on
the IMST-UD Treebank.

So, we removed the AdvVerb and NounVerb rules from the815

rule-based parser and performed the ablation study again with816

the new setting. The effect of the rules to the performance is817

depicted in Fig. 9. We observe that each rule now improves818

the parsing scores which means that none of the rules blocks819

the other and each of them contributes to the parsing perfor-820

mance of the system. All of the experiments on the rule-based821

parser were performed using this final configuration of the822

rules.823

C. RESULTS824

a: COMPARISON OF THE MODELS825

Table 3 shows the unlabeled and labeled attachment scores of826

the baseline system, our proposed enhancement models, and827

a state-of-the-art multilingual BERT-based parsing system828

Udify [55] on the test set of the IMST-UD Treebank. For each829

setting, the average and standard deviation across five runs830

are reported.831

We have five different hybrid models that are built on top832

of the baseline model. Our first hybrid model is using the833

proposed rule-based approach explained in Section III-B. The834

second, third, and fourth hybridmodels are the ones where we835

apply the corresponding versions of the morphology-based836

enhancement methods explained in Section III-D. The last837

hybrid model is the combination of the rule-based and838

morphology-based approaches. We selected the Last Suffix839

Model for this combination since it is the best performing840

one in the morphology-based methods. We combine these841

two models by simply concatenating their corresponding842

embedding vectors to the end of the original input word vector843

representation.844

The results of the experiments show that all of our hybrid845

models outperform the baseline parser on the IMST-UD846

Treebank with p-values lower than 0.01 according to the 847

performed randomization tests. We observe that the best per- 848

forming model is the combination of the rule-based model 849

and the Last Suffix Model with more than 2 and 2.5 points 850

differences in, respectively, UAS and LAS scores when com- 851

pared with the baseline model. 852

We see that, among the three morphology-based models, 853

the best performing one is the Last SuffixModel. The success 854

of this model matches with the observation that the last suffix 855

of a word determines its role in a sentence [7]. This result 856

suggests that the Last Suffix Model can accurately group the 857

words using the last morpheme information for dependency 858

parsing. Both of the UAS and LAS differences between this 859

model and the other two morphology-based models are found 860

to be statistically significant on the performed randomization 861

test. From these results, we can conclude that the Last Suffix 862

Model can be preferred over the other two morphology-based 863

models with respect to the parsing performance and model 864

simplicity. Although it outperforms the baseline model on 865

both scores, the Suffix Vector Model is the worst performing 866

one among the proposed methods. Its relatively low per- 867

formance can be attributed to its complex structure which 868

includes all of the unique suffixes in Turkish. Filtering some 869

of the suffixes by putting a frequency threshold during the 870

construction of the lemma-suffix matrix and lowering the 871

dimension of the vectors might improve the performance of 872

the Suffix Vector Model. 873

The performance of the rule-based model significantly 874

outperforms the Suffix Vector Model on both UAS and LAS 875

scores. When compared with the Inflectional SuffixesModel, 876

the rule-based model outperforms the Inflectional Suffixes 877

Model significantly on UAS score. However, its LAS score 878

is only slightly better than the Inflectional Suffixes Model 879

which leads the parsing accuracy difference to be insignifi- 880

cant in terms of LAS score. The rule-based model performs 881

slightly worse than the Last Suffix Model according to the 882

LAS score and slightly better than the Last Suffix Model 883

according to the UAS score. Both differences are small and 884

the performed randomization test results show that both of the 885

differences are insignificant. 886

Yet, the best performance is reached when we com- 887

bine the rule-based model with the Last Suffix model. 888

The combined model outperforms all of the other models 889

and the performance differences are found to be statisti- 890

cally significant. This result suggests that rule-based and 891
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TABLE 4. P-values for determining the statistical significance between
the performance of models of this study.

TABLE 5. Comparison of our best hybrid model on the IMST-UD test set
with the top performing parsing systems in CoNLL 2018 shared task on
multilingual parsing from raw text to universal dependencies.

morphology-based approaches improve different aspects of892

the deep learning-based parser on the dependency pars-893

ing of Turkish. Actually we observe that, the rule-based894

model is more successful in establishing dependency rela-895

tions between words, whereas the Last Suffix Model is better896

at determining the relation types.897

We also compared ourmodels with the current state-of-the-898

art parsing system Udify, a transformer-based multilingual899

multitask model that reached or exceeded state-of-the-art900

performance on many languages [55]. It utilizes multilingual901

BERT as its language model. We fine-tuned the multilingual902

Udify model on the training set of the IMST-UD Treebank903

and evaluated on the test set of the IMST-UD Treebank using904

gold segmentation and tokenization. We observe that our best905

hybrid model outperforms Udify significantly on LAS and906

performs slightly better than Udify on UAS.907

All experiments were repeated five times. The p-values908

of the model comparisons were obtained by performing the909

approximate randomization test [56] as described in [57] on910

the model outputs and can be found in Table 4. We set the911

number of shuffles in the approximate randomization testing912

to 10,000.913

b: PARSING PERFORMANCE ON RAW TEXT914

We also measured the parsing performance of our best hybrid915

model when the task is parsing from raw text where there is916

no gold segmentation or tokenization available. As in every917

other parsing system, the performance of our model was918

also affected negatively by the usage of automatic segmen-919

tation, tokenization, and tagging instead of the gold ones.920

Table 5 shows the comparison of our best parsing model921

with the state-of-the-art on parsing raw text. The systems922

in the table are the five best performing parsers in the923

CoNLL 18 Shared Task on Multilingual Dependency Parsing 924

from Raw Text to Universal Dependencies [17]. The shared 925

task used three evaluation metrics to sort the participating 926

systems. These metrics are namely LAS, MLAS, and BLEX. 927

MLAS (morphology-aware labeled attachment score) is an 928

extension of the LAS metric, however it mainly focuses 929

on dependencies between content words and treats function 930

words as features of content words. It also takes the POS tags 931

and morphological features into account. BLEX (bi-lexical 932

dependency score) is similar to MLAS in focusing on rela- 933

tions between content words. However it includes lemmatiza- 934

tion instead of morphological features to the evaluation [17]. 935

In terms of LAS, our best model (using both rule-encodings 936

and last-suffix information) is ranked second among the top 937

five best systems participated to the shared task. The best 938

performing system is HIT-SCIR [16] which incorporates an 939

ensemble of three instances of Stanford’s neural parser [13] 940

trained with different initializations and contextual word 941

embeddings. Although HIT-SCIR is ranked first in LAS, our 942

model outperforms it and is ranked first in MLAS and BLEX 943

metrics. Our model also outperforms TurkuNLP, which again 944

uses Stanford’s neural parser as the parsing component, in all 945

three metrics. 946

c: EFFECT OF RULE- AND MORPHOLOGY-BASED 947

ENHANCEMENTS ON PARSING 948

In Table 6, we depict the results of an analysis made on the 949

proposed hybrid method to see how rules andmorphology are 950

affecting the parsing performance and what percentage of the 951

input tokens are covered with these methods. We performed 952

this analysis on the test set of the IMST-UD Treebank and 953

we excluded the punctuation from the analysis. We observe 954

that the rules are covering 36.07 per cent of the total tokens in 955

the test set whereas the last-suffix information is included in 956

52.38 per cent of the tokens. We further analyzed the tokens 957

that get a rule-encoding to see how much different rules 958

contributed to this amount. We counted the tokens encoded 959

by the NounComp rule and the PossConst rule together 960

because the areas of operation of these rules overlap and 961

sometimes the same rule-encoding is used by both rules. 962

Wedid the same thing for AdvAdj-ConsecAdv andAdjNoun- 963

ConsecAdj rule pairs too. From the statistics in the first part 964

of Table 6, we see that 62.07 per cent of the rule-encodings 965

are resulted from the NounComp-PossConst rule pair. The 966

AdjNoun-ConsecAdj rule pair follows it with 19.30 per 967

cent. The AdvAdj-ConsecAdv rule pair has 10.18 per cent 968

of the rule-encodings and the remaining 8.05 per cent 969

rule-encodings is resulted from the CmpxPred rule. 970

In the second part of Table 6, the performance of the hybrid 971

and baseline parsers on the tokens for which the last-suffix 972

information is available and on the tokens which are assigned 973

a rule-encoding is given. On 4,295 tokens with last-suffix 974

information, the hybrid parser made approximately 3.5 points 975

and 4.5 points improvement over the baseline parser in UAS 976

and LAS, respectively. On 2,958 tokens with rule-encodings, 977

the hybrid parser outperforms the baseline parser by almost 978
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TABLE 6. Analysis of the proposed methods on the IMST-UD test set.

3 points in both scores. Both performance differences being979

greater than the performance differences between the hybrid980

and baseline parsers on the whole test set (Table 3) signals981

the contribution of the two enhancements. It also suggests982

that increasing the coverage of the rules and morphology is983

likely to result in better parsing scores. When we compare984

the two parsers on individual rules, we see that the biggest985

effect is caused by the CmpxPred rule with adding almost986

6 points to UAS and 5.5 points to LAS over the performance987

of the baseline. The AdjNoun-ConsecAdj rule pair improves988

the scores by 3 points, the effect of the NounComp-PossConst989

rule pair is 2.5 points in both scores. The AdvAdj-ConsecAdv990

has the lowest improvement rates with only a slight difference991

on UAS and almost 2 points increase in LAS.992

d: ERROR ANALYSIS ON THE RULES993

To measure the impact of each rule on the parsing decision994

more explicitly, we form the following two questions: (i) For995

a given rule, of all the words that are given the correct996

rule-encoding by that rule, how many of them are predicted997

correctly (true positive: TP) by the parser and how many are998

missed (false negative: FN)? (ii) For a given rule, of all the999

words that are given a wrong rule-encoding by that rule, how1000

many of them are predicted falsely (false positive: FP) by the1001

parser and how many are predicted correctly (true negative:1002

TN) in spite of the misleading rule-encoding?1003

To answer these questions, we created confusion matrices1004

from the outputs of the hybrid parser which employs only1005

the rule enhancement (hybrid - rule) and the baseline parser.1006

Fig. 10 depicts these matrices for the CmpxPred rule and1007

NounComp-PossConst, AdvAdj-ConsecAdv, and AdjNoun-1008

ConsecAdj rule-pairs. We observe that the existence of a1009

correct rule-encoding helps the hybrid parser to make the1010

right parsing decision (TP) and reduces the FN rates, (i.e.,1011

setting up the wrong dependency relation) when compared to1012

the baseline parser. On the other hand, if the word is given1013

a wrong rule-encoding, this time we observe that the hybrid1014

parser has a bias towards this rule-encoding which results in a1015

higher FP rate and a lower TN rate for the case of CmpxPred 1016

rule and the NounComp-PossConst rule pair. However, this 1017

negative effect is small compared to the positive effect of 1018

the rule-based enhancement on the hybrid parser. We observe 1019

that even if the rules are not 100% correct individually, our 1020

proposed approach of incorporating the knowledge obtained 1021

from them into the neural parser’s learning has been success- 1022

ful in dependency parsing of Turkish. 1023

We conclude that the proposed methods increase the pars- 1024

ing accuracy of Turkish which has insufficient amount of 1025

training data. The aim of our approach is to give the parser 1026

additional information in constructing the dependency rela- 1027

tions when learning from the training data is inadequate, 1028

i.e. there is not sufficient data to learn specific relations. 1029

The results show that both the rule-based and morphology- 1030

based enhancements on the neural parser improve the parsing 1031

accuracy significantly. The experiments performed on Turk- 1032

ish suggest that the languages with rich morphology need 1033

language-specific treatments and remarkably benefit from the 1034

usage of the basic grammar rules as well as from the inclusion 1035

of morphological suffix information. 1036

D. THE EFFECT OF TRAINING DATA SIZE 1037

After the experiments made on the IMST-UD Treebank for 1038

measuring the performance of each proposedmodel, wemade 1039

additional experiments in a larger setup to understand how 1040

the improvement gained by the hybrid approach changes with 1041

different amounts of training data. 1042

The training set of the IMST-UD Treebank consists of 1043

3,685 sentences. To be able to observe the effect of the gradual 1044

increase of the training data more accurately, we additionally 1045

used the BOUN Treebank [52], a newly introduced Turkish 1046

treebank annotated in UD style. Being the largest depen- 1047

dency treebank in Turkish, the BOUN Treebank includes a 1048

total of 9,761 manually annotated sentences (7,803 train- 1049

ing, 979 development, and 979 test sentences) from vari- 1050

ous topics including biographical texts, national newspapers, 1051

instructional texts, popular culture articles, and essays. 1052
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FIGURE 10. Confusion matrices for the case of detecting complex predicates (upper-left corner), noun compounds and possessive constructions
(upper-right corner), adverb-adjective relations (lower-left corner), and adjective-noun relations (lower-right corner). Label 1 on axis Actual means the
rule-encoding assigned is correct (e.g., the word is assigned the rule-encoding cmp by the CmpxPred rule and the word is a part of a complex predicate)
and Label 0 on axis Actual means the rule-encoding assigned is wrong (e.g., the word is assigned the rule-encoding cmp but the word is not a part of a
complex predicate). Label 1 on axis Predicted means the parser predicts the relation of the word in accordance with its rule-encoding (e.g., the word is
assigned the rule-encoding cmp and the parser predicts it as a part of a complex predicate) and Label 0 on axis Predicted means the parser predicts the
relation of the word by conflicting its rule-encoding (e.g., the word is assigned the rule-encoding cmp but the parser does not predict it as a part of a
complex predicate).

The source texts were taken from the Turkish National Cor-1053

pus (TNC) [58]. Decisions regarding the annotation of the1054

BOUN Treebank were made in line with the recent efforts1055

for unifying the Turkish UD treebanks through manual re-1056

annotation [51]. In this context, the IMST-UD Treebank and1057

Turkish PUDTreebankwere also re-annotatedmanually [51],1058

[59] and these re-annotated versions comply with the BOUN1059

Treebank in terms of annotation decisions. Although the cur-1060

rent version of the PUD Treebank (which is also the ver-1061

sion used in our work) is this re-annotated version, the1062

re-annotated version of the IMST-UD Treebank has not been1063

validated. So, we use the original version of the IMST-UD1064

Treebank in all our experiments. However, note that there1065

are some major differences in the annotations of the current1066

version of the IMST-UD Treebank and the BOUN Treebank.1067

For more detailed information, see [59] and [52].1068

For this second set of experiments, the training set of the1069

IMST-UD Treebank was split into 7 batches of 500 sen-1070

tences (the last batch includes 685 sentences), and the train-1071

ing set of the BOUN Treebank was split into 8 batches of1072

1000 sentences (the last batch includes 803 sentences). Then1073

the training sets used in the experiment were created by first1074

adding the 500-sentence batches of IMST-UD on top of each1075

other one by one and then continuing the process with the1076

1000-sentence batches of the BOUN Treebank.1077

In each setup, the trained models were evaluated on four1078

different test sets. These test sets are the test set of the1079

IMST-UD Treebank, the test set of the BOUN Treebank, the 1080

Turkish PUD Treebank, and the combined set of these three 1081

sets. 1082

Fig. 11 depicts the results of these experiments. The four 1083

plots in the first row show the UAS performance of the 1084

proposed hybrid model and the baseline model on the four 1085

test sets and the plots in the second row demonstrate the 1086

LAS performance of the models. The vertical dashed line in 1087

the plots shows the point where additional BOUN training 1088

sentences are beginning to be added on top of the training set 1089

of the IMST-UD Treebank. 1090

From these performance curves in the figure, we observed 1091

the following: 1092

• The proposed hybrid model outperforms the baseline 1093

model consistently across all the test sets at every step. 1094

• Adding additional training sentences from the BOUN 1095

Treebank has a positive effect on the parsing perfor- 1096

mance on all test sets except the test set of the IMST-UD 1097

Treebank. The fluctuating performance change on the 1098

IMST-UD test set results from the annotation differ- 1099

ence between the IMST-UD Treebank and the BOUN 1100

Treebank. 1101

• The performance of the baseline model on the PUD 1102

test set does not always increase when there are only 1103

IMST-UD sentences in the training set. When we start 1104

to add sentences from the BOUN Treebank, the per- 1105

formance is first decreased and then started to increase 1106
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FIGURE 11. Effect of increasing the training data size on parsing performance of our hybrid model and the baseline model [13] in
terms of UAS and LAS. The vertical line in the plots denotes the point where additional BOUN sentences are beginning to be added
to the training data. The horizontal lines show the performance differences between two parsers at the beginning and end of this
incremental process (the black horizontal dashed line is for the hybrid parser and the gray horizontal dotted line is for the
baseline parser).

again as more BOUN sentences are included in the1107

training set. This might again stem from the conflicting1108

annotation differences between IMST-UD and BOUN1109

treebanks.1110

• Across the BOUN, IMST-UD, and PUD test sets, the1111

performance gap between the hybrid and the baseline1112

parsers is 4.3 points in UAS and 4.8 points in LAS on1113

average when training data consists of 500 sentences. 1114

The size of this gap decreases to 2.2 points in UAS and 1115

2.6 points in LASwhen training size is 11,488 sentences. 1116

E. GENERALIZATION TO OTHER LANGUAGES 1117

Although this study focuses on the improvement of Turkish 1118

dependency parsing, the proposed models can be adapted to 1119
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other languages as well. Below we first state the adaptation1120

of the rule-based component, which is followed by the adap-1121

tation of the morphology-based component.1122

1) ADAPTING THE RULE-BASED PARSING APPROACH TO A1123

TARGET LANGUAGE1124

For the rule-based parser, the ConsecAdj, AdvVerb, Adj-1125

Noun, and NounVerb rules can be directly applied to any1126

language as long as the underlying structures exist in the1127

language. The ConsecAdv and AdvAdj rules use adverb lists1128

to make decisions. They can be applied to any language by1129

supplying the adverbs specified in the rule descriptions for1130

that language.1131

The PossConst rule needs a small adaptation to work for1132

other languages because it uses the genitive and possessive1133

marks when constructing possessive compounds. The geni-1134

tive and possessive marks should be changed with the corre-1135

sponding ones of the language, if applicable.1136

For the CmpxPred rule which handles complex predicates,1137

we use a dictionary of complex predicates and idioms for1138

Turkish. If there is a similar structure in the language the1139

model is adapted to, supplying such a dictionary to the Cmpx-1140

Pred rule will be sufficient. Similarly, providing the three1141

lexicons that separate between noun compounds, possessive1142

compounds, and reduplicated compounds for the target lan-1143

guage will be sufficient to adapt the NounComp rule.1144

We stated above how the rules proposed in this study1145

can be adapted to other languages. In addition to such rule1146

adaptations, and more importantly, effective rules for any1147

language can be found by making a manual error analysis1148

on the parser outputs. The grammar rules that hold for the1149

relations between verbs, nouns, adverbs, and adjectives in a1150

sentence can easily be applied for that language in general.1151

The rule applications can then be integrated with the depen-1152

dency parser by following the proposed strategy explained in1153

Section III-C.1154

2) ADAPTING THE MORPHOLOGY-BASED ENHANCEMENT1155

APPROACH TO A TARGET LANGUAGE1156

To create our suffix-basedmodels, we utilize a morphological1157

analysis tool for Turkish. A similar approach can be followed1158

for any target language with agglutinative morphology. All1159

of the three morphology-based models can be adapted by1160

extracting the derivational and inflectional affixes in the target1161

language. Moreover, other suffix-based models (e.g. using1162

particular suffixes rather than the last suffix) can be employed1163

depending on the specifics of the language by using the1164

strategy proposed in Section III-D.1165

V. CONCLUSION AND FUTURE WORK1166

In this paper, we introduced a new rule-based method and1167

three morphology-based methods for improving the accu-1168

racy of a deep learning-based parser on Turkish depen-1169

dency parsing. In the rule-based approach, decisions made1170

by the rule-based system are integrated into the word rep-1171

resentation model of the deep learning-based parser. In the1172

morphology-based approach, we experimented with the mor- 1173

phemes of the words by investigating different methods 1174

to integrate the information extracted from the morphemes 1175

into the word vector representation model of the parser. 1176

We observed that the best method of utilizing morphological 1177

information in terms of the dependency parsing of Turkish 1178

is using the last suffix of a word. A combination of the 1179

rule-based and morphology-based approaches outperforms 1180

all of the other proposed models as well as the baseline 1181

system, suggesting that Turkish dependency parsing benefits 1182

both from the linguistic grammar rules and the additional 1183

morphological information extracted from the input words. 1184

The experimental results show that our enhancement meth- 1185

ods are useful for purely deep learning-based parsers, espe- 1186

cially when there is not sufficient amount of training data 1187

to learn the dependency relations. The results also indicate 1188

that the best performing model of the proposed approaches 1189

outperforms the state-of-the-art on parsing of the IMST-UD 1190

Treebank. Our code is available at the github repository 1191

https://github.com/sb-b/BOUN-PARS. 1192

As future work, we plan to adapt our methods to other lan- 1193

guages with restricted amount of annotated data. We believe 1194

that applying the proposed models to these languages will 1195

improve their parsing accuracies. Moreover, combining the 1196

proposed models with a transformers-based language model 1197

can give further improvements in dependency parsing of 1198

morphologically rich languages. 1199
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