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ABSTRACT Multi-source Unsupervised Domain Adaptation (MUDA) is an approach aiming to transfer
the knowledge obtained from multiple labeled source domains to an unlabeled target domain. In this paper,
we propose a novel self-training method for MUDA, which includes pseudo label-oriented coteaching and
pseudo label decoupling that are attempted for the pseudo label rectification-based MUDA for semantic
segmentation. Existing ensemble-based self-training methods which are well-known approaches for MUDA
use pseudo labels made from the ensemble of the predictions of multiple models to transfer the knowledge
of source domains to the target domain. In these methods, information from multiple models can be contam-
inated, or errors from incorrect pseudo labels can be propagated. On the other hand, the proposed pseudo
label-oriented coteaching trains multiple models by using pseudo labels from the peer model without any
integration of pseudo labels. Simultaneously, the pseudo label decoupling method is proposed for rectifica-
tion of pseudo labels, which updates the models with two pseudo labels only if they disagree. It also alleviates
the problem of class imbalance in semantic segmentation, in which dominant classes lead the update for train-
ing. The effects of the proposed pseudo label-oriented coteaching and pseudo label decoupling on the perfor-
mance of semantic segmentation were verified by extensive experiments. The proposed method achieved the
best semantic segmentation accuracy compared with the benchmark methods. In addition, we confirmed that
the prediction accuracy of small objects was greatly improved by the proposed pseudo label rectification.

INDEX TERMS Multi-source domain adaptation, semantic segmentation, unsupervised learning,
self-training.

I. INTRODUCTION
Semantic segmentation is the task of classifying each pixel of
an image into a corresponding class. With the recent develop-
ment of deep learning, deep neural networks (DNNs) [1], [2],
[3], [4], [5], [6] are widely used for semantic segmentation.
The accuracy of DNNs for semantic segmentation largely
depends on the quantity and quality of available training data.

The associate editor coordinating the review of this manuscript and
approving it for publication was Hongjun Su.

However, it requires a lot of time and expertise to build a
dataset for semantic segmentation. For this reason, when per-
forming semantic segmentation in different domains, Unsu-
pervised Domain Adaptation (UDA) methods [7], [8], [9],
[10], [11], [12], [13], [14], [15], [16] are widely used to
increase the accuracy of semantic segmentation for the unla-
beled target domain by utilizing the labeled source domain.

Based on the number of available source domains, Unsu-
pervised Domain Adaptation (UDA) can be divided into
Single-Source Unsupervised Domain Adaptation (SUDA) or
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Multi-Source Unsupervised Domain Adaptation (MUDA).
MUDA can utilize richer information from various source
domains, so the performance of MUDA is generally higher
than SUDA. As a simple example, MUDA with the sim-
ply combined multiple source domains is likely to improve
semantic segmentation accuracy for the target domain com-
pared to SUDA. However, it tends to be biased towards a
certain source domain having a small domain gap with the
target domain. Therefore, an approach that can effectively
utilize multiple source domains is required to maximize the
advantages of rich information in multiple source domains.

The methods of MUDA for semantic segmentation are
roughly divided into adversarial learning-based methods and
self-training-based methods. [14], [15], [17], [18] use adver-
sarial learning for the semantic segmentation task. The archi-
tecture of these approaches consists of a feature extractor and
a discriminator for the domain adaptation task. Specifically,
the discriminator is trained to discriminate the representation
between source and target domains, while the feature extrac-
tor is trained to align the representation of source and target
domains in the latent space.

In the self-training-based methods [7], [19], [20], [21],
models trained on multiple source domains generate pre-
dictions of the unlabeled sample, and the predictions with
high confidence are set as pseudo labels. Then, the pseudo
labels are used for supervised learning for the unlabeled target
domain. According to [22], thesemethods improve prediction
accuracies for the unlabeled target domain by allowing the
model’s decision boundary to be located in the low-density
region. However, incorrect pseudo labels can degrade model
performance, and self-training in SUDA cannot alleviate this
artifact since it trains a model with its own pseudo labels.
On the other hand, self-training in MUDA allows multi-
ple models to be trained collaboratively by using integrated
pseudo labels from different predictions of multiple models.
Nevertheless, it still has the following problems for semantic
segmentation. There is a class imbalance in a semantic seg-
mentation dataset, where some classes occupy most of the
labels. Therefore, some dominant classes can easily dominate
the training process. Therefore, minor classes can be mis-
classified as dominant classes, and it causes incorrect pseudo
labels. In addition, the correct prediction can be ignored when
the confidence of the incorrect prediction is higher. Fig. 1
intuitively describes the problem of pseudo label-based self-
training that uses the ensemble of two predictions as pseudo
labels. Although (a) is more similar to ground-truth (d) for
the ‘‘road’’ class, ensemble result (c) is mostly occupied by
(b) because the misclassified pseudo label in (b) has higher
confidence than the correctly classified pseudo label in (a).
In previous ensemble-based self-training methods in MUDA,
this incorrect pseudo label was the only label used for target
supervised learning. In other words, if the pseudo label is
generated incorrectly, there is a fatal problem that all of the
multiple source domain-based models are trained incorrectly.

To solve the issues described above, we propose a
novel pseudo label rectification-based self-training method

FIGURE 1. For the same image in the target domain (Cityscapes), (a) and
(b) are the predictions of the models trained on GTA5 and SYNTHIA
datasets, respectively. (c) is the ensemble of the two predictions, and
(d) is ground-truth.

for MUDA. While the existing self-training techniques uti-
lize the mixed pseudo labels for MUDA during training,
we take a different approach that trains models using multiple
pseudo labels that can be rectified by the proposed ‘‘pseudo
label-oriented coteaching’’ and ‘‘pseudo label decoupling’’.
In the pseudo label-oriented coteaching method, two models
complement mutual errors by exchanging two pseudo labels.
In this process, by using weak and strong augmentations, con-
sistency regularization can be achieved. In addition, the pro-
posed pseudo label decoupling, which exchanges the pseudo
labels only when the predictions of two models are different,
is applied to prevent the models from being overfitted by
incorrect pseudo labels. Furthermore, it addresses the class
imbalance problem, which occurs frequently, in semantic
segmentation task. The comparison between the proposed
method (yellow box) and the existing ensemble-based self-
training method [7] (purple box) is illustrated in Fig. 2. The
red box in Fig. 2 describes the case that the predictions of
the twomodels are the same. In ensemble-based self-training,
the incorrect pseudo label is utilized for self-training, so it
interferes with obtaining knowledge of ‘‘traffic sign’’ from
source domains. On the other hand, in the proposed method,
training interference is reduced by excluding incorrect pseudo
labels by using the pseudo label decoupling, so the knowledge
of ‘‘traffic sign’’ from the source domain can be successfully
utilized. The green box in Fig. 2 describes the case when two
models make different predictions. In the proposed method,
the part worth updating leads the loss value, thereby the
effectiveness of the training is achieved.

The main contributions in this paper can be summarized as
follows:

1) We introduce a novel self-training method with pseudo
label rectification for the multi-source domain adaptation in
semantic segmentation.

2) Pseudo label-oriented coteaching is proposed to com-
pensate for the problems that can be caused by ensembled
pseudo labels during the self-training with multiple source
domains. For this, we design a self-training technique in
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FIGURE 2. Comparison of the process utilizing multiple pseudo labels in the self-training. Left purple box: ensemble-based self-training method, right
yellow box: the proposed coteaching-based method. Mi : the model trained on i-th source domain, Mj : the model trained on j-th source domain.

which two semantic segmentation models interchange their
pseudo labels.

3) Pseudo label decoupling is introduced to compensate for
the training inefficiency caused by the class imbalance in the
data of semantic segmentation. For this, only pseudo labels
that disagree with the prediction of the peer model are used
for the model update.

4) We demonstrate the effectiveness of the proposed
method by comparing it with state-of-the-art methods on var-
ious benchmarks including GTA5+SYHTHIA→Cityscapes,
GTA5+Synscapes→Cityscapes, and GTA5+Synscapes→
Mapillary.

II. RELATED WORK
A. SINGLE-SOURCE UNSUPERVISED DOMAIN
ADAPTATION (SUDA)
SUDA methods have been actively studied to improve seg-
mentation performance for the target domain by transferring
knowledge of the labeled source domain to the unlabeled
target domain. The domain gap for semantic segmentation is
caused by differences in various elements such as style and
texture between input images of different domains. SUDA
methods can be divided into three approaches: approaches
to reduce the domain gap in the image level [8], [23], [24],
[25], [26], and feature level [9], [10], [11], [12], [27] and
approaches based on self-training [13], [16], [28], [29], [30],
[31], [32], [33], [34], [35], [36], [37], [38].

CyCADA [8], the representative method to reduce the
domain gap in the image level, changes the style of the image
in the source domain to be similar to that of the target domain,
using Cycle-GAN [39]. FDA [25] replaces the components of
the low frequency band of the source domain with the those
of the target domain, so it acquires source images in which the

characteristics (or styles) of the target domain are reflected.
FCAN [26] adds the models for image translation named
Appearance Adaptation Network (AAN). The representative
methods to reduce the domain gap at the feature level are
adversarial learning-based approaches. AdaptSeg [9] uses
the feature-level discriminator to reduce the domain gap for
semantic segmentation. FADA [12] utilizes the advanced
discriminator that classifies the class-wise feature distribution
of the source and target domains, unlike previous adversarial
learning-based approaches, which classify the entire feature
distribution of the source and target domains regardless of
the class. SSF-DAN [27] proposes semantic-wise separable
discriminator and class-wise adversarial loss reweighting to
achieve a balanced class-wise adversarial learning process.
ProDA [13] is the self-training-based SUDA method that
creates prototypes for each class in the target domain. Then
it corrects the noisy pseudo labels by utilizing the distance
between the prototypes and the feature vectors of target
samples. As a result, it obtains great performance improve-
ment by the revised pseudo labels. Seg-Uncertainty [34] set
the uncertainty with the variance of the model predictions
and proposes a variance regularization term to rectify the
noisy pseudo labels. LSE [35] argues that the segmentation
model should generate invariant predictions to the size of the
object in the image. Therefore, pseudo labels are generated
using patches of variously scaled images and used for the
self-training.

B. MULTI-SOURCE UNSUPERVISED DOMAIN
ADAPTATION (MUDA)
MDAN [14] is an adversarial learning-based method that
includes multiple domain classifiers to find the optimal deci-
sion boundary of the target domain. MADAN [15] is another
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FIGURE 3. Structure of the proposed method. Mi : the model trained on i-th source domain, Mj : the model trained on j-th source domain.

MUDA method using a single segmentation model, which
utilizes Cycle-GAN [39] to translate the style of the image in
the source domain similar to that of the target domain, reduc-
ing the image-level domain gap. MDACL [7] trains multiple
models for each source domain and integrates knowledge
of multiple models by collaborative learning. To reduce the
image-level domain gap, the input RGB image is transformed
to LAB color space, then the mean and standard deviation of
the pixel values in the source domain are changed to those of
the target domain. After this, by the collaborative learning
in the multiple source domains, each model learns seman-
tic knowledge from the peer model. Specifically, multiple
models trained on their corresponding source domain make
predictions for the same source domain sample and reduce the
distribution gap of multiple predictions (views). In addition to
this, for the target domain, collaborative learning is conducted
based on the ensemble-based self-training method.

C. LEARNING FROM NOISY LABELS
As previous papers [13], [33], [34] have succeeded in improv-
ing accuracy by pseudo label rectification on self-training,
we explore the data cleaning method that can be effectively
applied to the self-training method in MUDA for semantic
segmentation.

Co-teaching [40] that is a method for cleaning noisy labels,
trains two differently initialized models for the same dataset.
Data cleaning is achieved by selecting small loss instances
from the peer model and updating the current model only
with these selected instances. Noisy labels can be excluded
from training by this process, and by reflecting the opinion of
the peer model, it is possible to prevent the error propagation
caused by the incorrect model’s own predictions or noisy
labels.

Decoupling [41] is a method that updates models only
when predictions for the same input of two differently ini-
tialized models disagree with each other. The general DNN
updates its parameters based on the errors between model
predictions and labels. This general training approach is

vulnerable to noisy labels, especially as the model matures.
Decoupling avoids this training interference caused by noisy
labels by updating the target model only when the disagree-
ment occurs.

III. PROPOSED METHOD
As shown in Fig. 3, the proposed MUDA uses MDACL [7]
as a baseline that has two modelsMi andMj supervised from
two source domains Si and Sj and borrows LAB-based image
translation and source collaborative learning. On the other
hand, unlike the previous method, we propose an advanced
pseudo label rectification method in the self-training pro-
cess with the target domain. The proposed method extracts
two pseudo labels from two models supervised from differ-
ent source domains, and exchanges pseudo labels between
peer models during self-training, which is named coteach-
ing. To alleviate the class imbalance during the coteaching
and the training interference problem by the incorrect
pseudo labels, the proposed pseudo label decoupling is
applied.

A. PSEUDO LABEL-ORIENTED COTEACHING FOR THE
COMPLEMENTARY SELF-TRAINING
In general, self-training-based domain adaptation (DA)meth-
ods [7], [13], [16], [42], [43], [44] use the predictions having
high confidence as pseudo labels, and the model is trained
for the target domain in supervised-manner by using the
pseudo labels as the ground-truth. These pseudo labels are
often noisy due to the domain gap between the source and
target domains. When a self-training-based model updates
only using its own pseudo label, two problems may occur:
first, the update of the model can be biased toward learning
about easy cases, because only predictions with high con-
fidence will be used as pseudo labels and easy cases lead
the training of models. Second, when the pseudo label is
incorrect, the efficiency of training is greatly reduced. In [7],
the models are trained based on multiple source domains,
and the pseudo label is generated by the ensemble of the
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predictions from multiple models. This method has the effect
of solving the above-mentioned problems by utilizing the
ensembled pseudo labels generated by integrating the mul-
tiple predictions of multiple models. However, since the
ensembled pseudo labels consider only the maximum prob-
ability after combining the predictions of multiple models,
they may be biased toward the result of a certain model
that provides higher confidence as shown in Fig. 1. Even
if a model trained on a source domain makes the correct
prediction for the target input, the ensembled result can be
determined differently by its peer model. And in this case,
valuable information for the model update can be ignored.
In addition, the incorrectly generated pseudo labels make
the errors continuously propagated. To solve this problem,
unlike the previous papers [7], [21] that combine multiple
predictions for the generation of the pseudo label, we propose
a new pseudo label-oriented coteaching that interchanges
pseudo labels. In the proposed coteaching method, two types
of augmented images xweakT and xstrongT are generated, which
are weak and strong augmented versions of the same image
of the target domain, respectively. The weak augmentation
includes random resizing, random crop, and random horizon-
tal flip. The strong augmented images are created by applying
random contrast adjustment, random brightness adjustment,
random color balancing, histogram equalization, random pos-
terization, and random sharpness adjustment to the weak
augmented image. xweakT is used for generating the pseudo
label from the prediction of the target domain while xstrongT
is used to extract the prediction for calculating cross-entropy
loss with the extracted pseudo label. This gives a consistency
regularization effect so that the model makes consistent pre-
dictions of the perturbed data and finds the effective manifold
space for semantic segmentation [45], [46].

The model Mi which is trained on the i-th source domain
extracts two predictions pi

xweakT
and pi

xstrongT
for each pixel of the

two augmented versions of an input image. Following (1), the
pseudo label PSixT can be generated by pi

xweakT
,

PSi,(h,w)XT
= argmax

c

(
pi,(h,w)
xweakT

)
, (1)

where c is the index of the class. h and w denote the posi-
tion indexes of xweakT . To exclude unstable pseudo labels
from training, we set threshold τ and only use predic-
tions with higher confidence than τ for self-training. To pre-
vent the problem caused by the class imbalance of PSxT ,
the threshold τ is determined by considering the ratio of
each class. The probability of the top 50% of each class
is referred to τsoft and a constant value is referred to τhard
(selected to 0.9 in the proposed method). The final threshold
value τ is determined by min

(
τsoft , τhard

)
as in [7], [47],

and [16].
The pseudo labels of eachmodel are used to update the peer

model. In other words, PSixT and PSjxT are used to updateMj
and Mi, respectively. The cross-entropy loss for self-training

of Mi using the pseudo label is as follows:

LCoTMi
= −

H ,W∑
h,w

C∑
c

PSxj,(h,w,c)T log
(
pi,(h,w,c)
xstrongT

)
, (2)

where H and W are the height and width of the input
image, respectively, and C is the number of classes. For the
self-training ofMj, LCoTMj

is used by exchanging i and j in (2).
By learning with its peer model’s pseudo labels, the pro-

posed coteaching method prevents both i-th and j-th mod-
els from being updated equally by incorrect pseudo labels.
If two models make different predictions for the same target
image, each model has an opportunity to learn different opin-
ions. Therefore, the two pseudo labels continuously have the
chance to vary, so that the overfitting problem caused by the
incorrect pseudo labels can be relieved.

B. PSEUDO LABEL DECOUPLING FOR AVOIDING BIASED
LEARNING
With the coteaching method described in Section III-A,
we propose the pseudo label decoupling to rectify the incor-
rect pseudo label to minimize the impact of the incorrect
prediction. In addition, this pseudo label decoupling can also
alleviate the class imbalance problem. In Section III-A, two
pseudo labels PSixT and PSjxT extracted from two models Mi
and Mj can appear in five cases as follows and the update of
Mi andMj is performed only for cases 3-5.

Case 1: Both PSixT and PSjxT are correct, PSixT = PSjxT
Case 2: Both PSixT and PSjxT are incorrect, PSixT = PSjxT
Case 3: PSixT is correct, PSjxT is incorrect, PSixT 6= PSjxT
Case 4: PSixT is incorrect, PSjxT is correct, PSixT 6= PSjxT
Case 5: Both PSixT and PSjxT are incorrect, PSixT 6= PSjxT
Therefore, (2) can be expressed as follows:

LCoT+DCMi

= −

H ,W∑
h,w

[
PSi,(h,w)xT 6=PSj,(h,w)xT

] C∑
c

PSj,(h,w,c)xT log
(
Pi,(h,w,c)
xstrongT

)
,

(3)

where [.] is the indication function.
Case 1 is a situation in which the two models already

predict the correct answers. It usually occurs in easy cases,
such as large segments with dominant classes. In this case,
the knowledge of the correct prediction is already sufficiently
obtained from the source domain. On the other hand, there is
a possibility that the dominant class can cause a problem in
which the model is learned for mainly easy classes. Case 2
generally occurs when classes with a small area (ex. traffic
sign and traffic light) in the input image are overwhelmed by
dominant classes (ex. building and vegetation) as shown in
Fig. 2. As the two models agree with incorrect predictions
of each other, updating using these pseudo labels disturbs
the training. By excluding these two cases from the update,
the performance degradation of self-training due to the class
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imbalance and incorrect pseudo labels can be alleviated.
Case 3 andCase 4 are the cases where complementary learn-
ing by coteaching can be effectively achieved. InCase 5, both
pseudo labels are incorrect, but they increase the entropy of
the two incorrect predictions, preventing training from being
biased toward a specific incorrect class. By the coteaching-
based update ofMi andMj only in Cases 3-5, the error prop-
agation caused by the incorrect pseudo label can be prevented.

C. NETWORK ARCHITECTURE AND TRAINING
METHODOLOGY
The overall process of the proposed method is described
in Fig. 3. The weights of two models are initialized to the
pre-trained weights based on AdaptSeg [9]. Following the
baseline [7], image translation in LAB color space, super-
vised learning on source domains, and source collaborative
learning are adopted.

The cross-entropy loss for supervised learning on the
source domain and the Kullback-Leibler Divergence [48]
loss for the source collaborative learning are calculated as
following (4) and (5), respectively.

LsegSi = −
H ,W∑
h,w

C∑
c

y(h,w,c)Si log
(
Mi

(
x(h,w,c)Si

))
, (4)

LColSi→j
= −

H ,W∑
h,w

σ
(
Mi

(
x(h,w)Si

))
log

σ
(
Mj

(
x(h,w)Si

))
σ
(
Mi

(
x(h,w)Si

))
 ,
(5)

where xSi and ySi denote the input image and ground-truth
of the i-th source domain, respectively. H , W , and C are
the same as those in (2), and σ (.) indicates the softmax
function. LsegSi and LColSi→j

are calculated for all source domains
and optimized by joint learning. The final loss in the source
domain is defined as follows:

Lsource = LsegSi + L
seg
Sj + L

Col
Si→j
+ LColSj→i

. (6)

Thereafter, two predictions pi
xweakT

and pj
xweakT

about the

same weak augmented target image xweakT , are extracted by
the two models Mi and Mj. Then, two pseudo labels PSixT
and PSjxT are derived by pi

xweakT
and pj

xweakT
, as in (1). pi

xstrongT

and pj
xstrongT

are also extracted by Mi and Mj from the strong

augmented image xstrongT , and used to calculate (3) with the
pseudo labels. LCoT+DCMi

and LCoT+DCMj
of two models Mi

and Mj are calculated by (3) and jointly learned in the target
domain as follows:

Ltarget = LCoT+DCMi
+ LCoT+DCMj

, (7)

The total loss used to update the model is computed as
follows:

L total = Lsource + λL target ∗
Ncur
Nmax

, (8)

TABLE 1. The key characteristics of prior and proposed methods.

where Ncur and Nmax denote the current iteration number
and the maximum number of iterations, respectively, and
Ncur
Nmax

is the weight parameter to increase the influence of
L target as theMi andMj become mature. This is used because
the pseudo labels at the beginning of training are unstable
and unreliable. λ is an additional parameter for adjusting
the weights of Lsource and L target . The setting of λ will be
described in Section IV.

D. COMPARISON OF KEY CHARACTERISTICS BETWEEN
PREVIOUS AND PROPOSED METHODS
The key characteristics of previous and proposed methods are
compared in Table 1. The proposed method utilizes multiple
source domains, so it gets larger coverage of target represen-
tation than SUDAmethods [8], [9], [10], [11], [12], [25], [26],
[27], [34], [35], [36], [37], [38] that are distinguished by the
first column.We compare the proposedmethodwith [7], [14],
[15] in detail because the target of our method is MUDA.

There are several MUDA methods, but most are proposed
for classification tasks, such as MDAN [14]. MADAN [15]
is proposed specifically for semantic segmentation, and it
succeeds in domain adaptation for semantic segmentation
through image level and feature level domain alignment.
However, in the case of MADAN, Cycle-GAN [39] is used
for image style translation, which requires the huge complex-
ity of training additional networks. To solve this problem,
MDACL [7] proposes a method for translating source domain
images into target domain style in the LAB color space,
which is more convenient to be applied to the training pro-
cess. MDACL also proposes the source collaborative learning
through Kullback-Leibler Divergence and the target collabo-
rative learning by self-training. However, the self-training of
MDACL has a problemwith dealing with incorrect labels and
class imbalances, so the proposedmethod solves this problem
in the target collaborative learning by using multiple versions
of pseudo labels. With two pseudo labels, the two models
are trained complementarily and get the peer-review effect
through the proposed pseudo label-oriented coteaching,
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FIGURE 4. Visual comparison of the baseline models and the proposed model on the Cityscapes validation set on the setting of λ = 0.5.

maximizing the advantage of using multiple source domains.
This could be a solution to the common problem of
self-training in which models are continually biased by incor-
rectly generated pseudo labels. In addition, by using multiple
pseudo labels, it is possible to obtain information on the dis-
agreement between multiple pseudo labels, which is utilized
for the proposed pseudo label decoupling. It helps to solve
training difficulties due to class imbalance, which commonly
occurs in semantic segmentation.

IV. EXPERIMENTS
A. TRAINING SETTING
1) DATASETS
in this experiment, GTA5 [49], SYNTHIA [50], and Syn-
scapes [51] that are widely used for DA in semantic seg-
mentation, were used as the source domains. The real-world
semantic segmentation datasets Cityscapes [52] and Map-
illary vistas [53] were used as the target domains. The
GTA5 dataset provides 24,966 pixel-level segmentation
labels synthesized from an open-world game and follows the
class composition of the Cityscapes. The SYNTHIA dataset
includes semantic segmentation labels automatically gener-
ated from images in the virtual world. The total number
of images is 9,400, providing annotations for 16 classes
matched with the Cityscapes. The Synscapes dataset includes
25,000 photo-realistic rendered images and segmentation
labels. The Cityscapes provides the RGB images and the
semantic segmentation labels of 50 different cities in the real
world, and the number of samples for the training set and
validation set are 2,975 and 500, respectively. The Mapil-
lary vistas dataset consists of 25,000 images of street scenes
and manually annotated segmentation labels. Following the
settings of the existing SUDA and MUDA methods [7], [8],
[9], [10], [11], [12], [13], [14], [15], our implementation
utilized all images and labels of the training set of source

TABLE 2. Hyper parameter setting.

TABLE 3. Ablation study for the proposed method. The source domain
datasets are GTA5 and SYNTHIA, and the target domain dataset is
Cityscapes.

domain datasets (GTA5, SYNTHIA, and Synscapes) and only
images (without labels) of the training set of target domain
datasets (Cityscapes or Mapillary) for training. To verify the
performance of the proposed and the benchmark methods,
only image-label pairs of the validation set of target datasets
were used.

2) IMPLEMENTATION DETAILS
our method was implemented in Pytorch. For the segmenta-
tion network, Deeplabv2 [2] with Resnet-101 [54] was used.
The values of the hyperparameters are described in Table 2.
The optimizers for the training of segmentation models were
unified with Stochastic Gradient Descent (SGD) [55]. The
weight decay and the momentum were set to 2.0 × e−4 and
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TABLE 4. The quantitative comparison of the proposed method with SOTA methods. This table shows the mIoU values for 16 classes of the Cityscapes
validation set. In the ‘‘source’’ column, G and Y mean GTA5 and SYNTHIA datasets, respectively. All results of the benchmark methods used for
comparison were collected from the previous publications [7], [9], [10], [11], [12], [15].

TABLE 5. The quantitative comparison of the proposed method with SOTA methods on GTA5 + Synscapes → Cityscapes and GTA5 + Synscapes →

Mapillary settings. This table shows the mIoU values for 19 classes of the validation sets of target domains. In the ‘̀source’́ column, G and S mean GTA5
and Synscapes datasets, respectively. All results of the benchmark methods used for comparison were collected from the previous publications [7].
DataComb: the method of simply combining multiple source domains.

0.9, respectively. The initial learning rate was 0.5 × e−4 for
the proposed MUDA framework, and 1.25× e−4 for the pre-
training process. On the other hand, the Adam optimizer was
utilized for the training of the discriminator in the pre-training
process with the initial learning rate of 0.5 × e−4 and the
betas (0.9, 0.99). The λ values for each experiment were set
empirically, and the values are described in Table 2. Themean

Intersection over Union (mIoU) was used for the quantitative
evaluation of semantic segmentation.

B. ABLATION STUDY
Table 3 shows the results of the ablation study to
prove performance improvement by each component in
the proposed method. The λ in (8) which was used for
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FIGURE 5. Comparison of embedding space between the ensemble-based self-trained model and the proposed model for
four classes (road, sidewalk, building, and vegetation) which are described in orange, green, red, and purple points,
respectively.

balancing the weights between Lsource and L target was
set to 1.0 in this experiment. The pre-trained model
described in Section III-C achieved 48.4% mIoU. After
ensemble-based self-training, 2.9% accuracy improvement
was obtained while applying the strong augmentation
described in III-A to ensemble-based self-training resulted
in 6.0% improvement. When we changed the ensemble-
based self-training to co-teaching, we obtained 55.4% mIoU
which is 1.0% higher than the ensemble-based training
result. With the proposed pseudo label decoupling, an addi-
tional 1.3% performance improvement was achieved. When
we applied the pseudo label decoupling to the ensemble-
based self-training, the performance improved to 53.2%
mIoU. As a result, the proposed method provided 56.7%
of mIoU that is 8.3% higher than that of the pre-trained
model [9].

Fig. 4 compares the results of the baseline model
(ensemble-based self-trainedmodel) and the proposedmodel.
Overall, the AdaptSeg-GTA5 made more similar predictions
to the ground-truth than the AdaptSeg-SYNTHIA. How-
ever, the ensemble results (AdaptSeg-ensemble) contained
inaccurate results due to the strong influence of theAdaptSeg-
SYNTHIA. The results of the baseline (ensemble-based self-
trained model) with those pseudo labels seemed to have been
biased to the model providing higher confidence, as shown
in Fig. 4. On the other hand, the proposed method showed
results that are not biased toward either model because the
proposed coteaching method utilized both pseudo labels for
the complementary self-training. In addition, in the fourth
row of Fig. 4, the proposed method succeeded in predict-
ing the ‘‘traffic sign’’ class that both AdaptSeg-GTA5 and
AdaptSeg-SYNTHIA failed to predict. The reason for the
performance improvement is that the pseudo label decoupling
could remove the training interference of the dominant class

(‘‘building’’), allowing the model to obtain information of the
small object (‘‘traffic sign’’).

C. COMPARISON WITH SOTA METHODS
The performances of various SUDA methods [8], [9], [10],
[11], [12] and MUDA methods [7], [9], [14], [15] on
GTA5+SYNTHIA→ Cityscapes setting were compared in
Table 4. In SUDA, AdaptPatch [10] achieved the best results
of 50.9% mIoU in the setting of GTA5→ Cityscapes, while
FADA [12] achieved the best results of 45.2% mIoU in the
setting of SYNTHIA → Cityscapes. In MUDA methods,
we used both GTA5 and SYNTHIA as the source domains
and the Cityscapes as the target domain. MDAN [14] and
MADAN [15] achieved 29.4% and 41.4% mIoUs, respec-
tively. For comparison with MUDA, AdaptSeg [9] that is a
SUDA method, was expanded to have two classifiers trained
on two source domains GTA5 and SYNTHIA. As a result,
48.5% mIoU was obtained. The performance of MDACL [7]
which is the baseline of the proposed method showed 54.0%
mIoU. Our method achieved the best score, 56.8% mIoU
with the setting of λ = 0.5. In addition, a noticeable
performance improvement was obtained in small object
classes such as the traffic light and traffic sign as shown
in Table 4.

In Table 5, the IoU scores of 19 classes on GTA5+
Synscapes → Cityscapes and GTA5+Synscapes → Map-
illary settings were shown. The λ values for the proposed
method were 1.0 and 0.5 for the Cityscapes and Mapillary
target settings, respectively. For the GTA5+Synscapes →
Cityscapes setting, the result of DataComb that utilizes sim-
ply combined source domains was 51.6% mIoU. The recent
MUDA method, MDACL achieved 59.0% mIoU which was
improved by 7.4% compared with DataComb. Our method
achieved 59.3%mIoUwhichwas the best score in this setting.
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FIGURE 6. Visual analysis for Case 2. In yellow boxes, both AdaptSeg-GTA5 and AdaptSeg-Synscapes made the incorrect pseudo labels as the same class.
When these two pseudo labels were integrated (AdaptSeg-ensemble), the incorrect pseudo labels were made. However, by the proposed decoupling
method, these incorrect pseudo labels were not utilized for the self-training. As a result, the proposed method successfully induced the two models to
obtain the correct knowledge from the source domains without being biased by the incorrect pseudo labels.

FIGURE 7. Visual analysis for Case 3. In here, AdaptSeg-GTA5 made the correct pseudo labels and AdaptSeg-Synscapes made the incorrect pseudo labels.
Since the confidence of AdaptSeg-Synscapes was higher than that of AdaptSeg-GTA5, the ensembled pseudo labels (AdaptSeg-ensemble) included the
incorrect pseudo labels. If we update the models only with these wrong pseudo labels, AdaptSeg-Synscapes will continue to be confident about the
wrong prediction, and AdaptSeg-GTA5 will be contaminated by the incorrect pseudo labels. On the other hand, the proposed pseudo label-oriented
coteaching method utilized both pseudo labels for the self-training and successfully corrected errors through the peer-review effects.

FIGURE 8. Visual analysis for Case 4. AdaptSeg-Synscapes made the correct predictions but AdaptSeg-GTA5 made the incorrect predictions, as opposed
to Case 3. Most of the ensembled pseudo labels followed the predictions of AdaptSeg-Synscapes at this time. The proposed method utilized both the
correct pseudo labels and the incorrect pseudo labels for the self-training and showed the most ideal prediction results.

For the GTA5+Synscapes→ Mapillary setting, DataComb
provided 46.7% mIoU. AdaptSeg [9] and ADVENT [11]
achieved 48.2% and 49.2% mIoU, respectively, and MDACL

obtained 53.4% mIoU. The proposed method exceeded the
performance of other benchmarks with 56.3% mIoU. Similar
to the results in Table 4, the accuracy of the proposed method
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FIGURE 9. Visual analysis for Case 5. AdaptSeg-GTA5 and AdaptSeg-Synscapes made different predictions, and both predictions were incorrect. In this
case, both models were updated by the incorrect pseudo labels. However, the models were not biased toward certain incorrect predictions and
appeared to successfully revise their errors with the knowledge of the source domains.

about traffic lights and signs, which are small objects, was
overwhelmingly high.

D. EMBEDDING SPACE ANALYSIS
We extracted the embedding space utilizing Uniform Mani-
fold Approximation and Projection for Dimension Reduction
(UMAP) [56] to analyze the effectiveness of the proposed
method, as shown in Fig. 5. The 256-dimensional vector prior
to the prediction layer of DeepLabv2 [2] was represented as
the two-dimensional vector for embedding space visualiza-
tion. For visual convenience, we selected four classes: road,
sidewalk, building, and vegetation. All samples in the embed-
ding space were selected from 500 images of Cityscapes val-
idation set. When comparing building and vegetation classes
(red and purple points in the figure), we can see that the
proposed method provided a better cluster quality for two
classes of embedding space. In the case of road and sidewalk,
the proposed method separated the two classes more clearly
than the existing ensemble-based self-trained model.

E. VISUAL ANALYSIS
In this section, we provided the visual analysis of the pro-
posed method on the GTA5+ Synscapes→Mapillary setting
with the results of AdaptSeg [9] which was utilized for the
pre-training process of the proposed method. In this setting,
the proposed method achieved 56.3% mIoU, as described in
Table 5. In section III-B, we described the five cases in which
two pseudo labels from two source domain-based models can
appear. We set the source domains i and j to the GTA5 and
Synscapes, respectively, and performed the analysis utilizing
the predictions from the models for Cases 2-5 in Figs. 6-9.

Case 1 is when both AdaptSeg-GTA5 and AdaptSeg-
Synscapes make correct predictions, and the pseudo labels
created in this case are not utilized for the self-training.
We assume that the models are already obtaining sufficient
information from the source domain for this case, and we
focus the update of the model on the decoupled area. Even
if the pseudo labels of Case 1 are excluded from the self-
training, there seems to be no decline in performance for

the prediction, as shown in Figs. 6-9. This strategy can also
prevent the training from being dominated by some dominant
classes. A detailed description of each figure is described in
the caption.

V. CONCLUSION
In this paper, we proposed a novel self-training-basedMUDA
to effectively improve semantic segmentation accuracy in
the target domain using pseudo label rectification with the
optimal training methodology. Specifically, the proposed
pseudo label-oriented coteaching induced complementary
self-training by leveraging the effect of peer-review with-
out any pseudo label integration process. In addition, the
proposed pseudo label decoupling alleviated the problem
caused by a class imbalance in the semantic segmenta-
tion task and reduced the negative influence of self-training
caused by incorrect pseudo labels. We proved the effec-
tiveness of the proposed method through extensive experi-
ments with various settings and analyzed the effects of the
proposed pseudo label-oriented coteaching and pseudo label
decoupling.
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