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ABSTRACT Recently, as the development cycle of applications has been shortened, it is important to develop
rapid and accurate application testing technology. Since application testing requires a lot of cost, mobile GUI
component detection technology using deep learning is essential to prevent the use of expensive human
resources. In this paper, we shall propose a Clickable Object Detection Network (CODNet) for mobile
component detection in a wide range of mobile screen resolutions. CODNet consists of three modules:
feature extraction, deconvolution and prediction modules in order to provide performance improvement and
scalability. Feature extraction module uses squeeze and excitation blocks to efficiently extract features by
changing the ratio of the input image to 1:2 most close to that of mobile screen. Deconvolution module
provides feature map of various sizes by upsampling feature map through top-down pathway and lateral
connections. Predictionmodule selects an anchor sizemost suitable for themobile environment usingAnchor
Transfer block among the set of anchor candidates obtained through the analysis of mobile dataset.Moreover,
we shall show that our model achieves competitive performance in mean average precision on our dataset
compared to the other models, and object detection performance is improved by building a newmobile screen
dataset which consists of data collected from various resolutions and operating systems.

INDEX TERMS Object detection, computer vision, mobile screen, deep neural networks.

I. INTRODUCTION
The development and release of applications have been
greatly shortened as the cycle of technology development has
accelerated, it becomes essential to find a methodology for
accurately and quickly testing applications. Application test
is to check if all the functions in the application are working
normally by clicking the clickable object. It requires a lot of
time, money and human resources to verify all the functions
in the application. In order to prevent the use of expensive
human resources and time, it is important to develop a deep
learning model for detecting mobile GUI component during
application testing [1], [2], [3], [4], [5]. Several deep learning
methods have been proposed for more accurate component
analysis. Redraw [6] proposed accurate prototyping of GUIs
through three phases: detection, classification, and assembly.
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In the classification stage, AlexNet [7] based CNN [8]
is used to classify the detected GUI components into an
appropriate class. They classified Android GUI components
into 15 classes through Redraw. Zhang et al. [9] created iOS
APP screen dataset which consists of 77,637 screen data
from 4,068 iPhone applications to detect GUI components
in the iOS environment. They used SSD model [10] with
MobileNetV1 [11] as the backbone to run the detectionmodel
on-device. Zhu et al. [12] used widget recognition technol-
ogy based on image matching for detecting GUI components.
They improved detection accuracy by predicting the intent
of the components on deep learning model which combines
VGG-16 model [13] and short-term memory (LSTM) [14]
for extracting features from images and text processing
respectively.

However, the previous researches have several problems
which make it difficult to detect mobile GUI components in
mobile environment on deep learningmodels as follows: even
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though the height is longer than the width in themobile screen
while the contrary occurs usually in the clickable objects, the
ratio between the width and height for the image is resized to
the fixed ratio on deep learning model, resulting in informa-
tion loss. In addition, they did not efficiently deal with click-
able objects with various aspect ratio, since the anchor aspect
ratios is fixed.Moreover, the previous researches trained deep
learning model using dataset for one operating system, and
hence there does not exist sufficient dataset which can be
used for the detection model on various operating systems.
In this paper, we shall present Clickable Object Detection
Network (CODNet) for efficiently detecting clickable objects
in a wide range of mobile screen resolutions. Also, we build
a new mobile screen dataset which consists of data collected
from various resolutions and operating systems, achieves
competitive performance in mean average precision on our
dataset compared to the other models. Existing deep learn-
ing models are difficult to accurately detect objects due to
the characteristics of the mobile device, where the height is
longer than the width. Our model not only solves the ratio
gap problem by setting the aspect ratio of the input image
to that most close to the mobile screen, but also extends
the input resolution to that of the mobile screen in order to
minimize the loss of feature. We generate a set of aspect
ratio candidates suitable for the mobile environments through
mobile dataset analysis. Among them, themost proper anchor
size is selected for clickable objects with various aspect ratios
in Prediction module. As a result, the model can flexibly
adapt to objects of different sizes, and cover a wide range of
resolutions from Video Graphics Array (VGA) to Ultra High
Definition (UHD). We build datasets by grouping clickable
objects essential for testing application. We collect data from
as many mobile devices as possible, such as Android, iOS,
and car navigation, in order to detect clickable objects in
various mobile environments. Therefore, our model is OS
independent regardless of Android, iOS and so on.

The contributions of our study are summarized as
follows:

1) We propose a new deep learning model which provides
performance improvement and scalability by designing
a deep learning network which consists of three mod-
ules: Feature extraction module, Deconvolution mod-
ule and Prediction module.

2) We demonstrate that the accuracy can be improved by
changing the resolution of the input image to the aspect
ratio closest to the mobile screen.

3) We propose a new scheme for finding the most proper
anchor aspect ratio in a mobile environment for effi-
ciently dealing with clickable objects with various
aspect ratios.

4) We build a new mobile dataset which can be used in a
variety of mobile environments by collecting data from
various resolutions and operating systems.

5) We demonstrate that our model achieves significant
performance improvements over previous deep learn-
ing models.

The remainder of this paper comprises four sections.
In section 2, we introduce related works. In section 3,
we present the overall architecture for our model.
In section 4, we describe about the experimental results, and
finally in section 5 concludes with our results.

II. RELATED WORK
A. OBJECT DETECTION METHOD
Object detection method is largely divided into multi-stage
method and one-stage method. In the multi-stage method,
region proposal for finding the location of an object and
classification for finding the type of object are sequen-
tially performed. Among the multi-stage method, we deal
with Faster R-CNN [15], Cascade R-CNN [16] and Detec-
toRS [17] which demonstrate excellent performance using
CNN. On the other hand, in the case of the one-stage
method, region proposal and classification are performed
simultaneously. We deal with YOLO series, SSD, FASF [18],
FCOS [19], CornerNet [20] and CentripetalNet [21] each of
which demonstrates excellent performance among one-stage
method.

Faster R-CNN is a model which improves the slow speed
of R-CNN [22]. In R-CNN, the step which takes the longest
is the selective search, since the selective search is computed
in the CPU. To solve this problem, Faster R-CNN introduces
Region Proposal Network (RPN) instead of selective search
to enable computation on GPU. RPN receives the feature map
from the previous CNN as input. A 256-dimension vector
is obtained using a sliding window on the received feature
map. At this time, the anchor to be used as the window is set
in advance. In Faster R-CNN, 9 anchors with various width,
height, ratio and size are used. By using 256-dimension vector
obtained in this way the class and location are calculated
through two layers.

Cascade R-CNN proposes a method for solving two prob-
lemswhich occur with the increase of Intersection over Union
(IoU) thresholds. As the IoU thresholds increase, the posi-
tive samples disappear exponentially, resulting in overfitting
during training. In addition, if the IoU set during training
and the IoU set at inference are inconsistent, the accuracy
will be lowered. Cascade R-CNN consists of a sequence
of detectors with different IoU thresholds set. Detectors are
connected sequentially, and use the output from the previous
step as input for the next step. As a result, all detectors have
the positive set of examples of equivalent size to solve the
overfitting problem. It shows that performance is improved
through the process of gradual training using the proposals of
the learned detectors at low IoU.

DetectoRS proposes a backbone design utilizing a see
and think mechanism. At the macro level, they propose a
method for building Recursive Feature Pyramid using addi-
tional feedback connections to the existing Feature Pyramid
Network (FPN) [23]. At themicro level, they propose Switch-
able Atrous Convolution which collects features extracted at
various atrous rates through a switch function.
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YOLO [24], a real-time object detector proposed by Red-
mon Joseph al., is created for high-speed purposes. R-CNN,
a two-stage model, detects one image by dividing it into two
stages. In the region proposal step, classification is performed
2000 times, since 2000 candidate areas are extracted per
image. On the other hand, YOLO finds the location and class
through a single network pass. YOLO achieves 45 FPS,which
is significantly faster than 5 FPS when using Faster R-CNN.
YOLO divides the input image into S× S grids. The grid cell
closest to the center of the object is responsible for detecting
the object. Each grid cell predicts B bounding boxes, con-
fidence scores of the corresponding bounding boxes and C
conditional class probabilities. The dimension of the final
feature map is S × S × (B × 5 + C). YOLO has a limitation
in which the performance is slightly lowered due to the
small difference in IoU values for small objects. Since then,
improvement models such as YOLOf [25], YOLOx [26],
YOLOv4 [27], and YOLOv5 [28] are proposed to solve the
limitations.

YOLO improves its speed by using the one-stage structure,
but its accuracy is relatively low, since it is necessary to
find objects of various sizes in one image. SSD proposed by
Wei Liu et al. improves the accuracy by solving the problem
of finding objects of various sizes in one image through a
method of performing object detection across multiple layers.
YOLO divides the image into S × S grids, whereas SSD
efficiently detects both large and small objects by dividing
the image into grids of various sizes across 6 feature maps.
The SSD is constructed using 6 additional convolution layers
on the 5th convolution layer of VGG-16.

FSAF is a single-shot object detector based on Reti-
naNet [29]. They improved the performance by solving
the problems of the existing anchor-based model by using
multi-level anchor-free branches. During training, anchor-
free branches attached to each level of the FPN select the
most appropriate feature level for training. The selected fea-
ture level effectively represents the instance. As a result of
training, the model outperforms existing one-stage detectors
in detecting small objects.

FCOS is a one-stage object detector which detects objects
in a per-pixel prediction fashion. FCOS is anchor box free,
and completely eliminates the complex calculations associ-
ated with anchor boxes such as calculating overlapping dur-
ing training. In addition, they use centerness to suppressmany
bounding boxes generated at locations far from the center
of an object. Centerness reduces the influence of predicted
values at locations far from the center of the object using the
center of the bounding box, left-top and right-bottom corner
pairs.

CornerNet predicts object bounding boxes by using a pair
of keypoints instead of anchors. Keypoints are the top-left
and top-right corners of the target object. Keypoint estima-
tion is based on feature points, so anchor boxes are not
used. Centripetalnet is a keypoint-based detector uses cen-
tripetal shift to create a pair of corner keypoints from the
same object.

B. MOBILE SCREEN IMAGE DATASET
Rico [30] dataset consists of 27 classes, and contains 9.7k
data on Android app design. Rico was created to support five
classes of data-driven applications: design search, UI layout
generation, UI code generation, user interaction modeling
and user perception prediction. It provides visual, textual,
structural, and interactive design properties for more than
72k unique UI screens. Chen et al. [31] build a mobile screen
dataset to solve the label missing problem according to the
analysis results of 10,408 Android apps. The dataset consists
of 15 classes and a total of 52,524 GUI images. They used
App Explorer to collect GUIs from 15,087 applications. The
collected dataset consists of 13,145 screenshots containing
ImageView and ImageButton from 7,594 apps excluding
duplicate screens. ICONINTENT [32] is an app analysis
framework which combines program analysis with icon clas-
sification to identify UI widgets in Android apps. They down-
load each category icon using Google Image Search, and
manually label the icon. As a result, they collect 1576 icons
for 8 classes. Redraw [6] dataset consists of 15 classes and
191,300 components, but the number of components in the
classes are unbalanced. In case of textview, there are 99,200
components, but in case of spinner, there are only 20 compo-
nents. To address data imbalances, they create amobile screen
by generating randomly sample components until there are at
least 5000 components.

III. MODEL ARCHITECTURE
In this section, we shall describe about the architecture
of our model for detecting clickable objects in the mobile
environment. Our model consists of three modules: Fea-
ture extraction, Deconvolution and Prediction module. Fea-
ture extraction module is used as the backbone in the
model. It uses Squeeze-and-excitation Networks(Squeeze
Net) [33], which adds a Squeeze-and-excitation block to
the ResNet [34]. High-quality features are extracted with
little computation during feature extraction process compared
to ResNet. In each step of feature extraction module, the
extracted features are sent to Predictionmodule andDeconvo-
lutionmodule. Input resolution ofmost existing deep learning
models does not greatly deviate from the aspect ratio of 1:1.
However, in the case of mobile screens which our model is
trying to detect, the height of the screen image is longer than
the width. In order to solve the problem arising from the
ratio gap of the mobile screen, the ratio of the input image
in feature extraction module is changed to 1:2 most close
to that of mobile screen. Deconvolution module connects
feature extraction module and prediction module. It produces
different feature maps with various size at each layer through
decovolution, and sends the feature maps to five prediction
modules. Prediction module derives the final result. Five
prediction modules attached to Deconvolution module and
one prediction module attached to feature extraction module
are used for object detection. Since the six predictionmodules
are based on feature maps of different sizes, it can effectively
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FIGURE 1. The network architecture of CODNet.

find objects of various sizes. In most cases, the width of a
clickable object on a mobile screen is longer than its height.
Especially, such objects as text, navigation bar and status bar
have much longer width with an aspect ratio of up to 17:1.
The anchor aspect ratios used in the previous papers do not
efficiently deal with clickable objects with such aspect ratios
of longer width. In this paper, we shall propose a new scheme
which finds, for each of clickable objects with various aspect
ratios, the most proper anchor size in Prediction module by
generating a set of candidates for aspect ratio suitable for the
mobile environment through the analysis of mobile dataset
and then mapping it onto one of them. It can also adapt to
the various size of clickable objects on a mobile screen in a
flexible way.

The following subsections detail the modules used in the
model.

A. FEATURE EXTRACTION MODULE
Feature extraction module is a backbone of CODNet. It uses
the Squeeze and Excitation block to extract features as shown
in Figure 2. Squeeze and Excitation block performs feature
recalibration using Squeeze and Excitation operation with-
out significantly increasing model complexity and computa-
tional time. The squeeze operation compresses global spatial
information through Global Average Pooling (GAP) [35].
The excitation operation is responsible for recalibrating the
compressed information. The recalibrating process is simply
calculated through two Fully Connected layer(FC) [36] and
Rectified Linear Unit (ReLU) [37], and node dependencies
are also calculated. In FC, the input layer consists of C nodes,
and the nodes in the middle layer are reduced by the reduction
ratio r. Output layer consists of C nodes. We set the reduction
ratio r = 16. Unlike other models, CODNet focuses on the
input resolution most close to that of the mobile screen in
order to reflect the characteristics of the mobile environment.

FIGURE 2. The Squeeze and excitation block of feature extraction
module.

Most mobile screen resolutions have an aspect ratio of 1:2.
However, since the aspect ratio of the input resolution of the
existing deep learning model is 1:1, information loss occurs
due to the ratio gap. Feature extraction module changes the
input resolution to 512 × 1024 or 1080 × 1920 to solve the
problem arising by the ratio gap.

B. DECONVOLUTION MODULE
Deconvolution module is a top-down pathway with lateral
connections. The top-down pathway of Deconvolution mod-
ule generates a high-resolution feature map by upsampling.
Each lateral connection merges the feature maps of the
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FIGURE 3. Deconvolution module.

same size from Feature extraction module and Deconvolution
module using element-wise product. By using both feature
maps of two different layers, it is possible to efficiently
extract high-context information, thus improving accuracy.
In Deconvolution module, we reduce the inference time by
using a learned deconvolution layer rather than a commonly
performed bilinear upsampling layer. Batch normalization is
performed after each convolution operation. Its structure is
shown in Figure 3.

C. PREDICTION MODULE
A total of six prediction modules attached to feature extrac-
tion and deconvolution modules are used for object detection
in each image, improving detection accuracy by working
on the feature maps of various sizes. Prediction module is
designed so that it can improve the overall performance by not
only exploiting the residual block in ResNet, but also espe-
cially creating anchor transfer block as shown in Figure 4.

Anchor Transfer block consists of three units: RARC
(Representative Anchor aspect Ratio Candidates) Generator,
RARC Converter and IoU Checker. RARC Generator pro-
duces a set of candidates for representative aspect ratios suit-
able for the mobile environment through k-means clustering
from mobile dataset. RARC Converter changes the anchor
aspect ratio in the predicted region into each of RARC for the
mobile environment. IoU Checker finds, for each converted
candidate in RARC, its IoU score with respect to ground
truth bounding box, and then generates location by using
anchor information of the candidate with the highest IoU
score. RARC is obtained by RARC generator as follows:

FIGURE 4. Prediction module.

First, we extract the bounding boxes for all the objects in the
mobile dataset. Let the width and height of the bounding box
be x and y respectively. We plot each bounding box (x, y)
onto two-dimensional plane. The plotted bounding boxes
are clustered through the k-means clustering algorithm, and
then RARC is generated by calculating the centroids of each
cluster. Table 1 shows RARC generated from our mobile
dataset for different k .

The class output is used to predict the class of the object
included in the image through the Cross-Entropy loss func-
tion [38]. Let p be the predicted probability of our model
for the object region, and t the true probability of the object
region respectively. Then, the class loss function is defined as
follows:

Lcls = −
n∑
i=1

t(i) log p(i) (1)

The location output is used to predict the regression of
objects included in the image through the Box regression loss
function [39]. Let pk = (pkx , p

k
y , p

k
w, p

k
h) be a tuple which

consists of predicted bounding box information. Let g =
(gx , gy, gw, gh) be a tuple which represents a ground truth
for class k . Then, the box regression loss function is defined
as follows:

Lloc(pk , g) =
∑

i∈{x,y,w,h}

SmoothL1 (p
k
i − gi) (2)

SmoothL1 (x) =


x2

2
if |x| < 1

|x| −
1
2

otherwise
(3)
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TABLE 1. Average aspect ratio of each cluster.

TABLE 2. Annotation data for each category and class.

TABLE 3. Top-1 and Top-5 error rates for CODNet-SE and CODNet-W.

The final loss value of our model is defined by the average
of the above two loss functions.

L =
1
2
(Lcls + Lloc) (4)

IV. EXPERIMENTS
In this section, we show describe about the experimental
results for our model CODNet. Our experimental environ-
ment consists of one CPU with AMD EPYC Processor with
92 single-cores, GPU with 8 units each NVIDIA A100 40GB
and 1.7TB RAM.

This section is organized as follows: Section 4.1 describes
in detail the dataset used in the experiments. Section 4.2 shows
the performance of eachmodule. Section 4.3 analyzes the loss
value andmAP for each input resolution. Section 4.4 analyzes
the mAP for each aspect ratio of anchor. Section 4.5 shows
the performance of CODNet for each class on our dataset.
Finally, section 4.6 compares the performance of our model
over the existing deep learning models.

A. DATASET
We build our mobile screen dataset by focusing on clickable
objects. It comprises a total of 1,261 images with a wide
range of resolutions and 24,937 annotation data. The dataset
is classified into three groups: training, validation and testing.
The training set is about 80% of the entire dataset, and each of
the validation and test set is about 10% of the entire dataset.
Clickable objects are classified into 7 classes: Text, Image,
Button, Region, Status bar, Navigation bar and Edit text. Our
dataset format follows VOC [40].

TABLE 4. mAP of CODNet for the number of clusters k .

Table 2 shows the number of annotation for various classes
of each category. Text class has the maximum number of
8,462 data, since it appears most frequently on the screen,
Image class has the second largest number of 7,705 data.
Region class is a component with clear boundary which
contains Text or Image objects. Edit test class is a text area
which can be edited. Status bar is a status window at the
top of the mobile screen. Navigation bar is a navigation area
with system buttons at the bottom. As a data augmentation
method for preventing overfitting, we randomly change color,
saturation and brightness, and use vertical and horizontal flips
instead of expansion augmentation trick.

B. MODULE PERFORMANCE
1) FEATURE EXTRACTION MODULE
We investigate the performance of Squeeze-and-Excitation
Block (SEBlock) attached to Feature extraction module
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TABLE 5. Comparison between existing deep learning models.

by comparing the performance of the model for two
cases: CODNet-SE with SEBlock and CODNet-W with-
out SEBlock respectively. Experiments are conducted for
top-1 and top-5 error by changing the size of three back-
bone, ResNet-50, ResNet-101 and ResNet-151. As shown in
Table 3, the top-1 and top-5 error rates are become lower
when using Squeeze-and-Excitation Block, and ResNet-151
has the smallest top-1 and top-5 errors.

2) DECONVOLUTION MODULE
We check the performance of Deconvolution module by
comparing the performance of the model for two cases:
CODNet with and without Deconvolution module respec-
tively. Experiments are conducted for mAP. CODNet with-
out Deconvolution module has a mAP 77.1. CODNet
with Deconvolution module has a mAP of 86.5, which is
9.4 higher than that of CODNet without Deconvolution
module.

C. MODEL PERFORMANCE
We investigate the performance of our model in terms of
input resolution and aspect ratio on two backbones ResNet-50
and ResNet-101 as shown in Table 4. First, we compare
the performance of CODNet for two different resolutions,
that is, CODNet-512 with input resolution 512 × 1024 and
CODNet-1080 with input resolution 1080× 1920. As shown
in Table 4, as the resolution increases, the performance
of our model also increases. When the input resolution is
1080 × 1920, CODNet achieves the highest performance.

FIGURE 5. Confusion matrix of CODNet-1080.

Next, we investigate the performance of our model for each
aspect ratio candidate generated through mobile dataset anal-
ysis. Table 4 shows the accuracy for each aspect ratio
candidate obtained through k-means clusters on ReNet-50
and ReNet-101. For the aspect ratio candidate when using
5-means clusters, CODNet achieves the best performance for
all cases of resolution and backbone. The result shows that
the accuracy does not necessarily increase in proportional to
k . Therefore, we use RARC with k = 5 as the aspect anchor
ratio for our model.
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FIGURE 6. Inference result of CODNet and existing deep learning models.

D. CLASS PERFORMANCE
We compare the detection accuracy of each class by
using the confusion matrix after training our model with
dataset. Figure 4 shows the accuracy of each class on the
CODNet-1080 model when using ResNet-101 as a back-
bone. According to the confusion matrix, CODNet-1080 has
significantly higher accuracy for Status bar and Navigation
bar. Those two components are not difficult to detect, since
their features are clear. Components which change the mobile
screen by clicking like text, image and buttons are generally
well detected. However, in the case of regions, false positives
occur frequently, since they are similar to the background.
In particular, the edit text class is one of the most difficult
to detect among the clickable object classes, since it is
usually made up of only one word or one line, and hence

their characteristics are not clear. The accuracy for edit text
class on YOLOv3 is 40%, while the accuracy for edit text
class on CODNet is 54%, resulting in clear performance
improvement.

E. COMPARISON TO OTHER DEEP LEARNING MODEL
We compare the mAP of CODNet and with the other models.
As shown in Table 5, we compare mAP according to the size
of the object: small, medium and large. For all the cases,
CODNet-1080 achieves the highest performance. Among the
models excluding CODNet, DetectoRS with ResNet-101 as
the backbone has the highest performance. CODNet-1080
has higher mAP of 0.08, 0.122 and 0.096 for small, medium
and large sized objects respectively than those of DetectoRS
with ResNet-101 as backbone. Among models excluding
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CODNet, SSD300 has the lowest mAP of 0.407, while Detec-
toRS with ResNet-101 as a backbone has the highest mAP
of 0.784. As a one-stage model, YOLOv5 has the highest
mAP of 0.742. CODNet-1080 achieves the highest mAP of
0.865. It also shows the best performance among the one-
stage models.

V. CONCLUSION
In this paper, we have proposed CODNet, a new deep learning
neural network for detecting clickable objects in a wide range
of mobile screen resolutions. CODNet provides performance
improvement and scalability by designing a deep learning
network which consists of three modules: Feature extrac-
tion module, Deconvolution module and Prediction module.
Feature extraction module shows performance improvement
through minimizing feature loss by extending the resolution
of input image to 1080 × 1920. Deconvolution module pro-
vides feature map of various sizes by upsampling feature
map through top-down paths and lateral connections. Predic-
tion module improves the performance by using the Anchor
Transfer block which selects the most suitable for the mobile
environment among the set of anchor candidates obtained
through mobile data set analysis. Moreover, we improve
the object detection performance by building a new mobile
screen dataset which consists of data collected from vari-
ous resolutions and operating systems. The performance of
CODNet is confirmed through various experiments. Feature
extraction module achieves the lowest error rate compared to
other models. CODNet with Deconvolution module achieves
a mAP of 0.865, which is 9.4 higher than CODNet with-
out Deconvolution module. CODNet achieves higher per-
formance as the resolution increases. For the aspect ratio
candidatewhen using 5-means clusters, CODNet achieves the
best performance for all cases of resolution and backbone.
CODNet-1080 achieves the highest mAP of 0.865.

For future works, we shall work on the details of CODNet
such as the number of layers for each module, activation
function and hyperparameters, and continue to work on the
test for a wide range of smart devices in the real environment
to further improve our model.
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