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ABSTRACT In several practical decision procedures, it is not accessible to denote assessments by a single
crisp number due to a lack of information. However, representing information by an interval number within
[0, 1] is a more credible approach. In multi-criteria decision making (MCDM) such an interval number
can significantly catch information. In addition, the combination of soft sets with interval-valued g-rung
orthopair fuzzy sets can be viewed as interval-valued g-rung orthopair fuzzy soft sets (IVq-ROFSs). It can
be a reliable tool to cope with uncertainties. Usually, aggregation operators are functional in MCDM
techniques; therefore, aggregation operators on IVqQ-ROFSs can significantly aggregate pieces of information
in intervals with IVQ-ROFSs. In this paper, we investigated some crucial properties of interval valued g-rung
orthopair fuzzy soft sets (IVq-ROFSSs) and expressed a different representation of IVq-ROFSS in the form
of IVq-ROFS number. Based on this representation, we investigated IVq-ROF weighted averaging, IVq-ROF
weighted geometric operators and given their basic properties. Moreover, we consider interactions between
non-memberships and memberships of different interval-valued g-rung orthopair fuzzy values and defined
IVg-ROF weighted interaction averaging, IVqQ-ROF weighted interaction geometric aggregation operators
in IV@-ROFS environments. A decision-making process is given, and an illustration is provided by tackling
application in automation company evaluation.

INDEX TERMS Soft set, fuzzy set, -ROFSs, aggregation operators, interaction aggregation operators,
MCDM.

I. INTRODUCTION

Till 1965, only probability theory and error calculus were
partly able to satisfy the need to handle a special kind
of uncertainty, namely, randomness. The probability theory
has no composition for describing fuzzy predicates such
as small, young, much larger etc. In 1965, Zadeh [58]
launched his seminal paper ‘“Fuzzy sets”. Fuzzy sets (FSs)
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are more conceivable in seeking for scalable knowledge
among uncertainties and evolve as vital fundamentals of pat-
tern recognition and multi criteria decision making. How-
ever, when assessing real situations in daily life, things
are acquiring more complexity, which suggests that a sin-
gle membership value can not reflect the essence of the
objects. Thus, due to such difficulties with FSs, a more
effective concept based on the FS is concluded whose
name is intuitionistic fuzzy set(IFS)and it was introduced by
Atanassove [8].
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IFS provide a membership value y and non-membership
value n such that their range of sum lies in inequality
y +n < 1. Yager and Xu developed some fundamental
operators and their underlying properties [50], [51]. IFSs
plot cognitive aspects of complex information in specific
domains where uncertainty grasps outcomes. In some com-
plex problems when y +n > 1 then IFS become insufficient.
This insufficiency of IFS is tackled when Yager proposed
Pythagorean FS (PFS) [53]. The space is extended in PFS
as y2 + n2 < 1, and it tackled several incompleteness of
an information. Although, PFSs works in their specifications
but a more general form of extended space cover up in
g-rung orthopair FSs (q-ROFSs) [54]. Several discussions
on g-ROFSs has been made and it applied in wide rage
of domains including, [3], [10], [28], [29], [30], [31], [40],
[47], [52], and [10]. Some interaction aggregation operators
(TAOs) on PFSs by considering interaction laws proposed by
Wei [48]. Zhang [59] developed Hamacher IAOs on PFSs
and introduced a method of multiple criteria decision-making
(MCDM).

The ¢-ROFSs particularized memberships and no-
memberships grades, but usually such assessed grades
appear in intervals. An interval form of gq-ROFSs was
required, therefore, interval valued g-ROFS (IVq-ROFS)
introduced by Joshi [22]. After the arrival of this essen-
tial idea, researchers around the world were attracted by
IVq-ROFSs [14], [44], [49]. Moreover, IVQ-ROF weighted
averaging (IVq-ROFWA), IVq-ROF ordered weighted aver-
aging (IVq-ROFOWA) operators have been introduced by
Juetal. [23]. Although, IVq-ROFWA or IVqQ-ROFOWA
aggregate data but in certain situations it is required to
combine parametrization concept with IVq-ROFS.

A comprehensive parameterized and theoretical structure
which represent and appraise uncertainty, known as soft
sets (SSs) [38], arise from distant circumstances concerning
parametrization. Different from stranded sets, SS comprises
mapping where meanings of objects in domain appraised.
In recent decade, the findings on SS theory has emerged
quickly [1], [2], [4], [5], [11], [19], [26], [37]. Maji et al. [39]
and Ali et al. [6] make larger the scope of SSs by defining
useful operations. In certain situations fuzziness prevails in
approximations of SS, thus Maji et al. [33] explore fuzzy
SSs (FSSs) which assess both parametrization and indistinct-
ness. In recent years, several hybrid models of FSSs and
intuitionistic fuzzy SSs have been emerged [12], [16], [17],
[24], [25], [34], [35], [36], [43].

Recently, g-rung orthopair fuzzy SSs (q-ROFSSs) and
g-ROFSSs based MCDM methods are proposed by
Riaz et al. [20]. The q-ROFSS is a classical settings of
g-ROFS to deal with uncertainties in the framework
and descriptions of parameters in contrast of reliable
and un-reliable informations in the larger space [42].
Hussain et al. [21] proposed MCDM frameworks by making
fissile averaging operators and order averaging operators
on g-ROFSSs. Another model of averaging operators over
g-ROFSSs [18] has been developed by a different mean of
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generalizations parameter. Recently, Zulqarnain et al. [55]
proposed IAOs to solve MCDM problem under pythagorean
fuzzy soft (PFS) environment. Moreover, geometric inter-
action averaging operators in IFSs environments has been
introduced by He et al. [15]. Although many methods on
g-ROFS can be found but in combination with soft sets
it gives a classical notion to handle complex information.
Soft representation of q-ROFS makes linearity of different
components of an environment more viable. A large q-ROFS
data might difficult to compute in many cases but -ROFSSs
do not have such inadequacy.

In some practical decision procedures, due to lack of
availability of information, it is not accessible to denote
assessments by a single crisp number, however representa-
tion of information by an interval number within [0, 1] is
a fair choice [9], [13], [27], [41], [45], [46]. As interval
based memberships are relay on composure of assessment
when it is difficult to choose a single value in [0, 1]. There-
fore, it was required that the classical model of q-ROFSSs
can further elaborate on interval of membership and inter-
val of non-membership. Recently, Ali et al. [7] introduced
interval valued q-ROFSSs (IVq-ROFSSs) and applications in
attributes reduction. As discussed earlier benefits of interval
of membership and interval of non-membership in MCDM,
further, existence of parametrization in IVq-ROFSS can man-
age larger information. Especially, aggregation operators on
environments of IVq-ROFSS can overcome drawbacks which
exists in operators in q-ROFS or q-ROFSS. Moreover, inter-
actions between non-memberships and memberships of dif-
ferent interval-valued g-rung orthopair fuzzy values can be
substantial to aggregate intervals of memberships and inter-
vals of non-memberships in IVQ-ROFSS. In recent years
MCDM approaches have been adopted with extensive suc-
cess to support decision making in a wide range of complex
MCDM real-world problems. The integration of IVq-ROFSS,
MCDM specifies new potentialities relating to the modeling
of MCDM problems in complex environments. By the moti-
vations of such interval capturing prospect of IVq-ROFSS
and IOAs [15], [55], it is required to study aggregations oper-
ators on IVq-ROFSSs. Therefore in this work we proposed
group MCDM on IVq-ROFSS by mean of new introduced
IVq-ROFS aggregations (averaging, geometric, interaction
averaging, interaction geometric) operators in this work.

Il. PRELIMINARIES

This part of paper expresses some fundamental rudiments of
g-ROFSs and soft sets. Throughout this section %/ denotes
universe of discourse. A fuzzy set (FS) A is defined as;

A={x, pa) | x €U},

where p 4 is known as fuzzy membership grade of x in .4 [58].

In several complex problems FSs are little tawdry to deal
with credibility and incredibility of an information. In such a
situation IFSs are implemented.
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Definition 1 [8]: An IFS over % is indicated as

A={(x, p4x), 04x) | x € U},

where the functions p4 : % — [0,1] and p4(x) : % —
[0, 1] assign the membership grade and non-membership
grade of an object x in %. Mainly, it is required that
0<pax)+oax) <1Vx €.

Yager investigated Pythagorean fuzzy sets (PFSs) [53] and
g-rung orthopair fuzzy sets (q-ROFSs) [54], which are vital
generalizations of IFSs. The q-ROFSs comprise an over-
all scenarios with arrangement of membership grade and
non-membership grade in the larger space.

Definition 2 [54]: A g-rung orthopair fuzzy set (q-ROFS)
in a universe % is defined as

P ={x, up), vpx) | x € %},

where the functions up :  — [0,1]and vp : % —
[0, 1] respectively assign the degree of membership and
non-membership grades of the element x € % . Further, it is
required that 0 < (up(x))? + (vpx)? < 1Vx € %,
where ¢ > 1. The hesitancy degree of q-ROFS is indicated
as 7p(x) = YT— (mp)? — p(O)A.

The set of all -ROFSs over % is denoted by ¢ — ROFS Z,

In most real-life complex MCDM problems under the
g-ROF environment, it is not suitable for decision-makers
to give accurate values of both grades (membership grade
and non-membership grade) in the situation of hesitation
or oscillation of judgments. It is more appropriate for
decision-makers to provide their assessments in the closed
interval subset when situation is unclear by providing one
grade.

Definition 3 [22]: A TVQ-ROFS in a universe % is
expressed as

P ={(x,0p(x). 0p(x) | x € %},

where the functions p5 : % — mt[O lland o5 : % —
int[0, 1], that is, pp = [,o s P *] and 05 = [Q 05 1
respectively, known as 1nterval degree of membershlp grade
and non-membership grade. Further, it is required that 0 <
(p+(x))q + (Q+(x))q <1Vx € %,whereq > 1.Forx € %
the nondetermrnacy index is expressed as T = [71* +] =
L1 = () = (@507, ¢/ = (o507 = ()1,
The set of all IVqQ-ROFSs over 7 is denoted by IVg —
ROFS? LetP = {(x, [,07; (x), ,0; @)1 leg (), Q;; (D |

x € %) and P2 = {(x, [p5 (), p3 ()], [0 (), 0F (0)D) |
x € U} be two 1Vq- ROFSs over . Then as “shown

in the equation at the bottom of the page, And_ (P =
{x,05,0),p5,() | x € %}, P1r S P if and
. - — + + —
orily if pﬁ(x) < 'sz(x)’ 5, (x) < ’sz(x)’gﬁ x) =
05, Q%l (x) > 9%2 (x).
Definition 4 [23]: Assume F = ([p~, p7],[0™, 07]) be
an IVq-ROFYV, a score function .# can be defined as
1| (1+ )T =))+
st )
4 (1+ e —@ty)
Definition 5 [22]: Assume Fi = ([p;, p; 1oy, 051)
and > = ([p;,p51l0;.051) be IVq-ROFNs, then the
operational axioms are defined as below
i F1 & ]:2 = (o)) + (py)1 - ()T x
(7)1, ((p )q+(p ) — (o) x (7)) 7], [(e7) x
©5). (@7) x (@)

., JL(F)el0,1].

(i) F1® F2 = ([(p;) x (,02) (o) x (N, [((e])! +
()7 (0 x (0 )‘1) (@D + (@)1 — (0] )1 x
©))1)4]).

(i) e =<[(<1—(p;)q>€>)3 ((1—(of )%E))flf]
[(e7)". (e )€]>,6 > 0.

i) Fe =<[<p1 L (o]
[((1 — D)D), ((1 - (@] )‘1)6))5})6 > 0.

Definition 6 [38]: Assume E be the set of parameters,
M C E. A pair (S, M) is called a soft set over %, where
S is a mapping given by S : M — P(%). It is indicated as

(S, M) ={(a,S@) | aeM,S(a) € P(U)}.

Note that P(%) is the set of all subsets of %/ . The set of all
soft sets over %/, with respect to subset of E is denoted by
SSEw).

Now, we provide a definition of IVq-ROFSS as follows.

Definition 7 [7]: Assume 7 be the universal setand M C
E be set of attributes. Let IVqg — ROFS(%/) be the set of all
IV@-ROFS over % . An IVq-ROFSS over 7% is expressed as
(F, M)or Fy; where F : M — IVq—ROFS(%).1tis defined
as

X
F.M) = , M, /4
(7 M) {<e{(PFM(X),Q}'M(X)>})|ee e }

_ { (x, [max{pg, (). p; (¥)}, max{p: (x), p;Z(xm,) e %}

[min{oz; (¥), 05 (%)}, minfoz; (x), 05 (V)]

S {<x [min{p (), p;2<x>},min{p;1(x>,pgz(x)}],> e %}
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TABLE 1. IVq-ROFSS = (F, M).
(74 | M el [} es e €m
a1 Aenepllensen))  (lonrial lera el (lers il [orss er]) {[01ms Pim], [01ms €1
2 <[p217 921]7 [Qzlv 921]> <[9227 p22]’ [9227 922]> <[P237 /723]7 [9237 Q23]> <[p2m7 sz}» [Qva QQmD
s (lpss P oo, eh])  ([psas Pha] [0ms 05])  (lpssy p ) [o5s0 013]) ([P5m» Pim), [05ms 03m)])

where function pr, : % — int[0,1] and 0F,, : % —
int[0, 1] are the interval degree of membership and non-
membership grades, respectively. These grades can be indi-
cated as pr(x) = oz, &), pr(x)] and Q]—‘M(x) =
loF, (@), 0, ()] Note that 0 < (px, (0D + (o, () <
lisa condmon on intervals of membershlp grade and non-
membership grade. The set of all IVq-ROFSS over % is
denoted by IVq — ROFSSY

Example 8: Let %4 = {x1,x2,X3,x4,%5} and E =
{e1, ez, €3, e4, e5}. Suppose that M = {e, e3, e, } such that
M CE.

For ¢ = 3, we defined IVq-ROFSS as follows;

e1, {x1,[0.05, 0.08], [0.23, 0.33]},
{x2, [0.04, 0.07], [0.26, 0.39]},
{x3, [0.13,0.63], [0.31, 0.53]}, ,
{x4, [0.12, 0.42], [0.43, 0.49]},
{xs, [0.25, 0.45], [0.42, 0.54])
e3, {x1, [0.15, 0.55], [0.42, 0.46]},
{x2, [0.13, 0.52], [0.32, 0.64]},
{x3, [0.26, 0.54], [0.34, 0.58]},
{xs, [0.16, 0.72], [0.24, 0.62]},
{xs, [0.21, 0.65], [0.29, 0.52]}
es, {x1,[0.17, 0.68], [0.27, 0.52]},
{x2, [0.37, 0.53], [0.36, 0.48]},
{x3, [0.29, 0.64], [0.41, 0.52]},
{x4, [0.26,0.72], [0.43, 0.57]},
{xs, [0.28, 0.62], [0.44, 0.601}

G, M) =

Ill. AGGREGATION OPERATORS ON IVQ-ROFSS
The Definition 7 of IVq-ROFSS can be viewed in another
shape.

Definition 9: Let a soft universe (%, E) and M C E. Let
M = {ey, e, - - - ey} be the set of attributes for the a set of
alternatives % = {x1, xp, - - - Xs}. A pair (F, M) is said to
be IVq-ROFSS over %, where F is a function given by F :
M — IVqg — ROFS? it is defined as

- +
fej(xi) _ <x19|:10j (xi), P; (xt):l ’ > Xi €>02f &
o wgfe] [ 9=
where Vg — ROFS? represents the collection of all
IVQ-ROFSs of % . Here, [,ojf(x,-), ,0j+(xi)] is the interval
degree of membership grade of an objects x; € % and
[Q/ (x), 9 (x,)] is the interval degree of non-membership
grade of an objects x; € % . Note that 0 < (,0+(x,))q +
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(Q;’(xi))q < 1 is a condition on intervals of membership
and non-membership grades. The set of all IVq-ROFSS over
% is denoted by IVqg — ROFSS % . A more short the notion
]-'ej(x,) is expressed by }—ez = ([p, ,pl/] [Ql ,Q+]) and it
is known as IVq-ROFS value (IVg- ROFSV) Moreover the
interval degree of hesitancy for IVq-ROFSS is defined as

. I J1= 0 - @ r,
TFey = Ve el = | 1 S0 (o
()1 = (o))

Let M = {ey,er,---ey,} be the set of attributes for
the a set of alternatives % = {x1,x2,---xs}. Then
a general form of IVQ-ROFSS is given in Table 1.
Assume Fo, = ([py, 05 [0, 03], (i = 1,2) and
F = ({p~.p"].[07.0"]) be any three IVq-ROFSVs and
€,€1,€y > 0. Thus some basic operation on IVq-ROFSVs
are given follows:

R max{py,. py,}, max{p}y, p}] .
(l) JT_'el2 U-Fezz — 120 722 120 22 ]

[min{o15. 03,}. min{o};. 035}]

= = min{p,, oy}, min{o;h, 1],

(i) Fopy N Foyy = [ 12° P22 e Pl '
. [maX{le’ Q22} maX{le’ 922}]

(iii) F= (0, p) where F* denotes the complement of F.

(iv) Fepp C ]:ezz+ = P S Py P S Ph 0 =
sz’le Q27

v) ]:612 69-7:622

o)+ (03)7 — (o103,
o) + (o) — ()13
[(01)7(02)". (013)7(03,)"]

(Vi) Fep ® Fep
[p12)9 (P, (015)(035)71,

@) + (037 — (01125
b + (03 — (o105

~~
=.

=
K,.I
Il

<[<¢1—(1—(p—)f1)6, \‘%1—(1—(p+)’1)6] )

[(@)F. (e¥)] .
(e ery].

(viil) F ([\71 By s v G ey s (Q+)q)e]>
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TABLE 2. IVq — ROFSWA (F, M) for q > 3.

wU ‘ M el 5
T {[0.12, 0.22], [0.14, 0.26]) ([0‘32,0.35] [0 42,0.46])  ([0.12,0. 63] [0 13,0.17]) _ {[0.25,0. 28}, [0 16,0.19]) _ ([0.24, 0.40], [0.11, 0.20])
2 ([0.20,0.40],[0.10,0.50])  {[0.44,0.49],[0.15,0.17])  ([0.12,0.75],[0.12,0.22])  ([0.21,0.32],[0.40,0.60])  ([0.41,0.59],[0.12,0.60])
3 ([0.21,0.26],[0.30,0.32])  {[0.31,0.39],[0.32,0.36])  ([0.17,0.72],[0.13,0.23])  {[0.22,0.34],[0.32,0.53])  ([0.34,0.44],[0.26,0.36])
T4 ([0.41,0.45],[0.25,0.30])  {[0.22,0.29],[0.22,0.64])  ([0.30,0.40],[0.14,0.24])  {[0.23,0.36],[0.13,0.62])  ([0.11,0.24],[0.41,0.51])
x5 ([0.26,0.42],[0.20,0.23])  {[0.34,0.37],[0.33,0.38])  ([0.20,0.60],[0.15,0.25])  ([0.24,0.37],[0.14,0.63])  ([0.14,0.52],[0.28,0.48])

A. IVQ-ROFS WEIGHTED AVERAGING AGGREGATION
OPERATORS ON IVQ-ROFSSS

Let Q be any collection of IV@-ROFV and Q**™ set of
IVqQ-ROFSV in a IVq-ROFSS (F, M). Then we define
(IVgQ-ROFS weighted averaging aggregation operators)
IVq-ROFSWA as follows;

Definition 10: Let M = {ey,ea, - ey} be the set of
attributes for a set of “s” number of alternatives % =
{x1, x2, - - - x5}. Then a general form of IVq-ROFSS (F.M ) is
given in Table 1. Assume that .7-},:,. = (Lo » ,Ol-}L], lo; - 0; D,
@ = 1,2,---5,j = 1,2,---m) be the collection of

IVg@-ROFSVs in (?, M). Let W = [wq,wo,---wy,] and
A = [81, 82, - - - 85] be the weighted vectors over M and %/,
respectively, such that ", w; = 1, 37,8 = 1 and

wj,8; € [0, 1]. Define a mapping Vg — ROFSWA
o5 — Q thatis, IVg — ROFSWA(Fe“,felz,~ ]-"em) =

]=1(@z=1‘7:.‘911(S )WJ

Theorem 11: Assume that .T:e,j ([Plj ,OU] [QU ) Qj D,
G = 1,2,---s5,j = 1,2,---m) be the collection of
IVq-ROFSVs in (?,M). Let W = [wi,wa,---wy] and
A = [81, 82, - 8s] be weighted vectors over M and %,
respectively, such that 37 w; = 1, 35,18 = 1 and
wj, 8; € [0, 1]. Then,

IVq — ROFSWA(F,,,, Feps - - -
= @ (®]_, Feydi)wj

€ij

[%—n;"_l .0-6)))"
B \/ l‘L 1 _ 1( - (p;)qy;)w],
T (T (o5 ) )
I (I, (1))

Proof: ~ The proof of the Theorem is given in
APPENDIX 1. d
Example 12: Let an insurance company wants to recruit

a sale consultant from a set of five applicants % =
{x1, x2, x3, x4, x5}. For selection of suitable candidate, five
most relevant attributes are chosen as in the set E =
{e1, e, e3, eq, es}, that is, ¢;(i = 1,2, 3,4, 5) stand for e; =
finance and insurance professional, e; = self — confidence,
past experience,ea =  interpersonal skills,
es = score in universty degree, respectively. Let the
weighted vectors W = {0.13,0.21,0.31, 0.24, 0.11} and

73 sm )

e3 =

91428

={0.15, 0.23, 0.05, 0.28, 0.29} over for M and % respec-
tively. The evaluation data obtained is given in the Table 2
Let ¢ = 3 for this example. Now by using Theorem 4.1,
we calculate operator as follow

Vg — ROFSWA(J_F , Fe, Tfm,... Fess)
=T (I, 0- 6)))
/—nﬂqim—Wﬁﬁﬁ
[ni@ﬁ@ﬁfﬂ
1 (1 6)) |

where calculation as shown at the bottom of the next page.

Therefore Vg — ROFSWA(.FEH,]:EH,]:eB, 355) =
(10.291494, 0.426198], [0.221314, 0.399961]).

Lemma 13: Idempotency If ]-"e,j = Fo Vi =
1,2,--- sandj_lz m) where]-'e—(p 0), then

IVq ROFSWA(-Fe“ 5 ‘F€127 T ]:esm) fe
Proof: Assume F,; = =F.=(p,0)
~vi = 1,2,--- ,sandj = 1,2,...m). Now in terms of

Theorem 4.1, we have

(W1 == ()9, Y1 =1 = (DD (@), (DD
= (p,0) = F.

Therefore (Fpy,, Fejgs - - - s Feg) = Fe O
Lemma 14: Boundedness: If

. [minj min;{p;; }, min; min;{p tJ+ }] ’
[maxj max;{g; }, max; maxi{Q;j_}]

VOLUME 10, 2022
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and
f;: _ ( [maxjmax,-{pi]_-}, maxjmaxi{p;'—}:l ) ) .
[minjmini{gij_.}, minjmini{Qier}]
Then
F,, < 1Vq— ROFSWA(F oy, Fery:+ + Fey) < Foy.
Proof: As
- min; mln,{,o }, min; min;{p;; }] ,
e ( | max; max;{o;; }, max; maxi{Qij }]) 7
. ( _maxjmaxi{pl:l_.}, maxjmax,'{,o;}] ) )
Fa=17 .

_minjmini{gi;}, minjmini{gi}’f}]

We have to show that?e_’_j < IVg—ROFSWA(F o)\, Fepys -+ »
]_:esm) < ?:U Now for each i = 1,2,--- ,sandj =

1,2,---,m, we have
minjmini{p;} < p; < maxjmaxi{p; }
< 1 = maxymaxi{(p; )} < 1 — (p;)?

< 1 — minjmini{(p; )7}

wj

eﬁ(ﬁo—maxjmaxf <p;>q>5f)

[1(- ()"

[1(1 - miin <p ) )
)

<—><(1 mingmin; (o ) Y
S

—_

q

)

)
)

j=1
< ( (1 minjmin; (plj >q>2 ) W
< (1 — maxjmaxi(p;)?)
= ) (ﬁ (1 - (Pg)q)8i>wj < (I — minjmini(p;)?)
Jj=1 \i=

~1-01- minjmin,-(pl.j_.)q)

<TI0 )))

j=1 \i=l

<1-(- maxjmax,'(pl.j_.)‘f)

T 6)))

J=1

-
{(1 0323”7 (1 = 0493 (1 = 0.31)%)™

=3 {(1 01237 (1 = 0.12%) "' (1 = 0.17)%)™
{(1 0253”7 (1= 023" (1 = 0.22)%)*
[(1 — 0243”7 (1= 043" (1 = 034%™
29

53/

S i
q\ 9i
p;) ) ) — 0.426198,

N
[
|
|
S
e
/N
—
|
TN

j=1 \i=1

{( — 01237 (1= 020" (1 = 023" (1 -
—(0.22)
— (0.30)

—(0.23)3
—(0.11)

0.41) )0 24( (0.26)} 0.11}0'15

)
)0.24 (1- (0'34)3)0‘11}
)024 (l 0.20) )0 11 }0-05
)024 (1— (0.24) )0 11 }028
3)024 (1 (0.14) )0 11 }029

5 \ Vi
1‘[ (l‘[ (Ql;)‘s’> _ {{(0.14)0.13(0_10)0.21(0‘30)0‘31(0'25)0.24(0_20)0.11}0.15

{(0.42)%13(0.15)%21(0.32)%31(0.22)%24(0.33)* 111923 ((0.13)%13(0.12)%21(0.13)%-31(0.14)°24(0.15)°-11}0.05
{(0.16)°13(0.40)%21(0.32)%31(0.13)%24(0.14)* 113928 1(0.11)*13(0.12)0%! (0.26)0'31(0.41)0'24(0.28)0'11}0‘29} =0.221314,

ﬁ (li[ (e )5i>wj = 0.399961.

j=1 \i=I
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Hence

IA

minjmmi{loij_'} a1 — ﬁ (li[ (1 — (,Oi;)q>6i)

j=1 \i=I

IA

maxjmax;{ ,ol-; }. (1)
Similarly, we can obtain

D-TH(IT0-ea))')

j=1 \i=l

IA

. . +
mmjmmi{pij }

IA

maxjmax;{ ,0; }. 2)
Next foreachi=1,2,--- ,sandj=1,2,---, m, we have
minjmini{gi;} < Qi; < maxjmaxi{gi;}

- (ﬁ <minjmin,~{gl; }>5i>wj
1

i=1

(M@)")

i=1

(ﬁ (maxjmaxi{gi; })5i> !

i=1

¢

J

IA
s

1

J

IA

1

J

<>

})Z’f:l 8i )Z,-m:l Wj

—

(mmjmm,-{gl;

(]‘[ ({Q,-,-})‘S")Wj

i=1

IA
s

1

J }) Y )Z}"zl wj

< ( (maxjmaxi{gi]_.

This implies that

minpintoy) <[ | (1"[ {g;}‘s")wj

j=1 \i=1

< maxjmax,-{gi]_- }. (3

Similar way we get;

minymini{o’} < [ ] (H {91‘7 }ai)

j=1 \i=1

< maxjmaxi{gl?}.'}. @)

Therefore, from Equations (1),(2),(3) and (4) we can write,
Fy <IVg—ROFSWA(F oy, Feryr - Fey) < Fope O
B. IVQ-ROFS WEIGHTED GEOMETRIC AGGREGATION
OPERATORS ON IVQ-ROFSSS

Let Q be any collection of IV@-ROFV and Q**™ set of
IVg-ROFSV in a IVG-ROFSS (F,M). Then we define
IVq-ROFSWG as follows;

Definition 15: Let M = {ey, e2, --e,} be the set of
attributes for a set of “s” number of alternatives % =
{x1, x2, - - - x5}. Then a general form of [Vq-ROFSS (?, M)is
given in Table 3.1. Assume that F,,; = Loy » ,0;], loy; - Qi}_]),

91430

i = 1,2,---5,j = 1,2,---m) be the collection of
IVqQ-ROFSVs in (F,M). Let W = [wy, wy, ---wy,] and
A = [81, 82, - - - 5] be the weighted vectors over M and %,
respectively, such that Z]'-":le = 1,37 ,8 = 1and
wj, 8; € [0,1]. Define a mapping Vg — ROFSWG
QXM — Q, thatis, IVg — ROFSWG(Fe,,, Fepy» -+ Fey) =
&L @, Fey )"

Theorem 16: Assume that .Teij = ([pi;-, p;], [Qi;, Q;]),
@ = 1,2,---5,j = 1,2,---m) be the collection of
1Vq-ROFSVs in (.7', M). Let W = [wi,wy, - -wy] and
A = [681, 87, --8s] be weighted vectors over M and ¥,
respectively, such that 3 /" w;j = 1, 37118 = 1 and
wj, 8; € [0, 1]. Then,

Vg — ROFSWG(?e” ) ?6127 "

= Siw:
= @ (®L Fe, )"

: ‘Tesm)

Proof: Same as the proof of Theorem 11. ]

Example 17: Consider Example 12 where IVqQ-ROFSS is

given in Table 2. Let ¢ = 3 for this example. Now by using
Theorem 16, we calculate operator as follow;

IVG — ROFSWG(F e, Fepys Ferzs - s Fess)

[T (I 60)')
I, (I ()")
(

where
. wij
1_[7:1 (]_[f:1 (o7 )8) " 0237893,
H; <H; (p,-f- )5i>w'i — 0.374455,
PN
\[/1 - 1_[,; (H; (1-(e5)") ) " — 0.283800,

\‘/l - ]_[j=1 (]‘[; (1- (Q;—)q>6i)wj — 0.485539,

Therefore Vg — ROFSWG(Fe,,, Fepys Ferss - - -
(10.237893, 0.374455], [0.283800, 0.485539]).

y ?655) =

VOLUME 10, 2022
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Lemma 18: Idempotency: If .TEU = F. (¥i =
1,2,.,sandj = 1,2,...m), where 7@ = (p,0), the
IVq — ROFSWG(Fey,, Ferys - s Feg) = Fe-

Proof: Same as the proof of the Lemma 13. U

Lemma 19: Boundedness: If

[minjmin,-{,oi]_-}, minjmini{p;}] ,

- ’

€ij _
[maxjmaxi{gij }, ma)cjmaxi{Q;.r }]
. [maxjmax,-{pi; 1, maxjmax,-{,0;.r }] ,
¢ij = . . — . . +
[mmjmm,-{gij 1, mmjmm,-{gij }]

Then

F,, <1Vq—ROFSWG(F e, Fery. - Fey) < Fo,

=7 ey

Proof: Same as the proof of the Lemma 14. O

IV. INTERACTION AGGREGATION OPERATORS

ON IVQ-ROFSS

Consider Definition 9 where IVQ-ROFSS is given in Table 1.

Some interaction operations are expressed as follows;
Definition 20: Assume F,, = ([0, el [05. 05D, (i =

1,2) and F = ([p~,p"],[07,0"]) be any three IVg-

ROFSVs and A, A1, A2 > 0. Thus some basic interactive

operation on IVq-ROFSVs are given follows:

@ 7:1312 e5?622

[ (012 + (03)7 = (13703,
o) + (o) = ()03,
= \/ (01" + (020 — (01)%(02)

(01)7(p2)T — (p12)(02,)?

J @)1+ (05,)7 — (aﬁ)%g;z)q—]
(015)%(p3)T — (p5)9(05,)1

(i) Fep,®Feny

J P17+ (032)7 — (p12)4(03p) T —
(012)%(05,)7 — (01,)%(05,)? ’

)T+ ()T = () (055)T
= (015)%05,)1 — (01,1 (p5)1

[ (o1) + (032)7 — (@1)7(@5)".
@) + (@51 — (oh)i(e3)]

1,

[Y1= =)D
Y1-a—(phHn*,

[0 =)D = (1 = (p ) + (@)D,
Y= HD* — (1= (N +@HDM]
(Y1 = @)D = (1= (p™) + (@)D,
YA —@@HD* =1 = (0D + (eH)D],
[¥1- - @)D,

Y1—- 1 - eHnt,

(iii) Fi=

(iv) F =

VOLUME 10, 2022

A. IVQ-ROFS INTERACTION WEIGHTED AVERAGING
AGGREGATION OPERATORS ON IVQ-ROFSSS
Based on above interaction operation, we express following

notion.

Definition 21: Let M = {ey,ea,-- ey} be the set
of attributes for a set of “s” number of alternatives
% = A{xi,x2,---xs}. Then a general form of IVg-
ROFSS (F,M) is given in Table 1. Assume J_’-"e,j =
([pij_., ,0;.'], [Ql;, Q;.']), be a collection of IVq-ROFSSs, where
Gi=1,2---,5s and j = 1,2,---,m). Assume W =
[wi,wa,---wp] and A = [81, 82, - - - §5] be the weighted
Vector§ over M and %, respectively, such that ZJ'”: (Wi =
1, 7,8 = 1 and w;,8; > 0. Define a map-
ping IVqg — ROFSIWA : Q™ — Q, that is, IVq —
ROFSIWA(F ), Fepyr -+ Feg) = e (Bimy Feydi)Wj,
where IVq-ROFSIWA expresses IVq-ROF soft interactive
weighted averaging operator.

Theorem 22: Assume Fe; = ([p;, p;], lo; Ql?j‘.‘]),
be a collection of IVq-ROFSVs in (F,M), where (i =
1,2---,s and j=1,2,---,m). So,

IVq — ROFSIWA(F oy, Fepsr -+ Feuy)
=& (@i F

éij

/ 1_1_[;11 (1_[;1 (1_(’)’;)[[)8[)%’
ST o))
(T G-e))
I (T (=) ))

o))
: f"n“mf—l (1= (i) + e >q))5i> j

such that, 3"y wy = 1, 31 8 = 1 and wj, §; > 0.
Proof: ~ The proof of the theorem is given in
APPENDIX 2. ]
Example 23: Consider Example 12 where IVq-ROFSS is
given in Table 2. Let g = 3 for this example. Now by using
Theorem 16, we calculate following;

8,‘)Wj.

Z

Q

(1 _ (pij)q)Bi)Wj — 0.291494,

T
—
—

1

P
<~
ﬂ‘

=p

I
<N

wj
8
(1 —(p;-_)‘1> ) — 0.426198,

P
~
’l
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S\ Wi
5 5 !

M (M (- ) ) -

q . . w; = 0.283161,
T (H,-_l (1= () +ep))) )
N\ W

M (M (- ) ) -

1 s\W = = 0.482599.
J = (H?_l( (w7 +@pr)) )

Therefore (.7-'6“ , 7’612, .. -7655)

= ([0.291494, 0.426198], [0.283161, 0.482599]).

Lemma 24: Idempotency: If ]:e,, = F, (Vi =
,2,---,s and j = 1,2,---,m), where .7-"6 =
(p, 0), theanq ROFSIWA(}—e”,}—e]Z,n , Fe,,) =

Proof: Assume F,, = F. = (p,0) (Vi =

1,2,---,s and j=1,2,---
rem 22, we have

, m). Now in terms of Theo-

(‘Tell’?en’ e "Tesm)
wj

\/ T (T (- )”)
\/ =1 (10 (- ) ) |

1— (p;)q)&)wj -

=

k]

Zjﬁzl 51-)Z;1 wj

o
i

Zf:l 8\ =1 i
- (p:)q

ij:l wj

Zi: di
L= (o)™ )

(
(1 - <(/0,;)q + (Ql;)q> )Zf‘;l 51')2]-1 W *
(
(1-

—1 0i Z;n=1 Wi

;/1 (1—(p, ), / —(1—<p;>4)],
= \/(1 (p,,)ﬂ — (1= (@ + @),
\‘/(1 09) = (1= (w9 +@r))]

91432

= (log. pil Loz 05D = (p.0) = Fe

Therefore (]-'e1I , 7-'@]2, e ,fesm) = Fe. |
Lemma 25: Boundedness: If

[min/mini{,o[:/_.}, minjmini{p;}],

v [ maximazitoy ), maxmaxiie;) |
and
. [maxj-maxi{l),;}» maxjmaxi{p l;L }]’
“ [minjmini{Qi;}s mi"jmi”i{gi}—}]
Then,
F,; < 1Vq— ROFSIWA(Fe,,. Fepy. -+ . Fey) < oy
Proof: As
L minjmin;{p;; }, mi”jmi"i{pi;'r }]’
e = maxjmaxi{o,; }, maxjmaxi{Q; }]
and
f;: _ :mé)ij_aXi{pij_‘}, n?anéaxi{f;}]’
| minjmini{o;; }, minjmini{Q;; }]

We have to show that]_-";_j < IVg—ROFSIWA(Fe,,, Fepys - »
.7:@,5) < 7’;: Now for each i = 1,2,---

1,2,---,m, we have

,sandj =

minjmini{p;; } < p;; < maxjmaxi{p; }
= 1 — maxjmaxi{(p; )7}

< 1= (p;)? = 1 — mimymin;{(p;; )7}
q\ 8
& (1 — max;max; (pl;) )
a\di q\di
1- (PU_) ) < (1 — minjmin; <le_) )
\9\ iz 8

1 — maxjmax; (py) )

1

= (1 B (pi/_'>q)8i = ( — minjmin; (P,;)q)zjj:l 5

1

=<

oy

<

—

5%

< |1 — maxjmaxi(p;; )q)

N

= T1(110-( W
j=1 \i=1
< (1 min;min; (pU )q>Z - & (1- maxjmaxi(pl;)q)
F1(T10-())) 0=
=1 \iz

< (1 — minjmini(p;;)?)
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m
=11

fiffic-e7)

1 - maxjmaxi(pi;)q)

N

(- ()"

i=1

IA

Hence

m

Il

j=1

[T(1- (e

i=1

. . _ q\ i
mlnjmlni(pl-j-) < 91— ) )
< maxjmax,-(pl-j_-)
also,
i ot + +
mmjmmi{pl] } < Py = max]max,{pl] }

= 1 — maxmax{(p)?} < 1 — (o)

q\ i
<1- mmjmmi{(pij) } & ( — maxjmax; (,0;') )

+\9\% Lo \9\
(1)) = (i )
g\ 2i1 8
(1 — max;max; (,0;) ) :

IA

IA

=

N4

m

(1 — maxjmaxl(pl] )q)
[T{I1

8i
~(oi )
j=1 \i= l

(i (7))

m
& (1 = maymax(p))") < [

IA

=

s

(-

s

i=1

< (1 — minjmini(o;; )?)

m
& (l—minjmini(p;)q) <1- 1_[ (
j= i=1

< (1- maxjmaxi(p;-')q).

Thus

wj

li!(l - (pi;'r>q)5,- < (1 — minjmin; (pi}r)q>2§=l 5

Wi

0-))")

m

1

j=1

N

[ (

i=1

+
Pij

(

< maxjmax,-(,oi;!r )

minjmini(p;) < ﬂ 1-—

Similarly, we have

minjmini(gi;)

[ (1)) -
T (Hf_l (1= ()7 + ) )‘”)w’
< maxjmaxi(gi; )

minjmin,'(gi'}')

VOLUME 10, 2022

")

s
i=1

T (e (=) -

(- (1))

ma)qimaxi(p; )

IA

®)

On conclusion of inequalities (i), (ii), (iii) and (iv) .T;] <
1Vg — ROFSIWA(F o1, Ferys -+ Fe) < Foy, O
Lemma 26: Show that IVq — ROFSIWA()»]:E11 , )\-7:(;12, e
eym) = IVq — ROFSIWAA(F, -+ Fe,,) for any
positive real number ).
Proof: Assume F,,, be aIVq-ROFSN and > 0, we have

11 6’12’ :

&)

=) i)
() -

iFer = | |\ (1= (0 + @)
[~ -
(= (o))

So,

IVg — ROFSIWAGAF oy, AFeps - - - AFey,)

\/ 1‘[,1 ,1( (p,,))”’)wfl,
_\/1—n,1(n (1= ) “')Wj

s

[ (e ey -

[T (H?’:1 (1= (w0 +@y))” )Wj’
T (e (=)™ -

T (T (= (e ) )
/ - (s 11 ()
© \/ 1—(H;-":l(n;l(l—(p;)q)‘”)w’)*

- _q <ﬂ}"=1<Hf=1(1—(pl;>q)8‘)w’>k_ |

: \ <Hj”;1 <Hf:1 (1~(wprr+p) ))‘3’>W">A ’

q (Hfil(nle(l—m;)q)‘*")w’)* _

©) .\ (H,-”LI(HLI (1= (7 + @) )w’>k_
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= IVq-ROFSIWAA(F,,,, Fepss - Feyy)-

Hence proved. g

B. IVQ-ROFS INTERACTION WEIGHTED GEOMETRIC
AGGREGATION OPERATORS ON IVQ-ROFSSS

Definition 27: Let M = {e1,e2,---en} be the set of
attributes for a set of “s” number of alternatives % =
{x1,x2, - - - x5}. Then a general form of IVq-ROFSS (F, M)
is given in Table 1. Assume Fo; = ([o; . 01, [0} ;D
be a collection of IVq-ROFSVs in (?, M), where (i =
,2---,s and j = 1,2,---,m). Assume W =
[wi, w2, ---wy] and A = [81, 82, --- 5] be the weighted
vectors over M and %, respectively, such that Z,m=1 wp =
I, 7,8 = 1 and w;, 8 > 0. Define a mapping
IVq — ROFSIWG Qfxm  —  Q, that is, IV
ROFSIWG(Feyy. Feryo++ Fe) = O 1(®i—1Fe; M,
where IVq-ROFSIWG expresses IVq-ROF soft interactive
weighted geometric operator.

Theorem 28: Assume 7-},-/- = (py, ,Ol-;r], lo; - 0; i)}
be a collection of IVq-ROFSVs in (F,M), where (i =
1,2---,s and j=12,---,m). So,

IVq — ROFSIWA(F oy, Fepyr -
~ ~ = Sivw:
= QL (& Fey N

[q l_[jm=l <]_LS':1 (1 — (Qi;)q>8,-)wj j
(

I (Hf=1 - (@ + ) )&)
) qn]ml(n;l (an))' =
ety
\/ n,l M (1- @) )
j - n;’;l M (1= ) i>wj]

such that, ijzl wi =137 ,68 = 1andwj,§ > 0.

?e sm )

Wi

.

E

Proof: Same as the proof of Theorem 22. d
Lemma 29: Idempotency: If 'T—EU = F. (¥i =
1,2,---,r and j = 1,2,---,5), where .7-' =
(p, 0), then 1IVq — ROFSIWG(]:@11 , ]:312’ e em) = F..
Proof: Same as the proof of Lemma 24. (]

Lemma 30: Boundedness: If

_([imminitog ). minjmino}) .

€jj _
[maxjmaxi{gij IR ma)cjma)ci{gl;r }]
and
- +
— [maxjmaxi{pij } maxjmaxi{,oij }],
ejj -

[minjmini{Q,;}v minjmin,'{Q;}]

91434

Then F, < IVqg—ROFSIWG(F¢,,, Fepys - --
Proof Same as the proof of Lemma25.
Lemma 31: Show that IVq— ROFSIWG()»]:e
AFe,) = IVqg — ROFSIWGMFoe,,, Fepss - -
positive real number ).
Proof: Same as the proof of Lemma 26. (|

s Feg) < Fo.
O
11’)‘}—612""
Fe,,) for any

V. MULTI CRITERIA DECISION MAKING BASED ON
IVQ-ROFSS ENVIRONMENT

MCDM played vital role in complex real life situation where
it is difficult to obtain a choice with respect to certain types
of criteria. It is a process to select the a logically appropriate
choice among several objects. A systematic MCDM process
can handle all aspects where different competitor have their
own choices. In order to define a well recognized MCDM
method, we explained some basic points method as in the
following;

1) Assume X = {X|, Xp, - -- X},} be the discrete set of n
number of various alternatives, and the related set of
parameters is E = {e1, e2, - - - ep}.

2) Let experts Np, No, - - - Ny provide assessments over
E for each Xy(k = 1,2,---,n) in the form of IVg-
ROFSVs (Fi)ey = (o). (o). [y - (@]
k = 1,2,---,n. Denote % = {N{, No,---N;}.
In another word, we obtain n numbers of IVq-ROFSSs
(]_-"1)61:/., (]_:z)e,_-,-, cee, (]_-",,)e[_.,. over % for each X (k =
1,2,---, n)respectively. Foreachk = 1,2, --- , nsoft
matrix, as shown at the bottom of the next page.

3) Fork =1,2,---, nnormalize SMj in terms of param-
eters as follows;
(ﬁk)e,;,-
| (@) (Qk)el] ;
(E ); for cost type parameter,
(,Ok)g” (pk)e,j
(,Ok)e,j (,Ok)el] )
); for profit type parameter,
| (@) (Qk)eu

Then obtain normalized soft matrices SM,Q for each

k=1,2,---,n
4) By applying the proposed aggregation operators on
IVG-ROFSVs (Fi)e; = (o), (pr)ji s [(on)y s

(Qk)lf}']) foreachk =1,2,---,n, obtain IVq-ROFVs

¢ = ([(p1) ", (e L e, e ™),
t = ([(p2) ", (p2)T1, [(02) s (2T D), - - -
€= ([(on) ™5 (o)1, [0) ™, (o)™ D).

5) Calculate the score function .# using Definition 4 on
each £, thatis, YU )k=1,2,---,n

6) The best optimal result X;» k" € (1,2, ---n) can be
obtained on larger value of . on £y, k =1,2,--- ,n.

The projected MCDM method is reckoned in Figure 1.
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A discrete set of A set of
alternatives parameters
X1,X2, e XN L2 = TR -

~ vl

Experts R4 ,R3 ,....R¢

i

Obtain "n™ number of
IVg-ROFSS8s
for X4.Xs, ... .Xn, respectively

Y, i

Obtain weighted vectors
for experts and
parameters

Mormalization of the data

Calculation
of Wg-ROFS
operators

Compute score function
and rank the alternatives

FIGURE 1. MCDM on IVq-ROFSSs.

VI. AN APPLICATION OF PROPOSED MCDM METHOD
This section brings demonstration of effectiveness and relia-
bility of introduced results in real life complex problem with
IVq-ROFS environment.

Nowadays, automation companies worldwide provide
their specific work environment for automation engineers.
A healthy environment in terms of leadership can boost the
artistry of automation engineers. An automation company
can achieve this aspiration through well-qualified automation
engineers. On the other hand, automation engineers seek
an aspiring workplace to excel in their creative abilities.
Assume five automation companies X1, X5, X3, X4, X5 where
we have assess good environment for automation engi-
neers. Consider a set of five senior experts % =
{1, N2, N3, N4, N5} who have to assess job environment in
given automation companies. The weighted vector for experts
is W = (0.18/%1, 0.23/M, 0.16/R3, 0.26 /R4, 0.17/%R5) .
The parameters for which we have to choose the best
automation company for automation engineers are given as

a set;
e1 = Leadership is involved and engaged,
er = Communication,
E = | e3 = healthy company culture,

e4 = innovation,
es = individuals are empowered to grow

The weighted vector over parameters is
A = (0.42/e1,0.11/e3,0.19/e3,0.21/e4,0.07 /es) .

In order to evaluate suitable automation company for engi-
neers, following steps are used.

1) The senior experts give productive assessments
over parameters for each company in the form of
IVq-ROFSS. IVQ-ROFSSs for companies X1, X7, X3,
X4, X5 are given in Tables 3-7 respectively.

2) Normalized the data in Tables 3-7. As there does not
exist any cost type parameter, thus, normalization con-
cludes same data as in the Tables 3-7.

3) Applying IVqQ-ROFS aggregation operators from the
Definition III-2. For g = 3, we receive IVqQ-ROFVs

([0.199607, 0.512417], [0.290453, 0.453487]),
([0.241580, 0.414274], [0.247639, 0.459448]),
([0.241541, 0.808656], [0.248643, 0.657005]),
( )
( )

[0.282778, 0.441976], [0.252393, 0.352567]),

£
1)
{3
£y
ls [0.253570, 0.484110], [0.105438, 0.241946]).

4) By using Definition II-4, we compute score function
LUk =1,2,3,4,5) as follows;

Z(£1) = 0.506184,

Z(£3) = 0.560980,

S (s) = 0.528606

F(l) = 0.493645,
S (€s) = 0.512261,

5) Now rank the results in descending order as . (£3) >
SLUs) > LUy) > L)) > F(£,). Therefore the
ranking of automation companies is given by X3 >
X5 > X4 > X1 > X». It observed company X3 is very
dynamic for automation engineers for services.

Similarly, we apply IVq-ROPFSIWA as follows;

1) similarly calculate IVq-ROPFSIWA are
£1 = ([0.199607, 0.512417], [0.311701, 0.727133]),

Soft Matrix

< o)1y ()T 1
[(er)y;s (0] ]
< [(Pk){l s (pk);l ]
[(0k)5;- (©k)y]

3

SMy, =

( (o)1 (or) 3 1,
| \len)y: (o) ]
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(k)12 (oK) 51
[(©K) 1 (00)715]
[Cox )2} s (Ok );2] s
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(o) 52+ (PR 5],
[(0k) s (0K) 35 ]

)
)

)

(
(

(

(k)7 (PO 1
[(©K)1,, (©)],]
(k)25 (P )y ]
[(0k) s (01)3,y]
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[P s (I3
[(0K)gms (QK )]

i
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[0.241580, 0.414274
[0.241541, 0.808656

[0.253570, 0.484110

2) By using Definition II-4, we compute score function
LUk =1,2,3,4,5) as follows;

Z(01) = 0.466403,
F(03) = 0.626941,

TABLE 3. IVq-ROFSS for automation company X;.

)
)

F(ls) = 0.506437

91436

& = 1, [0.334460, 0.578685]),
£3 = ( 1, [0.311947, 0.468633]
24 = ([0.282778, 0.441976], [0.304150, 0.4875871]),
€5 ={ 1, [0.246577, 0.446510]).

S (€2) = 0.463999,
S (Ly) = 0.491223,

<<

(

TABLE 4. IVq-ROFSS for automation company X,.

3) Now rank the results in descending order as . (£3) >
LUs) > L (Ly) > L) > L (). Therefore the
ranking of automation companies is given by X3 >
X5 > X4 > X1 > X5. It observed company X3 is very
dynamic for automation engineers for services.

A. COMPARATIVE ANALYSIS

First, we compare the proposed results with Hussain et al. [21]
and Zulqgarnain et al. [57]. For this, we consider the Example
in Section VI. Consider only lower membership and lower
non-membership for each IVqQ-ROFV in Tables 3-7, and we
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(
(
(
(
(

)
)
)
)
)

TABLE 5. IVq-ROFSS for automation company Xj.

get new tables as Tables 8-12. There are five g-ROFSSs given

in Tables 8-12, respectively.

« Now by using the method of Hussain efal. [21]
for g-ROFSSs (¢ = 3), we calculate scores as
S(X1) = —0.020553, S(X2) = —0.001352,5(X3) =
—0.001589,5(X4) = 0.008104 and S(Xs5) = 0.018848.

We obtain ranking X5 > X4 > Xo > X3 > X|.

e And by using the method of Zulqarnain et al. [57]

for q-ROFSSs (¢ = 3), we calculate scores as
SX;) = -0.027700, SX2) = —0.028843,
S(X3) = -0.020149, S(X4) = —0.006835 and

VOLUME 10, 2022

)~

(

[0.21
0.15
[0.26
,[0.47

I~ o~~~

)

TABLE 6. IVq-ROFSS for automation company Xj.

S(X5) = —0.001629. We obtain ranking X5 > X4 >
X2 > X1 > Xj3.

If we consider upper membership and upper non-membership
from Tables 3-7, then;

« By using the method of Hussain et al. [21], we obtain

scores as follows S(X;) = 0.059255, S(X;) =
—0.031268,5(X3) = 0.256643,5(X4) = 0.051755 and
S(Xs5) = 0.120932. We obtain ranking X3 > X5 > X| >
X4 > Xo.
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e And by using the method of Zulqarnain et al. [57]
for g-ROFSSs (¢ = 3), we calculate scores as
S(X1) = —0.0279801, S(X2) = —0.145208,5(X3) =
0.464509,5(X4) = —0.035482 and S(X5) = 0.029308.
We obtain ranking X3 > X5 > X4 > X» > X|.

It can be analyzed that the above rankings are different
from the ranking obtained from the proposed method by
considering the Example in Section VI. The reason is that
Hussain et al. [21] and Zulqarnain et al. [57] do not consider
intervals of membership grades and non-membership grades.
The proposed method overcomes those inadequacies, where
it is difficult to take a membership and a non-membership

91438

TABLE 8. q-ROFSS for automation company X;.

€1 €2 €3 €4 €5
R1 (0.43,0.42) (0.11, 0.22) (0.01, 0.32) (0.12,0.31) (0.34, 0.20)
Ry (0.35,0.32) (0.12, 0.42) (0.02, 0.36) (0.24,0.41) (0.15,0.16)
R3 (0.42,0.22) (0.13,0.23) (0.04, 0.22) (0.17,0.14) (0.08,0.42)
Ry (0.28,0.12) (0.14,0.13) (0.05, 0.35) (0.16, 0.34) (0.18,0.25)
R5 (0.31,0.18) (0.07,0.43) (0.13,0.14) (0.39, 0.23) (0.06,0.01)
TABLE 9. q-ROFSS for automation company X,.
e es e3 ey es
R (0.10, 0.30) (0.22, 0.33) (0.20, 0.21) (0.40, 0.20) (0.25, 0.10)
Ro (0.35,0.15) (0.12,0.12) (0.32,0.24) (0.01, 0.43) (0.23,0.25)
R3 (0.29, 0.20) (0.21,0.28) (0.13, 0.42) (0.08, 0.23) (0.41, 0.22)
Ry (0.34, 0.30) (0.40, 0.32) (0.29,0.42) (0.03, 0.44) (0.22,0.22)
R (0.28,0.24) (0.29,0.14) (0.27,0.23) (0.42, 0.30) (0.20, 0.40)
TABLE 10. q-ROFSS for automation company Xz.
ey ey e3 ey es
Rq (0.04,0.17) (0.32, 0.26) (0.40, 0.07) (0.23,0.21) (0.46, 0.20)
Ro (0.37,0.16) (0.46, 0.36) (0.02, 0.08) (0.12,0.23) (0.32,0.14)
R3 (0.29,0.12) (0.09, 0.22) (0.03,0.12) (0.13, 0.49) (0.04,0.13)
Ry (0.33,0.19) (0.6, 0.27) (0.01,0.14) (0.14, 0.33) (0.19,0.43)
R5 (0.32,0.34) (0.24,0.38) (0.17,0.12) (0.03, 0.25) (0.35,0.14)
TABLE 11. q-ROFSS for automation company X,.
1 es e3 ey es
R (0.03, 0.20) (0.12, 0.34) (0.24,0.14) (0.43,0.11) (0.17, 0.28)
Ro ([0.13, 0.19) (0.22, 0.20) (0.35,0.21) (0.12, 0.35) (0.40, 0.13)
R3 (0.15,0.21) (0.34,0.32) (0.36,0.15) (0.09, 0.42) (0.38,0.27)
Ry (0.16, 0.24) (0.31, 0.30) (0.37,0.26) (0.01, 0.40) (0.03,0.31)
R (0.36, 0.13) (0.29, 0.28) (0.14, 0.47) (0.22,0.17) (0.14,0.10)
TABLE 12. q-ROFSS for automation company Xs.
€1 €2 €3 €4 €5
R {0.12, 0.03) (0.32,0.21) (0.24, 0.42) (0.31,0.01) (0.13,0.15)
Ro (0.10, 0.06) (0.23,0.41) (0.30, 0.44) (0.20, 0.02) (0.42,0.31)
R3 (0.30, 0.09) (0.14,0.13) (0.27,0.32) (0.11,0.07) (0.21, 0.29)
Ry (0.23,0.12) (0.16,0.11) (0.33,0.39) (0.40, 0.08) (0.23,0.10)
R5 (0.13,0.16) (0.12,0.14) (0.11,0.41) (0.19,0.15) (0.30,0.13)

grade, but both membership and non-membership grades may
exist in intervals. Therefore, introduced results are better for
dealing with uncertainties in many complex problems.

Consider the work of Zulgarnain et al. [56], where correla-
tion co-efficient of IVIFSSs are given and their application in
MCDM is discussed. Consider the Example given in section
4.2 of Zulqarnain et al. [56], where IVIFSSs is depicted in
Table 1-4. By their method the ranking of alternatives in
Ry > B3 > A > . In order to compare results
with Zulqarnain et al. [56], we take ¢ = 1. Then using the
proposed method we obtain 1 = 0.4606, S, = 0.4274,
S3 = 0.5127 and S4 = 0.5420. Thus, Zy > %3 > X
> %,. Similarly we can obtain same ranking on ¢ > 1.
The fundamental capability of given model of MCDM is to
solve real life problems by utilizing parameterizations and
intervals.

VIi. CONCLUSION

In this paper, we have introduced some crucial properties of
IVg-ROFSSs and we have investigated IVq-ROF weighted
averaging, IVq-ROF weighted geometric, IVq-ROF weighted
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interaction averaging, IVq-ROF weighted interaction geo-
metric aggregation operators and given a MCDM method.

The integration of IVQ-ROFS, soft sets and MCDM
specifies new potentialities relating to the modeling of
complex MCDM problems in distributed environments.
In addition, models of IVQ-ROFSSs equipped for supervis-
ing of massive data sets and manipulation of ill-structured
knowledge.

In several prospectives the introduced operators are useful
to cope uncertainties. The results are given on a representation
of information by an interval number within [0, 1] is a fair
choice. It can upgraded in different directions, because in
several real life problem usually informations exist in inter-
vals. The IVQ-ROFSSs can be useful in MCDM where several
prospects in terms of alternatives and parameters involves.
Aggregation operators on IVq-ROFSSs are investigated with
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their axioms which can be helpful to complex MCDM prob-
lems. A procedure is interrupted with smooth and validate
steps, which can be root mechanism in MCDM. An illustra-
tion is considered; that is, to select appropriate automation
company for automation engineers where they feel com-
fortable to excel their abilities. Although introduced results
reprieve in complex scenarios of MCDM, in future works
we will focus on advanced forms of IVQ-ROFSS, that is,
generalized IVq-ROFSS and give an insight in to the impact
of IVQ-ROFSS in graphs and networks. One can develop
complexity analysis of the given algorithm. Furthermore,
the developed aggregation operators can be extended to
T-spherical fuzzy soft environments with decision making
approaches.

APPENDIX I. THE PROOF OF THE THEOREM IIl.1
The result can be demonstrated by the mathematical
induction. Take s = 2 and m = 2, we have

1Vq — ROFSWA(F ,,,, Fepys Fey Fen)s as shown at the top
of the previous page.
Hence the result is true for s = 2 and m = 2. Now

we take s = s; and m = m (Vg — ROFSWA(F,,,,
Feps ’]:eﬂ eml) as shown at the top of the previous
page.)

Further we t_ake s = s1+1 @d m = m +1;
IVg—ROFSWA(F ey, Fepys - ]'—eyl ]:eml -Fe(sl-‘rl)(ml-i-]))
as shown at the top of the previous page.

Hence the result is true for s = sy +1and m = m; + 1.
Therefore by mathematical induction it is correct for all

m,s > 1.

APPENDIX II. THE PROOF OF THE THEOREM 1V.1

The result can be demonstrated by the mathematical
induction. Take s = 2 and m = 2, we have
IVg — ROFSWA(F¢,,, Fess - Fey,), as shown at the
bottom of the page.
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For m 1 and we get w;
IVq — ROFSIWA(F, Feps - .7-'@15),
bottom of page 17.

Hence the result is true for m = 1 and s = 1. Therefore
the Theorem holds for m = «; and s = . Now we have to
check three cases;

Case-1: Whens =ap,m = o1 + 1 (
as shown at the previous page.)

Case-2: Whens = ap + 1, m—al(
as shown at the previous page.)

Case-3: When s = ap + 1 and m = o1 + 1 by (i) and (ii),

7_1]L1(69a2+1.7: :8;)wj, as shown at the top of the page.

Hence the result istrue fors = ap + 1l and m = o1 + 1.
Therefore by mathematical indiction it is correct for all
s,m> 1.
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